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Maximum likelihood estimation is the classical approach to learn the unknown parameters of the
mixture which generated observed data. Despite the simplicity of the model, the non-convex nature of
the optimization task at hand requires resorting to heuristic methods for estimation. The Expectation-
Maximization (EM) algorithm (Dempster et al. [1977]) is one of the most popular techniques
for estimating the parameters via maximum likelihood. Despite its widespread use and practical
effectiveness, little is known whether and under which conditions EM converges to the true maximum
of the likelihood function. Understanding the properties of EM and, more generally, the problem
of learning mixtures of Gaussian is an active area of research. In this short report we focus on two
recent results with very different flavors and conclusions:

In this short paper, we discuss both positive (section 2) and negative (section 3) recent results,
sketching the ideas behind the main theorems and highlighting their implications. While for the case
of two components Daskalakis et al. [2017] show that “almost any” initialization is guaranteed to
converge to the global solution, Jin et al. [2016] stress the fact that for the case of three or more
components, careful initialization is needed to prevent convergence to bad local optima. We are
interested in understanding what causes the brittleness of EM when the model has more than two
components. Specifically, we would like to understand how specific are the “bad” instances in Jin
et al. [2016]: do random instances have similar properties? Does EM converge to the true optimum if
we perturb the “bad” instances? We investigate these questions by means of experiments in section 4.
We provide some thoughts on the results, and further directions in section 5.
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