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I. Introduction

Resonance phenomena, which offer a powerful tool of studying intricate 
properties of condensed matter, have for a long time been divided into electric 
and magnetic resonances. Electron cyclotron resonance (CR), for instance, 
belongs to the class of electric resonances, whereas electron paramagnetic 
resonance (EPR) belongs to the class of magnetic resonance phenomena. 
Electric resonances are excited by the electric vector of an electromagnetic wave, 
and electrons experience a change in their orbital state but not in their spin 
state.

Naturally, the classification of the motion in terms of the coordinate and spin 
degrees of freedom, which in fact provides the grounds for such a simplified 
description, is possible only in the absence of spin orbit (SO) interaction. The 
subject of this paper is an electron resonance of a more general type, excited due 
to SO interaction. The characteristic features of this resonance, called combined 
resonance (COR), are: (/) the electric mechanism of its excitation, and (ii) change 
of the spin quantum state, when the quantum numbers corresponding to the 
orbital motion either remain unchanged or are changing. In the former case the 
resonance occurs at the spin frequency of an electron and is called electric-dipole 
spin resonance (EDSR), or electric-dipole-excited electron-spin resonance 
(EDE-ESR). In the latter case it occurs at combinational frequencies, that is, 
linear combinations of orbital and spin frequencies. We shall call this the 
electric-dipole combinational frequency resonance. If the mechanism of its 
excitation is not specified, or if the emphasis is on the frequency of the resonance 
rather than on the mechanism of its excitation, we shall use the terms spin 
resonance (SR) or combinational frequency resonance (CFR).

At present COR, first predicted by Rashba (1960, 1961), is being experimen
tally discovered and studied for various crystals with different types of 
symmetry. It has been observed in 3D systems, i.c. in bulk, in 2D systems (on 
heterojunctions and inversion layers), in ID systems (on dislocations) and in 0D 
systems (on impurity centres). Now' COR is regularly used to investigate the 
band structure of semiconductors. The extensive use of the method is accounted 
for by: (/) the relatively high intensity of COR (which may exceed the EPR 
intensity by several orders of magnitude), (ii) the presence, as a rule, of several 
COR bands in the spectrum, and (Hi) the fairly specific angular dependence of 
their intensity.

Now it is necessary to clarify, first, what the source is of the high COR 
intensity, and, second, why for more than 15 years after the discovery of EPR by 
Zavoisky (1945) and its extensive experimental investigation, COR was not 
observed. It is convenient to start this discussion by taking band electrons as an 
example.

In the absence of SO interaction, an electron put in a constant homogeneous 
magnetic field Я, performs two independent motions associated with orbital and
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spin degrees of freedom. The first motion is cyclotron rotation with a frequency

coc =  eH/m*c, (1.1)

where m* is the effective mass, and e and c are universal constants. A 
characteristic spatial scale corresponding to this motion is the magnetic length

rH =  (ch/eH)i}2. (1.2)

Accordingly, the minimal electric-dipole moment corresponding to a transition 
between neighbouring quantum states under the influence of an a.c. electric field 
is pc & er„. The frequency cos of spin transitions is determined by the equation

=  \g\pnH, where g  is the g-factor of an electron in a crystal and цв =  eh/2m0c 
is the Bohr magneton, and m0 is the mass of the electron in a vacuum. Putting 
g  ~  2, we can estimate the magnetic-dipole moment of the transition displayed in 
EPR as /лъ — eX Here % is the Cornpton electron wavelength: 10“ 11 cm.
Therefore, if the values of Ё and Й (the amplitudes of the electric and magnetic 
fields, respectively) are comparable, the ratio of the CR and EPR intensities is 
of the order of / Cr/!rpr ~  (гн/Д)2. For typical values of H, rH ~  10~5-1 0 “ 6 cm. 
This allows us to estimate the value of the ratio of the intensities; typically, 
^cr/^epr ~  1010-

So, CR is many orders of magnitude stronger than EPR. This property is 
inherent in all electric resonances. For instance, for paraelectric resonance, rH 
must be replaced by the characteristic atomic quantity, namely, the Bohr radius 
rB =  ft2/m0c2 =  0 .5 x 1 0 “ 8 cm, and therefore the ratio of the intensities is 
JperAepr ^  (гвД)2 ~  104. Since electric resonances are much stronger than 
magnetic resonances, one can expect that even weak SO interaction leading to 
the coupling of orbital and spin motions will cause intensive electric excitation 
of SR. Besides, for band electrons the coupling of orbital and spin motions 
makes it possible for the combinational frequencies со =  nœc ±  (where n is an 
integer) to appear in the spectrum. The intensity of the transition at these 
frequencies, i.e., the intensity of the electric-dipole CFR, is generally of the same 
order of magnitude as the EDSR intensity. Jointly they form the COR 
spectrum*. Usually it is convenient to observe the COR spectrum in cyclotron- 
resonance inactive (CRI) polarizations, since there is no strong CR background.

Now let us clarify why COR may be absent or, more exactly, very weak. Let us 
start with a free electron in a vacuum. The Thomas SO interaction energy is

■Ko =  (ßoßm 0c)a(E  x  p). ( 1.3)

*Very often only the electric-dipole CFR bands are ascribed to COR. However, we shall use the 
term COR in the sense defined above, in conformity with the original work (Rashba 1960) and with 
subsequent reviews ( Rashba 1964a, 1979). Thus by COR we understand the entire family of electric- 
dipole spin resonances.
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Here a  are Pauli matrices, E is the electric field and p is the momentum operator. 
If E  is regarded as an a.c. electric field Ë with the frequency œs and v =  plm0 is 
taken as the velocity of the electron, then =  \ p ba(E  x v/c). Comparing this 
expression with the Zeeman energy pBH, and assuming E =  H, we see that 
^edsr/^epr — (t?/c)2. In the nonrelativistic limit {v/c)2 < I and EDSR is much 
weaker than EPR. This result is absolutely clear since up to the Thomas 1/2* the 
energy coincides with the Zeeman energy in the effective magnetic field tfeff 
= {v/c)E which acts on the electron in the reference system where the electron 
rests. Therefore the SO interaction is required to be sufficiently strong. In 
crystals, SO interaction is strong due to the fact that the field E in (1.3) is a static 
electric field of the crystal lattice which is particularly strong near nuclei and the 
operator p  acts not on the smooth functions of the effective mass approximation 
(EMA) but on the Bloch functions:

•Ы»-) =  tu(r)exp(ifo-), (1.4)

the periodic factor unk(r) rapidly varies near nuclei. As a result, the SO 
interaction becomes stronger with increasing charges of the nuclei of the atoms 
constituting the crystal. In typical semiconductors the SO splitting of the valence 
band is A ~  0.1-1 eV and it may compete with the forbidden gap width EG. Thus 
the g-factor and other parameters of the electron are strongly renormalized as 
compared to the parameters of an electron in a vacuum. For example, the g- 
factor may change substantially and may have an anomalous sign (Yafet 1963). 
As a result, the spin of the electron somehow transforms into its ‘quasispin’. 
Then due to the difference between /z* =gfiBj2 and the EPR intensity varies: 
at larger values of |g| it may be much higher than for an electron in vacuum. But 
the COR intensity is determined not by the renormalized value of the g-factor 
but by specific terms in the EMA Hamiltonian which simultaneously involve 
the Pauli matrices (quasispin) and the quasimomentum operator к (orbit). The 
structure of these terms and, consequently, the COR intensity is determined by 
the symmetry of the crystal. This problem is discussed in section 2 and 
subsequent sections. On the whole, the higher the symmetry of the group Gk of 
the wave vector in the point of Ä-space corresponding to the band extremum, 
and the larger the EG, the lower the COR intensity. Naturally, the intensity 
decreases with a decreasing charge of the nucleus.

Despite the aforementioned restrictions the COR intensity for band carriers in 
many crystals is so high that it is impossible to observe EPR against the 
background of the COR intensity. However it significantly decreases in cases 
where electrons become bound in donor states. It follows from the Kramers 
theorem (see section 10) that in this case the intensity involves the factor 
(hcoj&i)2, where <?, is the ionization potential of a donor. This factor can be very 
small if the field H  is weak.

Sticking to the subject of this volume, we shall consider only COR of band 
carriers in the Landau levels and also electrons bound to shallow impurity
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centres where <f, is comparable with hcoG and hœs. But it should be noted that 
EDSR is possible also for low-symmetry deep centres. For them, the EDSR 
intensity is determined not by the band spectrum of the semiconductor but by 
the structure of the electron shell of an impurity ion and by the local symmetry 
of the crystal field. On the whole, it is noticeably lower than for band electrons 
and for large-radius centres. EDSR for small-radius centres was predicted by 
Bloembcrgen (1961) and experimentally observed by Ludwig and Ham (1962). 
The survey by Roitsin (1971) and two monographs by Mims (1976) and by 
Glinchuk et al. (1981) are devoted to electric effects in the radiospectroscopy of 
deep centres.

The foregoing arguments shed some light upon why EDSR was not observed 
and identified experimentally until the conditions of its high intensity had been 
found theoretically.

The COR mechanism for free carriers we have discussed is totally due to the 
SO interaction entering in the Hamiltonian for a free carrier in a perfect crystal. 
According to this approach the presence of impurities or defects, which cause 
binding of carriers in shallow levels, diminishes the COR intensity. The theory 
based on this concept was developed in the early sixties and preceded the 
experiment: its results were summarized in a survey by Rashba (1964a). The 
diverse experimental data obtained since then are in agreement with the theory, 
and have permitted a number of new parameters of the energy spectrum of 
carriers to be found. Later theoretical works were aimed at describing the 
experimental results quantitatively within the framework of the original 
concept.

However, there is one other line of thinking in COR physics. Originating from 
experimental results rather than from theoretical ideas, its essence is the 
existence of specific COR mechanisms, caused by defects or impurities. As a 
result, in materials with a high concentration of imperfections, COR may prove 
to be considerably stronger than in high-quality samples. The paper by Bell 
(1962) on EDSR in strongly doped n-type InSb was the first to point to the 
existence of such mechanisms, and the problem was first recognized and 
formulated by Mel’nikov and Rashba (1971). For the moment, the problem 
remains somewhat obscure. That is why there is no doubt that future work on 
COR theory must be concentrated on this problem. One can expect the problem 
to attract the attention of experimentalists since it opens up new possibilities for 
studying disordered systems.

In terms of macroscopic electrodynamics, COR belongs to magnetoelectric 
phenomena, first reported by Curie (1894) and reviewed by O’Dell (1970) for 
magnetic materials. From the viewpoint of the microscopic mechanism the most 
significant feature of COR is the strong coupling of electron spins to the a.c. 
electric field in a broad class of crystals. By now different manifestations of this 
coupling have been found. This coupling, in particular, is responsible for spin-flip 
Raman scattering, discussed in chapter 5 by Häfcie.
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2. Basic  fo r m a l i s m  o f  the  th eo ry

The COR theory is based on the theory of the band spectrum of an electron in 
crystals and on the effective mass approximation. These concepts have been 
thoroughly developed and they were reviewed, for instance, in the paper by 
Blount (1962) and in the book by Bir and Pikus (1972), which we recommend to 
the reader.

In practical COR calculations for specific semiconductors one should proceed 
from the band structure of the semiconductor determined by: (i) symmetry 
properties and, (ii) by numerical values of the energy spectrum parameters. For 
example, for semiconductors with a narrow forbidden gap of the InSb-type it is 
often convenient to make use of a multiband Kane model (1957). However, (i) to 
elucidate the principal mechanisms of the COR phenomenon and, (ii) to do it 
from the same point of view conformably to different systems, it will be more 
convenient to use a two-branch (i.e. one-band) model wherever possible. By this 
term we understand two branches of the energy spectrum differing only in the 
spin state of an electron (or a hole). These branches of the spectrum in crystals 
with the inversion centre merge into one band in the entire Л-space (Elliott 1954) 
and in crystals without the inversion centre they stick together in a high- 
symmetry point and split in its vicinity. Numerical parameters of the two- 
branch model can be expressed via parameters of a more general model 
(Addendum B).

In the framework of the two-branch model, the most general approach to 
describe COR in a semiconductor, subjected to external fields (electric and 
magnetic), is as follows. The Hamiltonian Ж  for an electron and the operator r 
of its coordinate can be derived by means of the method of invariants (Bir and 
Pikus 1972) which employs only general symmetry requirements:

Ж  =  Ж0 +  e<p(r) +  Ж$09 (2.1)

^so =  E  <Tjfj(£), (2.2)
j

r =  \Vk + Y v j X j $ l  (2.3)

where oy are Pauli matrices and ü  is the operator of the magnetic field 
quasimomentum

£  =  -  i К -  (e/ch)A(r), ( 2.4)

A(r) and <p(r) are the vector and scalar potentials, respectively. The functions/; 
and Xt are polynomials over powers of kp  being the Cartesian coordinates of the 
й vector. These polynomials are such that Ж  and r  possess the necessary 
transformation properties with respect to Gfc, i.e., the group of Л, the wave vector 
near which an expansion in powers of kj is performed. Ж  must be a scalar
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quantity and P is a vector quantity with respect to spatial transformations. Both 
Ж  and r  must be real operators, i.e., must retain their sign at time reversal 
t~> - t .  The functions f  and X t include both symmetrized and antisymmetrized 
combinations of kj. In virtue of the commutation condition

=  (2.5)

wherej , f  and j" constitute cyclic permutations (e.g., if; =  2 or j  =  y\ then/  =  3, 
Г  =  1, or f  =  z j "  =  X), the antisymmetrized terms can be expressed via Hj. The 
<p(r) potential can be regarded as, for instance, the one created by impurities. It is 
assumed that this potential is smooth. In the higher EMA order alongside <p(r) 
there emerges a gradient E =  -V<p in H. The corresponding term in Ж  is 
analogous to the SO interaction (1.3) for a Dirac electron (eigenfunctions of the 
operator Ж  are two-component spinors).

If the a.c. electric field Ё  exciting resonance transitions is described by the 
vector-potential Я, the interaction Hamiltonian is

Жс =  -(e/c)vÂ,  (2.6)

where the velocity operator is determined by a commutator

* =  ~[Ж ,Р1  (2.7)

From eqs. (2.1) -(2.3) and (2.7) it follows that

v =  h~1Vk. ^  +  Q(£), (2.8)

where Q(/c) is the polynomial over й. Note that the Xj(fc) operators become 
important only when the terms of the order /с4 or higher are taken into account
in fj(£)-

A complicated structure of the P operators in eq. (2.3) results from projecting 
the multiband Hamiltonian of the kp approximation (Luttinger and Kohn 1955) 
onto the conduction band (or valence band). Similar terms also exist in the 
Dirac problem. The Dirac Hamiltonian may be treated as a multiband 
Hamiltonian, simultaneously incorporating dynamics of differently charged 
particles (electrons and positrons, or, in terms of the solid state theory, electrons 
and holes). From this point of view interband matrix elements must correlate as 
cp =  chfc=>Pfc and the ‘forbidden gap’ as 2m0c2 => £G. In the 1 jc2 approximation

For semiconductors the coefficient entering in the SO term, is much larger than 
the appropriate coefficient in a vacuum, as has been pointed out in section 1. 

The interaction of an electron with an electromagnetic wave can be described
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not only by the vector but also by the scalar potential <p(r) =  - e £ r .  Then the 
COR intensity is expressed via matrix elements of the f  operator. Due to the 
relation

<f|B|i> =  icufi<f|r|i> (2.10)

((ofi is the transition frequency), straightforwardly following from (2.7), the 
results obtained by either method coincide. It is worth stressing that the matrix 
elements <f|»"|i> depend not only on Xj but also on This is because the wave 
functions of the i and f states are also .^„-dependent, this dependence being 
quite relevant (Rashba and Sheka 1961a, c).

To compare the EDSR and EPR intensities, it is necessary to calculate matrix 
elements of the interaction responsible for EPR. They are determined by the 
magnetic component of the electromagnetic field. The corresponding pertur
bation operator equals

Жт =  Й -  УНЖ  =  curl Я - УНЖ .  (2.11)

Différentiation in (2.11) should be performed only with respect to H  entering 
explicitly in Ж  but not with respect to H  entering through the vector-potential 
A(H), since the appropriate terms are already taken into account in (2.6).

Experiments typically use two types of mutual orientation o f the unit vector e 
of the electric field of an electromagnetic wave, of its wave vector q and of the 
constant magnetic field H: the Faraday geometry (q\\H, e l H )  with two circular 
polarizations of e  (transverse resonance), and the longitudinal Voigt geometry 
(q 1  H, e  II H) (longitudinal resonance). This choice of polarizations is also handy 
for constructing the theory. Therefore, apart from the original reference system 
A, associated with the crystallographic axes, it is useful to introduce another 
reference system A', associated with the magnetic field in such a manner that 
Z II H  (Addendum A). In the A system the Cartesian basis is employed and the 
vectors г, к and v are denoted by lowercase letters and their coordinates are 
numbered by Latin indices ( i , j =  1, 2, 3). In the A' system the vectors are 
denoted by capital letters. Their components arc chosen in the circular basis

y = ( V _ ,  Vz , K+) =  (Fb У0, K,), (2.12)

and similarly R  and K. In (2.12)

F± =  ( F* ±  i V y ) i j l  (2.13)

In the circular basis the coordinates are numbered by Greek indices a, ß  =  T, 0, 1 
or - 1 ,0 ,  1.

The direction of the Z-axis will be chosen from the condition eHz >  0 with the 
sign of the charge e  taken into account. According to the conditions (2.5) K z  is a 
c-number and the other components obey the commutation rule

[ K _ , K  + ] =  eH/cti =  k%y к — r 1 KH ' H • (2.14)
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If we single out the dimensional factor kH from К , the result can be represented 
by step-up and step-down operators a* and a as

K =  kna, a  =  ( a ,Ç ,a %  aa+ - a + a =  I, i  =  k#*Kz . (2.15) 

In the circular basis the commutators of К  and R are written down as

i<V (2.16)

So far we have dealt with purely technical aspects of the problem relevant to 
the formalism of calculations. In conclusion to this section we shall make an 
attempt to discuss the problem in physical terms. This will enable us to 
understand qualitatively certain COR mechanisms. Of course, such consider
ations are no substitute for a consistent analysis of the Hamiltonian (2.2) or for 
a more sophisticated Hamiltonian describing the multiband model.

There is a qualitative distinction between band structures of crystals with an 
inversion centre and crystals without one. In this section it has already been 
noted that in crystals without an inversion centre the spectrum is degenerate 
only at certain points of the A-space, but in the vicinity of these points the 
degeneracy is lifted and the spectrum splits into two branches corresponding to 
different spin states of the electron. This splitting is due to the Hamiltonian (2.2) 
where./} are linear or cubic in к (cf. sections 5 and 6). Since such terms in Ж,'.Q are 
inherent in crystals without an inversion centre, the COR excitation mechanism 
caused by them is termed the inversion asymmetry mechanism. As a rule, it is 
fairly efficient.

In crystals with an inversion centre,fjOzH. This is indispensable for ensuring 
twofold degeneracy of bands for all A. But the presence of the II factor 
diminishes Ĵ :o, and it may have an observable value only if the forbidden gap 
Eg entering in the denominator of j )  is narrow. Under these conditions the 
region, where the dependence of)) on к is quadratic, will be very narrow; this is why 
the COR mechanism associated with a small value of Ec  is often termed the 
nonparabolicity mechanism (see section 8). Sometimes under these conditions a 
major role is played by the large value of the ЛГДА) functions, a possibility made 
clear from (2.9) (see also section 9).

Above we have covered the two mechanisms which can be most clearly 
specified. But in realistic situations, especially when one is dealing with 
degenerate valence bands, to distinguish and interpret individually the contri
butions of different perturbations (in particular, of those responsible for 
warping) is practically impossible.

3. COR theory in the Zeeman limit

An exact analytical solution of the problem for an electron in a homogeneous 
magnetic field Я  can be derived only for a few specific cases even for the two-
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branch model. Yet, the most interesting situation occurs when the Zeeman 
splitting dominates over SO splitting (Zeeman limit). It can be studied in the 
general form at <p(r) =  0. In this case an expansion is performed in the parameter

y(C) ss C ^ t y 1!2/hcomi„ «  I, (3.1)

where <umin =  min {coc, a>s, no>c — <us}, n is an integer. Here к is a characteristic 
value of the quasimomentum; for instance, for a band electron it is determined 
by formula (3.4). The criterion (3.1) means that the mean energy of SO 
interaction is small compared to the spacing between magnetic quantization 
levels. Depending on the power / of the quasimomentum к  entering in Ж.а, the 
criterion (3.1) is fulfilled in strong ( /=  1) or weak ( /> 3 )  fields.

Represent the polynomials /;(£) as

f ß ) = ô i l  К ,  (3.2)(0
where ô, is the SO coupling constant. The matrix elements ~  1 are 
determined by the symmetry a system possesses. In the systems studied the 
number of factors /^ 4 . Keeping in mind (3.2), one gets

y(fc)KÖt(Py'2ßcomin, (3.3)

where <P> can be estimated as

<ft2P/2m*> % max{tj, T,hcoc], (3.4)

where rj is the Fermi energy, and T  is the temperature.
 ̂ In the field of an electromagnetic wave with the vector potential Л  = 

A0e cos{çr — (otj the total perturbation (see (2.6) and (2.11)) is

Ж  = Же + Жт= - - ( и Я )
c

=  — A( Re Ä ( f f x , ) exp [i(qr -  cut)] (3.5)

The operators и differ from v because they include the paramagnetic contri
bution (2.11) responsible for EPR.

As will be shown in section 7, taking into account both terms constituting Ж  
and their interference may prove to be important (in particular, in n-type InSb) 
but at the first stage we shall retain only the term Же, because it is usually 
considerably larger than the second. Calculation of matrix elements can be 
conveniently performed using eigenfunctions of Ж0, therefore in Ж  one should 
eliminate Ж50 by the unitary transformation

Ж  => Ж t  \ (3.6)

Ж^ in the leading order of the perturbation theory can be treated as
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nondiagonal*. All the operators (r, v, etc.) are transformed in a similar manner. 
In the ^ -lin ea r  approximation the t  operator is proportional to and

* Ж № и
J O

£(t) =  ъхр(\Ж01)£  exp( — Ш^г).

(3.7a)

(3.7b)

(3.7c)

Transforming (2.7) analogously to (3.6) and expanding the transformed (2.7) in 
T, we get

(3.8a)

where

p =  e7>e“r «  r + [ f , r ] s r  +  rso. (3.8b)

In the two-branch approximation under a quadratic dispersion law Ж0 equals

h2P
Жо=  +  (3-9)

Here we confine ourselves to the spherically symmetric Hamiltonian 
although the theory can also be developed for an anisotropic mass and g-factor 
(Rashba and Sheka 1961c). An isotropic Hamiltonian is attractive also because 
the transformation properties of r and v do not depend on the specific form of 
the Hamiltonian under the transformation A->A'. That is why angular 
diagrams of matrix elements are universal. For example, they do not alter when 
nonpara bolicity of bands is taken into account, or when an electron is bound to 
a spherically symmetric impurity centre, etc.

Symmetry properties manifest themselves most explicitly if we take the A' 
system and choose the circular basis in it (section 2). Rotation of the vectors 
from the A reference system to the A' reference system is realized by the matrices 
ß, whose explicit form is given in Addendum A:

£ = B R = k HBa, P= ВЙ. (3.10)

The vectors к and r are defined by the Cartesian coordinates in A, whereas the 
vectors К  and R  are defined by the circular coordinates in A' (section 2). To 
diagonalize the Zeeman energy (gH) it is necessary simultaneously with the 
transformation В of the H  vector to perform unitary transformation of Pauli

*The generalization of transformation (3.6) for the Hamiltonian involving the coupling ofanelectron 
to an electromagnetic wave has been done by Kalashnikov (1974), who formulated the COR theory 
with explicit gauge invariance.
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matrices. This transformation matrix S(09 ф) belongs to the D 1/2 rotation group 
representation. Here в  and ф are the polar and azimuthal angles, respectively. 
This transformation results in

=  < =  (1,2,3), « =  (1,0,1). (3.11)
a

The circular components oa of the a  vector are defined according to the general 
rule (2.12). It is natural that £, H  and a are equally transformed at rotations. 

In the new reference system in conformity with (2.15)

H0 =  hcoc(a+a +  \  +  \ß*az +  i ç 2). (3.12)

The eigenfunctions of # 0 are oscillator functions ij/N and their eigenvalues equal 

= h<*>c (N +  i  +  j<rß* +  j ä 2), 

ß* =  gHbH/tuoc =  gm*/2m0i <j  =  ±1 , N =  0, 1, .... (3.13)

Here h(!)c is the cyclotron energy (1.1) and ftcos = \ß*\ hœc is the energy of a purely 
spin transition.

Let us make use of the equality

= К  exp(iaho:ct). (3.14)

The matrix clement of f  on spin functions is

a it i î> = < 5 ,v 2
ho:. IЛ'}(а>

Fp* . R.
fl a, +

g к<xr (3.15)

Commutation of t  with Rz in (3.8b) reduces to the differentiation with respect 
to K, due to (2.16). Passing from matrix elements of the coordinate to those of 
the velocity, for the COR matrix element we get

i N m > _ g w m . . . - в ,4«i

X ( N' 0
0X5-(Kei K J N ). (3.16)

Similar formulas have been applied to n-type InSn and n-type CdS crystals 
(Rashba and Sheka 1961a, c).

In conclusion let us roughly estimate the characteristic scale of matrix 
elements of the P and v operators, responsible for COR. For this purpose it is con
venient to start with formula (3.8b) for rso and to use (3.1), (3.7b) and (3.8a), 
bearing in mind that the characteristic value of r is /Г"1. As a result, for COR 
matrix elements we obtain

'C0R~'K%, VCOR ~  r COR^< (3.17)
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In sections 5-9 we shail consider COR for free carriers mainly in those 
systems for which we have reliable experimental data. However, in the next 
section we shall formulate preliminarily a general approach to define the 
selection rules and to calculate the angular dependence of COR intensities.

4. Angular indicatrices and selection rules

The COR intensity corresponding to each individual transition can be cal
culated on the basis of the scheme described in section 3. Then we can find the 
angular indicatrix of the transition, i.e., the dependence of the intensity of the 
transition on the orientation of H  and e. Nevertheless, independent calculation 
for each transition, in a number of cases rather time-consuming, is not necessary. 
Actually there is usually a relatively small number of different types of angular 
indicatrices. The correspondence of a transition to a certain definite indicatrix 
Q(H,e) is determined by symmetry properties; later in this section we shall 
discuss the principles according to which transitions can be classified.

For interpreting experimental data, it is very important and also nontrivial to 
examine the problems concerning the selection rules for different transitions and 
also the problems of their absolute intensities. These subjects have been 
discussed in numerous papers; for example, mainly applicable to narrow-gap 
semiconductors of a sphalerite lattice, a most detailed analysis in terms of the 
generalized Kane model (1957) has been carried out by Zawadzki and Wlasak 
(1976), Weiler et al. (1978), Braun and Rössler (1985) and Wlasak (1986).

Both of the above-formulated problems are closely related to each other, so 
that to solve them it is possible to develop a general approach. This approach 
uses the notion of angular quasimomentum ( AQM), which will be introduced in 
this section. Treatment of the problem in terms of this notion is pretty general 
and fairly practical. It implies that the high-symmetry Hamiltonian Ж0 of the 
zero approximation, describing an electron in a magnetic field by means of a 
certain multiband model, makes it possible to introduce an AQM quantum 
number m. Then all transitions m->m' with a given value of Am =  m’ — m have 
identical indicatrices, determined exclusively by the form of the perturbation 
operator Ж '  and by the polarization of radiation. In virtue of the universality of 
the Q functions, they can be calculated in an explicit form for simple models (e.g., 
for the 2 x 2  instead of the 8 x 8  scheme). The problem of the selection rules is 
also solved in a general form. For each Ж 1 and each individual polarization 
there is a maximal (Am)niax such that at |Am| >  (Arn)max the transition is 
forbidden for any arbitrary orientation of //. At |Am| ^  (Arn)max the transition is 
forbidden only in the zeroes of the corresponding Q function.

The only problem which cannot be solved in a general form concerns 
numerical values of the coefficients at the functions Q. These coefficients must be
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expressed via matrix elements of Ж  (e.g., via the constants entering in the 
generalized Kane Hamiltonian), and this can be done only by straightforward 
calculation, which is sometimes rather cumbersome.

1 he simplest way to define the selection rules which have been exploited in 
some early works is to calculate the contributions of Жж into the velocity 
operator »so =  i [Jfso,r]/h and subsequently calculate matrix elements of »so by 
eigenfunctions of the operator Ж0. It is obvious that the number of operator 
factors in u50 will always be smaller by unity than in Ж$0. The structure of vso 
must be compared with the structure of the operator », determined by formulas 
(3.8) incorporating the perturbation of eigenfunctions of Ж0, produced by Ж%а 
(Rashba and Sheka 1961a,c). According to (3.8) operator structures of » and 
Ко coincide and their matrix elements differ by the factor equalling the transition 
frequency (with an accuracy up to i). Therefore the problem is reduced to 
comparing the operator structure of »so with the operator structure of u or of rso. 
Since (3.14) holds for a simple band, in this case matrix elements of fa n d  Жао 
differ only by the denominator in (3.15), then uso and rso have similar operator 
structures. Yet, in a more general form of Ж0, terms in rso emerge with a larger 
number of operator factors than in »so and owing to these terms, the originally 
forbidden transitions become allowed.

Let us start with the symmetry arguments leading to the classification of 
indicatrices Q(H, e). Consider the most interesting case of cubic crystals with a 
direct gap at к  = 0. From the total Hamiltonian Ж  of the system, single out the 
zero approximation Hamiltonian Ж0, describing a spherically symmetric system 
in a magnetic field. In all other aspects, it is arbitrary. In particular, it may have 
arbitrary dimensionality; for instance, for a ‘quasi-Ge’ band structure it may be 
an 8 X 8 Hamiltonian. All other terms in Ж  will be treated as perturbation Ж  
It includes the anisotropic part of the Жт operator. Both Ж  and Ж0 depend on 
coordinates exclusively through the operators K + and K_. The operator Ж0 is 
constructed as a spherical invariant (and Ж  as a cubic invariant), involving the 
product of basis matrices, multiplied by the product of the operators Since 
Ж0 is spherically symmetric, its multicomponent eigenfunctions 4'm can be 
classified according to the angular momentum m. The operators K + and K_,  
acting in the A' system, respectively, raise and lower the projection m of the 
angular momentum of the function by unity (i.e,, Ka4>m e  {4/m+a}). On the 
other hand, when the commutation properties (2.14) are taken into account, the 
Ka operators can be regarded as step-up and step-down operators for an 
auxiliary oscillator, changing the value of its quantum number N by a (cf. 
(2.15)). This allows us to establish the correlation between the angular 
momentum m and the quantum number N of the auxiliary oscillator by 
representing certain components of the multicomponent wave function 4/m in 
terms of Landau oscillator eigenfunctions. For instance, in the Kane model the 
wave function corresponding to the projection m (m is a half-integer) of the total
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angular momentum onto H  is written as

СгФт- 1 / 2

СгФт+  1 / 2

(-зФт- 3 / 2

с,фт- 1 / 2

С,фт+  1 / 2

Сьфт+  3 / 2

Спфт- 1 / 2

С*Фт+  1 / 2

(4.1)

(Addendum B). The arrangement of bands in the Kane model is illustrated in 
fig. 1. This chart clarifies the principle according to which the components of

Fig. 1. Arrangement of bands in direct-gap cubic semiconductors, described by the Kane model 
(1957). Eg is the width of the forbidden band, and A is the SO splitting. On the top is the conduction 
band; in the middle the valence band, consisting of light hole and heavy hole bands; at the bottom is 
the split-off band. The ligure applies to the A^ By-type of semiconductors. The weak splitting of the 
bands (emphasizing their twofold degeneracy) is due to the absence of an inversion centre. On the left- 
hand side, the splitting is neglected; on the right-hand side, the splitting is shown but its magnitude is

exaggerated.
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are constructed; the two upper components correspond to the conduction band 
(spin 1/2), the next four components correspond to the valence band (spin 3/2), 
and the two lower components correspond to the split-off band (spin 1/2).

Although in the preceding paragraph m is referred to as the angular 
momentum of the 4fm function, strictly speaking this is not so and m should 
really be called the angular quasimomentum (AQM). A genuine angular 
momentum is determined by the action of the operator Jz  on the wave function; 
Jz being the projection of the total angular momentum onto the direction of H. 
Having only operators K+ and K_, one cannot construct the operator Jz, 
which is evident if the simplest Hamiltonian (3.9) is taken as an example. That is 
why it is impossible to define the respective quantum number. Nevertheless, to 
find angular diagrams it is not necessary to correlate m with the genuine 
momentum. The functions Q(H, e) are completely determined (within the scope 
of the approximation stipulated at the end of this section) by a change in the m 
number which coincides with a change of the genuine angular momentum, it is 
noteworthy that the angular momentum can be introduced only in the axial 
gauge of A. Nevertheless m retains the meaning of AQM in an arbitrary gauge, 
which is clear from its close relationship with the quantum number N.

In the Kane model a set of eight functions 4*m of the type (4.1), differing from 
each other by numerical coefficients Ch corresponds to each value of m. For 
particles (electrons, holes) positioned at the edge of the band, the coefficients Ch 
corresponding to this band, are large. This property makes it possible to single 
out the functions describing electron and hole states from the complete set. Both 
transitions inside the set (Am =  0) and transitions between different sets 
(Am Ф 0) are possible. Among these transitions there are intraband and inter
band transitions. For all the systems investigated so far, the form of indicatrices 
is universal in the sense that it is exclusively Am-dependent. However, 
matrix elements determining the indicatrices were found in the first order in J fso; 
involving only the terms containing some of the lowest powers of k. The explicit 
meaning of this restriction depends on an individual form of the Hamiltonian. 
For the Kane model the appropriate analysis is carried out in Addendum B. For 
a more general five-band (fourteen-branch) Hermann-Weisbuch model (1977), 
which describes GaAs and a number of other AmBv compounds very well, the 
AQM notion retains its validity for a spherically symmetric approximation (it is 
broken due to interaction of two p-bands) (Rössler 1984, Zawadzki et al. 1985). 
There are grounds for hoping that the universality of the Q(H, e) functions will 
turn out to be a general property, although no proof of this has yet been found.

Above we have discussed transitions between quantum states of band carriers. 
But a similar problem also arises for carriers bound in local centres (Sheka and 
Zaslavskaya 1969). Here the angular indicatrix of the transition is also 
determined completely by the value of Aw. It is natural that in a given case m is 
the projection of the genuine angular momentum. Actually the impurity centre 
Hamiltonian includes the r-dependent potential energy operator. Thus compo-
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nents of the operator r are added to the K ± operators, so the total number of the 
operators of our theory increases. As a result, the operator Jz is also an operator 
of this theory.

Now consider modifications which have to be introduced into the selection 
rules due to the second term of (3.8b). For this purpose, consider the ‘quasi-Ge’ 
valence band; but in order to treat the problem analytically, impose specific 
restrictions upon coefficients of the Hamiltonian.

(i) Assume that the band is spherically symmetric, i.e., the Luttinger 
parameters obey the condition у2 — Уъ (Luttinger 1956). Then from the very 
beginning it is convenient to work in the A' system, where Z\\H (section 2).

(ii) Assume that K 7 =  0.
(iii) Assume that the numerical value of the ^-factor is such that

Ж0 = аЛ(К) +  ftß(Ä),

a =  (й2/2 т 0)(у, +  5уз/2), b =  - ( h 2/2m0)y2, (4.2)

where

a (R) =  R2 +  2k jJz ,

b (R) =  (JR)22 -  i  tr{(JR)2} -  2k2HJz . (4.3)

The operator A(K) commutates with B{R) and with (JR). In the A' system the 
eigenfunctions xFm are the four middle lines of (4.1).

As was stated at the beginning of this section, our strategy should be to 
compare operator structures of t?so and **so. Since in formula (3.7b) depends 
on the operator R(t), let us start by calculating it. Transform the operator 
exp(iЖ01) entering in (3.7c)

exp(i <yf0t) =  cxp(iaAt){cos{bCt) +  i BC~ 1 sin (bCt)}. (4.4)

The operator, introduced here,

C(R) =  { lA(R)Y  +  l k W \  (4.5)

is proportional to a diagonal 4 x 4  matrix in the ¥/m basis. At the derivation of 
(4.4) we have used commutativity of A and В as well as the identity В 2 =  C2, 
valid at Kz =  0. From (3.7c) and (4.4) it follows that Ka(t) have the following 
structure:

Ka(t) =  Kacp£\R2, t) +  IB(R), K J r i 2>(R2, t). (4.6)

We shall not need the explicit form of the (p functions. According to (3.8b) the 
next step is to calculate the commutator [T, r]. Since Ж$0 is a polynomial over 
Ka, calculation of [Г, r] is based on calculation of the commutators [K a{L),r]. 
From (4.6) and (2.16) it follows that

Ш 0 ,  « ,]  =  t) + R X - Å 2)(R 2, o. (4.7)
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Formula (4.7) enables us, using (3.7b) and (3.8b), to calculate rso. Moreover, to 
follow through this procedure to the end is not necessary. The basic result is 
already contained in (4.7). Analyzing this formula, one should bear in mind that 
К2 =  KßKß9 entering in the arguments of and y(2) does not alter m at the 
action upon the Ч*т functions. Therefore K 2 can be ignored. That is why only the 
operators entering in (4.7) as coefficients of the у functions are important. In 
fact, the first of them almost coincides with the commutator [Ka, ÆJ (see (2.16)), 
which is employed in the course of the calculation of vso. It is this coefficient that 
is responsible for the reduction in the number of operator factors in vso by unity 
in comparison to those in In contrast, the second term in (4.7) raises the 
number of operator factors by unity. Due to this, the effect of the operators rso 
and r is essentially different. The raise in the number of factors gives rise to the 
appearance of extra bands. Since there is no small parameter in the Hamiltonian
(4.2), the intensities of these extra bands and the other bands are comparable. 
Calculation for InSb of the effect of inversion asymmetry (Addendum B) and of 
warping (Sheka and Zaslavskaya 1969) shows that the indicatrices of the 
‘original’ bands, generated by the rso operator, are not altered due to the second 
term in (4.7). The indicatrices of the extra bands are contained in the set of the 
indicatrices for the ‘original’ bands.

This scheme is handy for finding out general properties of the Vt operators 
and the selection rules. Concrete calculations can be conveniently performed if 
the explicit form of all operators in the basis of the operator eigenfunctions is 
used in (3.7).

To determine the indicatrix, corresponding to a given change in AQM Am 
and to a given polarization r (formula (2.12)), let us make use of (B.23). The 
explicit relation between the 4*{tlJ and У functions in (B.23) is irrelevant, only 
the difference between the subscripts being of importance. Therefore it stands to 
reason to make this formula more abstract by introducing ‘step operators’: step- 
up (a > 0 ), step-down (a < 0 ) and step-zero (a =  0) operators acting on m. 
Symbolically they are defined as

(4-8)

Now (B.22) can be rewritten in the operator form

ф)*„ (4.9)
a

the superscript / is defined by formula (3.2). An analogue of (4.9) for the velocity, 
expressed via the step operators v a, defined similarly to (4.8), has the form

(4.10)

Formulas (4.9) and (4.10) contain the rule for determining the angular
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indicatrices of the transitions, induced by small (and, as a rule, not spherically 
symmetric) perturbation Ж'\

(0 the operator Ж' should be expanded in the step operators in comformity 
with (4.8) in the A' system (Z\\H). This expansion determines the coefficients

(ii) the expansion of the velocity in the step operators is determined by 
formula (4.9) where the coefficients are

(ш) the AQM values m and m' should be ascribed to the initial and final states, 
respectively;

(iv) the transition m->m' in the polarization т is described by a matrix 
element, proportional to ^ _ 2(0, ф) with a =  m' — rrn -  т and the intensity of the 
transition is determined by the indicatrix

ß?(0, Ф) =  Oß(0, Ф) =  т ж  ф)\\ « =  т‘ - т - 1 -  (4.11)
The й а)(в, ф) functions are invariants of a group of the crystalline class and, 

consequently, their number is infinite. The rank of invariants grows with 
increasing power / in the expansion of Ж' in k. The choice of the set of the same- 
rank invariants should be made separately for a chosen Ж'. The Q functions, 
given in sections 5 and 6, may serve as an example.

5. Three-dimensional spectrum with  linear terms in the 
dispersion law

It is convenient to start the application of the COR theory to concrete 
dispersion laws from the case when Ж: is linear in /с, i.e., when the expansion of 
f (k )  in (2.2) starts with k. Of particular interest is the Hamiltonian describing 
carriers in the vicinity of the к =  0 point in noncentrosymmetric crystals having 
a symmetry axis of the order no lower than the third. Examples of this are 
wurtzite-type crystals (Rashba and Sheka 1959, Casella 1960, Balkanski and 
Cloizeaux 1960) as well as sphalerite-type crystals uniaxially strained in the 
symmetric crystallographic directions (Bir and Pikus 1972). To construct the 
EMA Hamiltonian it is important to bear in mind that carriers are described by 
the spinor rotation group representation D 1/2 corresponding to the angular 
momentum J =  1/2. For this representation Pauli matrices are transformed as 
components of the pseudovector cr, odd with respect to time reversal. Writing 
down Ж  as a sum of invariants, we get

Ж  = Ж0 +  Ж ^  (5.1)

h2k 2
^o =  ^ - r  +  =  HL +  Hz> ( 5.2)

Ж50 =  <5i(<x X k)c , (5.3)
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c is a unit vector directed along the symmetry axis. For simplicity it is assumed 
in (5.2) that m* and the ^-factor are isotropic. This allows us to discuss the 
results in terms of the general approach developed in section 4. Besides, this 
model is realistic for strained A„,BV crystals and also for a number of hexagonal 
A „By, crystals.

At H =  0 the energy spectrum has two branches

S ±(k) =  h2k2/2 m * ± 6 lk1,

kL =  (kl +  k$)42, z\\c. (5.4)

The minimum of energy Smin is achieved on a circumference (on the loop of 
extrema) of the radius k0 =  m*Sl/h2,

<Cnin= - A u  Ax =m*ö2J2h2. (5.5)

The velocity operator и, describing all resonance transitions, equals 

и = hkjm* -f Sj(c -  iq ) x ajh. (5.6)

Here

q =  h2ß*q/2m*Öl , q' -  aB<?/(<5i)a.u., (5.7)

where aB is the Bohr radius, and the index a.u. means that the quantity it is 
attached to is expressed in atomic units. In (5.6) the first term describes CR, the 
second term COR, and the third one EPR. At q\\c the second and third terms 
differ from each other only by a numerical factor, therefore all parameters (e.g., 
width and shape of bands) coincide in COR and EPR and their intensities are 
related to each other as

Jepr/^cr=  (q )2- (5.8)

This ratio increases with increasing q, i.e„ with the increasing frequency at which 
the resonance is observed. Maximal frequencies at which measurements are 
carried out now correspond to wavelengths a % 100 pm, i.e., q ^  2 x 103 cm "1 in 
a crystal. At the values ^  ~ (1(Г2-1 (Г 3) a.u., typical of A„BVI crystals 
(Romestain et al. 1977, Dobrowolska et al. 1982, Ivchenko and Sel’kin 1979, 
Pevtsov and Sel’kin 1983) q' ^  10-3 . Consequently, COR must dominate over 
EPR.

At H\\c the problem is solved exactly (Rashba 1960, 1961). The eigenfunctions 
are

CN2^N
N =  m +  j . (5.9)

Here CNI are the coefficients and ij/N are the eigenfunctions of the Landau
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oscillator. For all N >  0 there are two solutions with the energies:

, J k , ) = f u o A N ± aNa
л л

i ( i  - ß * ) 2 +  — Nnco,.

1/2

+
n k.

2m*
(5.10)

The index a =  ±  1 numbers the branches of the spectrum. For N =  0 there is 
only one solution with C01 = 0  and the energy

£0(kz) =  ±ha>c( 1 -  /?*) +  h2kH2m*. (5.11)

At the Zeeman limit, S =  cr/2 acquires the meaning of a spin quantum number. 
In this case (5.10) is simplified, and after the levels are renumbered, the spectrum 
((5.10) and (5.11)) at 0 <  ß* <  1 is written as

i NS(kz) =  (/V +  h)h(oc ±  Sho)s +  h2k2J2m*. (5.12)

This spectrum is depicted in fig. 2, which also gives a scheme of transitions in 
CRA polarization. This scheme illustrates the universality of the selection rule 
Am = 1 for all types of resonances. At moderate magnetic fields, when hcoc ~  hœs 
~  A1? the arrangement of the levels is much more sophisticated. Nevertheless it 
is possible to check that the selection rule Am =  1 also holds for this case.

Using the explicit form of the coefficients CNl one can calculate intensities for 
all bands. Then an interesting peculiarity shows up; at the Zeeman limit the 
intensity of the CFR band, corresponding to the CFR transition and depicted in 
fig. 2 by the dashed line, vanishes. At N ~  1 it is by the factor -^(d i/hcoc) weaker 
than the intensity of the EDSR band. This disappearance of the CFR band, 
allowed by the selection rules, is at first glance in contradiction with the general 
assertions of section 4 and Addendum B. However, this seeming contradiction 
is accounted for by the fact that these statements were made for a spherically 
symmetric Hamiltonian Ж  of a general form (in the case under consideration in

r *
Fig. 2. Arrangement of electron energy levels, their classification in terms of the Л' and m quantum 
numbers, and quantum transitions allowed in the Faraday geometry (CRA polarization), H\ c. The 
figure applies to the case when a>c > o)s, g>  0. The short arrows on the right-hand side of the figure

indicate spin orientations.
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the H\\c geometry axial symmetry is sufficient). At the same time from (5.2) 
possesses a specific property: it is quadratic in fr. If we take into account the 
nonparabolicity of Ж0, i.e., introduce into it an additional term ensuring 
anharmonicity

y^  =  hwa(P/k],)2, (5.13)

then the ‘accidentally’ forbidden transition becomes allowed. The same is true if 
we take into consideration the anharmonic correction to Ж&0. The calculation is 
analogous to the one given in section 4 for the valence band. It shows that in the 
presence of Жа there emerges a new contribution to the velocity operator

Si 8coa(2 — /?*) r  „
(5.14)

ensuring nonzero intensity of the transition N]~+(N +  2)[.
Thus, any violation of the harmonicity of the zero approximation Hamil

tonian by incorporating (5.3) or (5.13) into it, allows the transition 2coc — cos. 
Then the matrix element of the velocity acquires a small factor of the order 
àJhcoc or coJcoc, respectively.

In the Zeeman limit (section 3) it is possible to find the angular dependence of 
matrix elements of the velocity (5.6) in a tilted field Я, for instance, employing 
(3.16). In this case only F̂ 1) =  1 and F\2)=  - 1  are nonzero, while Vx do not 
involve the Ka operators and therefore are diagonal relative to the Landau 
quantum numberjftearing in mind the properties of the В  matrix (Addendum 
A), we have (в =  сЯ)

<JVÎ|K+|iV O = - i2l'2y T ^ c o s 0 ,

<Л'Т|К-М> = 0, </Vt|Fz|W |>= -  ^ e in ö
П

(5.15)

(Rashba and Sheka 1961c). Thus, only EDSR is allowed and CFR is absent. 
Equation (5.15) has recently been rederived by La Rocca el al. (1988a, b).

It is of interest to compare this result with the general selection rules 
formulated in section 4 and to compare the angular indicatrices. We shall do so 
to demonstrate the potential of the general method, using a simple model. For 
the case under study, results can also be obtained in a different way; but in 
complicated cases (e.g., degenerate valence band) to describe the angular 
indicatrices by straightforward calculation is an extremely cumbersome pro
cedure. At the same time the procedure discussed in section 4 directly yields 
angular dependences, and the problem is only to bring them into proper 
correlation with electronic transitions.

The SO contribution to the velocity is determined by formula (4.10). To derive 
the appropriate expressions for the problem we are investigating, let us start
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with Ж50 (5.3), which in the A' system (Addendum A) can be written analogously 
to (4.9)

■K« =  t  (5-16)
a  — — I

Here /Ja =  ^ ] equal

&Q =  cos 0, - i 2 ” l/2sin0, (5.17)

4  =  tf x(<r X g ) e =  -  <vK a)- (5.18)

The subscripts a, a' and a" constitute a cyclic permutation from 1,0 ,1 , and 
properties of 4̂  as step operators are verified by inspection. The explicit form of 
va+t can be found only provided the explicit form of the Ж̂ 0 operator is used. 
Properties of as step operators are dependent on their subscript. Table 1, 
relating the polarization of a transient and AQM change with the angular 
indicatrix Ол =  \4XI2 uses these properties.

There is complete agreement between (5.15) and table 1 for transitions 
occurring at the frequency cos, yet all other transitions illustrated in table 1 are 
absent for the Hamiltonian ((5.1)-(5.3)) in the Zeeman limit. From (5.14) it is 
clear that incorporation of the anharmonism (5.13) allows the transition 
2ù)c -  cos but only in the polarization т =  1. The transition coc +  cos also becomes 
allowed. The transition coc — cos becomes allowed but only at т =  0, 1. Angular 
indicatrices of these transitions are in agreement with table 1. We should stress 
that in contrast to ‘extra’ transitions in the valence band (section 4), the matrix 
elements for both of these ‘extra’ bands are small over the parameter cojcoc.

The example considered illustrates how the generalization of the Hamiltonian 
Ж0 promotes the appearance in the absorption spectrum of the bands which 
should exist according to the general theory but do not exist at a specific form of 
Ж0 (formula (5.2)).

Table 1
Allowed transitions and their angular indicatrices

t
Am

2 • 1 0 -1 - 2

I — ß 0 o ,
0 — o , ß„ ß , —
1 O. a 0 ß , - -

Frequencies a)c + 0)s Щ 
2(oc — a>s

(Oc — <us 
— (Oc

— 2 û)c +  cos - œ c-a>ÿ

The table gives indicatrices Qx lor all polarizations x at possible AQM changes Am = m' — m. Ai 
larger values of |Am| no transitions occur. The dashes mark forbidden transitions. The bottom lines 
give transition frequencies (positive for absorption, negative for emission). The table holds for the 
case g > 0.
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In principle, the band 3coc — cos must also be present since for this band Am 
= 2 (i.e. the maximal Am of table 1). However when we choose Ж50 in the form
(5.3), this band is missing. The reason is that the generalization of Ж0 results in 
the appearance in the velocity operator of the term, containing a higher power of 
к than in Ж30, the power being larger only by unity (section 4). From this fact it 
follows that the maximal change of N  (N in the Zeeman limit has the meaning of 
the Landau quantum number) in the case we’re dealing with here equals \AN\ 
=  2. Therefore the band 3o c — ws to which AN =  3 corresponds is forbidden by 
virtue of the selection rules with respect to N.

Above we have assumed that m* and the g-factor are spherically symmetric 
(see (5.2)). But in the general case in crystals with the preferred axis c the tensors 
of the effective mass and of the g-factor are anisotropic. In this case EDSR 
angular diagrams are noticeably more complicated compared to (5.15) (Rashba 
and Sheka 1961c).

The most convincing experiments on EDSR, caused by fc-linear terms, were 
carried out on n-type InSb samples subjected to uniaxial strain. Bir and Pikus 
(1961) were the first to notice the existence of such terms. If we take into account 
only the deformation potential C2 (see table 2, Addendum B), the term in Ж  
emerging due to the strain is

K .  =  i P C 2 ( 2 -  -  £ o  *+  Д  ) [ ° * ( M z x p  6 y £ y x )  +  C . p . ] .  ( 5. 19)

A distinctive feature of this Hamiltonian is that it becomes zero when the stress 
X  is acting along [001], despite the fact that the restrictions imposed by 
symmetry alone do not require that ЖЕ =  0 in this case. Kriechbaum et al. (1983) 
experimentally discovered that for X||[001] EDSR is very weak, and therefore 
they concluded that the most important role is that of the C2 potential. Their 
main measurements were done for X\\ [110]. In these conditions Ж$0 is described 
by (5.3) with çU [110] and ô1 ce r,xy. These experiments were made in the Faraday 
geometry {q\\H) with linearly polarized (or nonpolarized) light. / / | | [112] was 
tilted with respect to the symmetry axis. In these conditions the transition is 
allowed and its intensity is X2-proportional. This dependence was observed in 
experiments at X ^  1 kbar. A quadratic dependence at small X  testifies to the 
fact that EDSR excited by к-linear terms is much stronger than that excited by 
къ terms.

An experiment, somewhat complicated as a result of the technique employed 
but equivalent in physical essence, was performed by Jagannath and Aggarwal 
(1985). They studied the generation at the frequency cu3, using the mixing of two 
laser beams with frequencies o)1 and co2 such that co3 =  <y, -  co2. The generation 
exhibits a strong resonance at oj2 =  cos. Its intensity is proportional to the EDSR 
intensity. Therefore the three-wave process employed provides an independent 
method for studying EDSR. Uniaxially strained n-type InSb crystals with 
X\\H\\[\ 11] were used. In this case there also arises the Hamiltonian (5.3) with 
( \  ccX; H being oriented along the symmetry axis. The results are collected in
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fig. 3. The band observed at X = 0  is ascribed to a magnetic-dipole transition 
because in the geometry which w-as used, an electric-dipole transition is 
forbidden for both the inversion asymmetry mechanism (section 6) and 
the nonparabolicity mechanism (section 9). At X ^ O  there occurs radiation 
with Ê 1 H  in agreement with (5.15). Its frequency is shifted depending on the 
stress, which is accounted for by the ^-factor dependence on X, and its intensity 
rapidly increases with the stress. As is obvious from fig. 4, the dependence of the 
intensity on the stress complies with the law X2 in conformity with the theory.

The situation for p-type InSb subjected to uniaxial stress is much more 
intricate due to band degeneracy. The effect of /с-linear terms, induced by the 
stress, is partially masked by the /с-linear terms contribution entering in the 
valence band Hamiltonian at X =  0. Besides, contributions coming from k-odd 
terms and from the strong nonparabolicity induced by the strain (section 8), are 
competing with each other. A thorough analysis of the experimental data 
(Ranvaud et al. 1979) pointing to the existence of a few COR bands was made on 
the basis of the calculations by Trebin et al. (1979).

Unfortunately there are practically no experimental data on COR caused by 
/(-linear terms in uniaxial free crystals. An interesting object for investigation is

Fig. 3. Far-infrared power as a function of magnetic iield (denoted as R) for n-type InSb (nc = 5 
X 1015 cm 3) at 1.8 К in the X |£ ||[ l  11] geometry. Polarization of the emitted radiation (denoted 
as E3) is shown. (a| X = 0, the asymmetric shape of the curve is illustrated in the same inset, (b)-(d) The 
electric-dipole emission due to fc-linear terms of the Hamiltonian for different values of X (Jagannath

and Aggarwal 1985).
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[ Stress X (kbar)]2

Fig. 4. Far-infrared power as a function of X 2. The solid line is the least squares fit to the data shown
by dots (Jagannath and Aggarwal 1985).

Pb!_vGexTe crystals experiencing a structural phase transition Oh-»C 3v. In 
their cubic modification (at T >  Tc) these crystals have a band structure typical 
of Pb salts (section 8). Electron and hole bands have four extrema, positioned in 
the L points. After the phase transition { T < T C) the symmetry axis is directed 
along [111]. As a result, three extrema remain equivalent to each other but are 
positioned in very low symmetry points (G* =  Cs), whereas the fourth extremum 
is on the symmetry axis (G* =  D3d). This situation is reminiscent of Bi (see 
section 8) but with the difference that there is no inversion centre in the lattice 
having the symmetry C3v, and therefore the bands for arbitrary к are not 
degenerate. Thus, /с-linear terms appear in the spectrum. EDSR was observed by 
Fantner et al. (1980) at л: =  0.01. Calculations by Bangert (1981) show that 
EDSR becomes considerably stronger at transition to the rhombohedral phase.

6. Inversion asymmetry mechanism for n-type InSb bands

In crystals with sphalerite symmetry the expansion/•(&) starts with /с3. The COR 
theory for this case was formulated by Rashba and Shcka (1961a). Here, like
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in the systems described in section 5, the spinor representation D 1/2 is acting. 
In the reference system formed by the crystallographic axes, apart from the 
pseudovector of the Td group constituted by Pauli matrices, there is another 
pseudovector whose components are

Kj(lc) = kykfiy -  k jS jky ,  (6.1)

where /, /  and j" form a cyclic permutation. This notation already implies 
noncommatativity of the operators kj (2.5). The electron Hamiltonian equals

Ж  = й2Р /2 т *  +  igRuicrH) + <>3(<7 к). (6.2)

Before calculating the explicit form of the matrix element of the velocity by 
means of the formulas from section 3, let us find out, using the rules of section 4, 
possible transitions and their intensity indicatrices. The Hamiltonian (6.2) is 
approximate and can be derived from the Kane Hamiltonian by projecting it 
onto the conduction band (see (B.l), (B.2) and (B.4)). In the two-branch 
approximation, eigenvalues of the Hamiltonian Ж0 can be chosen as

qy(+) =
T  N +  1/2 = 1 N Î)=> |N  +  i ) ,

(6.3)

The arrows here mark transformation to the notation in terms of the AQM 
formalism.

The notation in terms of the Landau oscillator eigenfunctions ij/N is 
convenient since it clearly points to possible transitions between Landau levels. 
On the other hand, a general analysis is conducted in terms of AQM m, which in 
accordance with (6.3) can be easily brought into correlation with N:

m =  N 4- 7  (for spin-up),

m =  N — j  (for spin-down). (6.4)

The probability of a spin-flip transition H— > — with a change in the Landau 
levels N-*N '  is determined by the velocity matrix element

<lN'\Vt\N V = > < N '-  ilKIN +  i>s<m '|K f|«>. (6.5)

In this form the matrix element of Vx is defined in the basis of the functions with 
a given AQM, and therefore the rules of section 4 are applicable to it. In 
particular, its angular dependence is determined by the coefficient 0 ^ ( 0 ,  ф) 
with a  = tri — m — % =  N' — N — t  — 1. The intensity indicatrices in conformity
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with (4.11) and (B.15) are

й , =  \@ -№ Ф )\2 =  т в , Ф ) \ 2 (6.6)

(the superscript 3 is dropped). They are equal to 

£20 =  9/0, Q2 =  I2- 3 I 0 - 1 u

O i * 2 I и  0 3 =  ! ( / i  +  8/„). (6.7)

Here 70, / , and l 2 are cubic harmonics

I о = hlhyrt,
I ! =  h2Jh;  -  hi) +  hj(h2z -  h2x) +  hi (hi -  h%

I2 =  h6x +  h* +  ht, (6.8)

and h( = HJH.  Formulas (6.7) and (6.8) follow from (В. 11)-(B. 14).
Possible COR transitions in n-type InSb are given in fig. 5. The general 

analysis also indicates a possibility of transitions with |Am| =  |A/V| ^  4. In fact, |z| 
<  1 and in (B.23) |a| <  3. Transitions with |A/V| >  2 are possible only as long as 
the dispersion law- is nonparabolic (cf. section 5). Therefore in the conduction 
band these transitions are weakened (but in the valence band there are no 
restrictions for their intensity (cf. section 4)). Thus, for the Hamiltonian (6.2) 
spin-flip processes can be accompanied by transitions with AN =  0, ± 1 , ± 2  
only. They occur at frequencies cos =  coc\ß*\, coc( 1 ±  ß*) and coc(2 ±  /j*), if as 
usual \ß*\ < 1. In contrast to CR and EPR, COR is, as a rule, observable in all 
three polarizations. The COR intensity is strongly anisotropic whereas the CR 
and EPR anisotropy is weak and is caused by effects not considered above 
(warping, etc,).

Let us now calculate the matrix elements of the velocity. If the mean energy of 
an electron is of the order horc (3.4) and (m*ö3).d U % 1 (this holds for n-type 
InSb, see section 7), the condition у -4 1 (3.1) is fulfilled even in strong magnetic 
fields Я «  5 ж 104 G. Thus, one can make use of the results of section 3.

The nonzero coefficients F(rfj equal

^ / = 1 ,  F ? - s r = -  '• (6.9)

Now use formula (3.16). The products of this formula have two operator factors 
applicable to the case under study and the matrix elements of the velocity are

=  2il2k j j n N_  t  g  B{lßy)<N'\aßay\Ny.
( 6. 10)

The coefficients Bixßy)9 which are symmetric with respect to all subscripts, are 
expressed via ternary products of the elements of the matrix В  (Addendum A), 
%п) being zero. Among the other coefficients there are only four independent



160 ЕЛ. Rashba and VA. Sheka

m

N=4 ----
-------------------------------------------%

9/Jz

№3 ----/
' 71

7//2

V
N=2 ----V /2

72

1/
N=1 ----/

/2
V

____ У _Э

72

-1/
N=0 ----

A A /2 
1//2-C Vt ДГП 3 2 1 0 - 1 - 2 - 3 - 4  1 -1

T V. Qj Q, Q, Qo Q, a  Q3 EPR
0 4  Q3 Q, Q, Q» a  0 ,0 ,
1 Vt Qj Q, Q» Q, Q, Q, CR

Fig. 5. Scheme of COR transitions in n-type InSb for the inversion asymmetry mechanism (g < 0). 
Under the transition the respective values of Д/n and of the intensity indicatrix for all polarizations т 
are given. The transitions with AN = 3 and AN =  4 are forbidden in the Zeeman limit for the 
Hamiltonian (6.2). Polarizations in which CR and EPR arc excited are also indicated, their

indicatrices being isotropic.

coefficients (Rashba and Sheka 1961a). The fact that there are just four of them 
is dictated by formula (B.23). 3&а(0, ф), entering in (4.10) as factors at the 
corresponding step-operators, are expressed via these coefficients according to 
(B. 16).

The theory predicted that the EDSR and CFR intensities would exceed that of 
EPR (Rashba and Sheka 1961a,b), and this was confirmed experimentally. The 
latest data show =  — 56 a.u. (section 7). The EDSR induced by /c3-terms was 
first discovered in n-type InSb by Dobrowolska et al. (1983) in the longitudinal 
e\\H polarization (fig. 6). The angular dependence of the observed resonance 
intensity at a rotation of the specimen around the wave vector q at q\\ [100] in 
agreement with the theory is perfectly described by the function Qx. This 
convincingly proves that k3-terms, i.e., the inversion asymmetry mechanism, are 
responsible for the observed EDSR.
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[010] [Oil] [001] [Oil]
ORIENTATION
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Fig. 6. EDSR intensity in n-type InSb as a function of the orientation of H  in the (100) plane. Black 
and white dots indicate opposite orientations of the field. The dashed line is the theoretical depen
dence for this plane (Rashba and Sheka 1961a), normalized to the experimental data for / / |i [011]. 
The data were observed at 4.5К at 118.8pm on a sample with nc = 3.6 x 1014cm~3, 4mm thick

(Dobrowolska ct al. 1983).

7. EDSR and EPR interference

It follows from (3.5) that simultaneous excitation of EDSR and EPR is possible, 
but their interference occurs only if certain conditions are satisfied. The 
interference term in the absorption spectrum is proportional to the correlation 
function Statistical averaging in this function involves in
tegration in Kz . The integral is nonzero only if Же and Жт have the same parity 
with respect to k. Consequently, interference is possible only if there are terms 
which are odd with respect to ü  in Ж^(к). The interference is strong if Жс and Жт 
do not strongly differ in magnitude. These two conditions are fulfilled in n-type 
InSb where Ж,!0 x  к3 and the EPR intensity due to a large value of the g-factor 
(g% —50) is high. The theory was developed by Sheka and Khazan (1985), 
Chen et al. (1985b), and Gopalan et al. (1985) on the basis of the work by 
Rashba and Sheka (1961a).

The first COR experiments were carried out in the millimeter wavelength 
range, and therefore a natural way to distinguish between EDSR and EPR was 
to put a specimen into positions where either Ë  or Й reach their maximum (Bell 
1962, McCombe et al. 1967). In observing the spin resonance in the infrared 
wavelength range (Я ̂  100 pm), as has been done in recent experiments, such 
spatial separation is of course impossible, so EPR occurs on the background of 
EDSR. This is what creates the possibility of their interference.
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In the Faraday geometry, in neither of the circular polarizations is there 
interference: in one of them EPR is not excited, while in the other the difference 
in phases of the matrix elements of Д (£) and Жт(г) equals n/2. In the 
longitudinal Voigt polarization (q±H\ \E)  the SR intensity anisotropic part is 
proportional to (Sheka and Khazan 1985):

h(q,h) =  Qi (h)
2 ha)s q 

302kjj k H ; q
(7.1)

The first term describes EDSR, the second EDSR and EPR interference. The 
isotropic term, responsible for EPR, is dropped. A similar result was obtained by 
Chen et al. (1985b). In the geometry of fig. 6 the interference term vanishes.

The second term in (7.1) is odd with respect to q and Я, therefore Zs varies at 
separate inversion of both q and Я, but remains unaltered at their simultaneous 
inversions, which is in essence the effect discovered by Dobrowolska et al. 
(1983). It is illustrated in fig. 7. Rotation of the specimen by 180° corresponds to 
the reversal of q or Я. The dependence of the spectrum on the sign of q, i.e., a 
strong spatial dispersion, is at first glance quite unexpected at such a large 
wavelength of the light ( ~  100 pm). This dispersion is caused by the EDSR and 
EPR interference (Dobrowolska et al. 1983). The influence of the interference 
upon the angular indicatrix is shown in fig. 8. It is noteworthy that the

41.0 4 2 .0  41.0 42.0
В ( KG )

Fig. 7. Variation of the EDSR spectrum in n-type InSb at rotation of the sample, observed in the 
longitudinal Voigt geometry at 118.8 pm and 4.5 К with nc = 23 x  1014 cm“ 3. The sample faces are 
in the (110) plane, (a) EDSR for #||[1T0J, # ||[110]. (b) The sample has been rotated by 180:1 about q 
relative to (a), (c) The sample has been rotated by 180° about H  relative to (a), (d) It has been rotated 
by 180r about q x / /  relative to (a). The sequence (a') - (d') corresponds to configurations (a) (d), 
respectively, but with the magnetic field reversed. In each resonance doublet the higher-field, 
stronger line is the free-electron EDSR, and the weaker line is EDSR of donor-bound electrons

(Dobrowolska et al. 1983).
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Fig. 8. EDSR intensity as a function of the orientation of H  in the (110) plane for ^||[110] 
(longitudinal Voigt geometry). Black and white circles correspond to opposite signs of //, 
respectively. The solid line is the theoretical angular dependence of EDSR (Rashba and Sheka 
1961a). The dashed curves arc guides for the eye, connecting experimental points (Dobrowolska

et al. 1983).

interference is strong although the ratio of the EPR intensity to the EDSR 
intensity does not exceed 0.02.

It is very important that this interference opens up a unique possibility for 
finding not only the magnitude but also the sign of <53 from SR. To help us 
understand the situation it is essential that in the Td group the [111] axis be 
polar, i.e., the directions [111] and [ITT] must be physically nonequivalent. The 
manifestation of this fact is that the opposite faces of a crystal are not equivalent. 
So, for a conventional choice of the direction [111] the face whose external 
normal is [111], consists of group III atoms, whereas the opposite face consists 
of group V atoms. Therefore these faces exhibit different behaviour when the 
sample is etched; this is how they were specified by Dobrowolska et al. (1983).

The choice of a reference system which is consistent with this definition of the 
(111) face is unambiguous. It is clear from the arrangement of surfacial atoms on 
this face (Gatos and Levine 1960) that if the origin is chosen at a site where a 
group III atom is positioned, then one of its nearest group V neighbours lies in 
the first octante. Therefore the sign of <53 has an absolute sense.

First Rashba and Sheka (1961b) estimated <53 as |<53| ^  200 a.u.; McCombe 
(1969) found the upper limit for \ô3\ ^  50 a.u., Sheka and Khazan (1985), by 
processing the data given in fig. 8, obtained ô3 % —75 a.u.; Chen et al. (1985b) 
and Gopalan et al. (1985), using the whole variety of experimental data, found 
that |d3|^56a.u .; and Cardona el al. (1986a), after performing numerical 
calculations, concluded that <53 =  54 ±  3 a.u. The difference in sign is accounted
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for by the choice of the opposite reference system. In their following paper, 
Cardona et al. (1986b) gave an experimental value of c>3 =  56 ±  3 a.u.

8. COR in semiconductors with inversion centre

The COR mechanism considered in sections 5 and 6 is missing in crystals with 
an inversion centre. This mechanism is caused by the splitting of bands in the 
vicinity of the point к =  0, described by formulas (2.2) and (3.2). In crystals with 
an inversion centre, all bands are twofold degenerate in the entire A-space 
(Elliott 1954), therefore splitting of the kind which was discussed in sections 5 
and 6 is absent. That is why we must take into account other COR mechanisms, 
usually induced by higher order terms in к in Щ\p. Such terms can be constructed 
using the method of invariants. Some of these terms can be conveniently 
interpreted as the dependence of the g-factor on ü.

The COR theory for crystals with the inversion centre was first formulated by 
Boiko (1962) for electrons in Si and Ge. In Si the minima of the band are located 
on the <001 > axes in the general position points. In these points the wave vector 
group is CA. =  C4v. The situation is akin to the one in wurtzite (section 5) in the 
sense that EDSR is induced by k-linear terms in Ж50. However, an important 
difference is that in Si these terms are //-proportional. Therefore EDSR is much 
weaker than in wurtzite-type semiconductors. According to the estimates made 
by Boiko (1962), / EDSR ~  / fiPR. EDSR must be present in all polarizations. In Ge 
the minima are on the boundary of the Brillouine zone in the (111) directions 
and Ga =  D 3d. Ж.0 is linear in H and quadratic in k. The operators r and v are 
linear in £. EDSR and the electric-dipole CFR must have comparable intens
ities, which according to Boiko’s estimates (1962) may exceed the EPR intensity 
by one order at an electron concentration of ~ 1 0 l4 cm”3. With increasing 
concentration this ratio must increase. As far as we know, COR has not so far 
been observed for band electrons either in Ge or in Si.

The Ж.0 dependence on к  is particularly strong in the presence of narrow gaps 
in the spectrum. In this respect it is helpful to study p-type Ge subjected to 
uniaxial strain. The strain cancels out the fourfold degeneracy at the top of the 
valence band, the gap 2s'0 in the spectrum being proportional to the stress T On 
the basis of the Hamiltonian derived by Bir and Pikus (1959) the theory was 
constructed by Gurgenishvili (1963) for H\\T\\ [001] and by Hensel (1968) for 
H II 7"|| [111]. In the latter case, if г'0 >  rj ( where r] is the Fermi energy of holes) 
one can obtain an effective two-branch Hamiltonian Ж50 by mapping the 4 x 4  
hole Hamiltonian onto a subspace with the angular momentum projection 
±  1/2, corresponding to the upper branch of the strained crystal spectrum:

80 tin ( 8 . 1)
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Formula (8.1) is written in the reference system, associated with H. It is clear 
from this formula that in the longitudinal E\\H polarization there are only 
transitions with w =  wc — cos. The experimental data obtained by Henscl (1968) 
are exhibited in fig. 9. The solid curves are a result of the exact diagonalization of 
the 4 X 4 Hamiltonian, which was indispensable since the spectrum of holes was 
noticeably nonequidistant. This is obvious from the great difference in the 
frequencies of transitions of the same type. The high precision of the experi
mental data and their thorough processing made it possible for the first time to 
find the ^-factor of holes in Ge.

Schaber and Doezema (1979a,b) observed EDSR in n-type PbTe in the 
Faraday geometry. PbTe is a narrow-gap direct semiconductor with a lattice of 
the NaCl-type. The extrema of the bands are located at the L points (on the 
boundary of the Brillouine zone). The isoenergetic surfaces are almost ellipsoid- 
like and differ only slightly for electrons and holes. It is natural to expect that in 
such a system the nonparabolicity mechanism will be dominating in EDSR 
(section 9). However, the authors assert that the EDSR intensity observed was

Fig. 9. Positions of COR bands for p-type Ge as a function of the dimensionless strain parameter 
x\ T, //, £||[111]. the temperature is 1.2K, v -  52GHz. The resonance frequencies are expressed 
in terms of the ‘effective mass’ m*; m is the electron mass in vacuum. Quantum numbers, cor
responding to the strong strain limit (in contrast to the figure in the original paper, Hensel (1968)), 
label energy levels. The 4/cH-branch’ is interpreted as a transition (0, +) -»(1, —) for electrons with

large values of Кy.
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much higher than implied by the theory. The dominating EDSR mechanism 
remains rather obscure.

Of great interest is the mechanism of spin transitions in Bi and Sb. Although 
there is an extensive literature on the electronic properties of these materials, the 
mechanism of spin transitions in them remains rather vague. The Bi lattice 
results from a parent cubic lattice due to a slight trigonal deformation. The 
result of this deformation is a semimetallic spectrum with three electron pockets 
and one hole pocket (Abrikosov and FaFkovskii 1962). The electron pockets are 
positioned at the low symmetry points of the Brillouine zone and the hole 
pocket is located at the high symmetry point. Fermi surfaces of electrons and 
holes resemble strongly prolate ellipsoids; the presence of small masses in the 
spectrum indicates the existence of narrow gaps. The two-band Cohen-Blount 
model (1960) satisfactorily describes certain properties of electrons in Bi. How
ever, the shape of the Fermi surface shows considerable deviation from this 
model (McClure and Choi 1977).

Observations of the resonance at the frequencies o>s and coc ±  cos on electrons 
in Bi and Sb were first reported by Smith et al. (1960). However, the assignment 
of bands proposed by them was later rejected. A new announcement of the 
observation of SR and CFR bands (the frequency coc — o s) was made by Burgiel 
and Hebei (1965). Due to nonparabolicity, they observed several bands of each 
type; their intensities were much lower than the CR intensity.

For electrons in Bi, the following competing mechanisms were discussed:
(/) due to the narrow gap, the nonparabolicity mechanism may be of 

importance. This theory was formulated by Wolff (1964) on the basis of the 
Cohen -Blount model, in close analogy with the theory of the Dirac electron in a 
magnetic field;

(«) the influence of other adjacent bands is possible (Yafct 1963);
(ш) due to its low symmetry, the electron Hamiltonian must involve terms of 

the order Я/с, which have a lower order in к than the nonparabolicity 
mechanism.

As far as we know, there are not yet sufficiently detailed experimental data to 
make it possible to find out the dominating COR mechanism for electrons.

Thanks to the study by Verdun and Drew (1976), the situation pertaining to 
holes in Bi is now much better understood. They showed that the theory based 
on the two-band Hamiltonian (Wolff 1964) cannot adequately describe the 
experimental results. The interpretation they proposed is based on the EMA 
Hamiltonian involving terms up to /с4. The coefficients attached to these terms 
were found from the calculations made by Golin (1968) and then corrected 
within the error-rate admissible for the theory, to get agreement with the 
experimental data. This procedure makes it possible to take into account the 
real band structure, including several adjacent bands. As a result, Verdun and 
Drew (1976) succeeded in describing versatile experimental data on EDSR and 
on the electric-dipole CFR in the Faraday and Voigt geometries, including
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angular indicatrices of the position and of the intensity of the bands.
McCombe et al. (1974) reported that they observed in the far infrared 

spectrum of the n-type Bi0 885Sb0 1J5 alloy a band which they assigned as the 
electron EDSR with cos >  coc.

9. COR in narrow-gap and zero-gap semiconductors

This section is devoted to COR in narrow-gap semiconductors of the InSb type 
and in zero-gap semiconductors of the HgTe type. It is natural that the theory 
for such semiconductors should be constructed on the basis of the Kane model 
(Addendum B). In the framework of this model, by introducing a relatively small 
number of parameters, one can describe a wide variety of electron properties of 
crystals, including the strong nonparabolicily effect induced by a small value of 
Eg. It is very important that the Kane model enables one to find Landau levels 
with high accuracy in the conduction and valence bands. It is possible to find a 
set of parameters entering the Hamiltonian if the theoretical positions of these 
levels optimally match the relevant experimental data. The Landau quantiz
ation theory for the Kane model was developed in papers by Bowers and Yafet 
(1959) and Lax ct al. (1961). Pidgeon and Brown (1966) and Pidgeon and 
Groves (1969) proposed the formulation of the theory which is now used as 
standard. The most complete form of the 8 x 8  Hamiltonian, involving /c-linear 
and к-quadratic terms, was proposed by Weiler et al. (1978). Numerical values 
of the ten parameters of this Hamiltonian for InSb are contained in the paper by 
Littler et al. (1983), where they also carried out comparisons with results 
obtained by other workers. The values of most parameters are now definitely 
known, although certain parameters still need some improvement (Chen et al. 
1985a).

The theory of COR arising due to nonparabolicity mechanism, was put 
forward by Sheka(1964) for InSb and later by Kacman and Zawadzki (1976) for 
zero-gap semiconductors. In each of these papers the authors employed the 
simplest form of the 8 x 8  Hamiltonian which allowed an exact analytical 
solution for the problem to be found. In this form, of all the nondiagonal terms 
only the P-proportional terms are retained. Numerical calculations of COR 
intensities based on a more general form of the 8 x 8  Hamiltonian were initiated 
by Bell and Rogers (1966). Now such calculations have become conventional. It 
is noteworthy that in order to find the position of energy levels, which are 
experimentally measured with high precision, numerical calculations are indis
pensable, particularly for the valence band. Even for the conduction band such 
calculations are justified if we are dealing with such weak effects as the energy 
dependence of the g-factor anisotropy (Ogg 1966, Chen et al. 1985a). However, 
for calculating COR intensities, especially for transitions between electron levels, 
sufficient accuracy can be achieved in the framework of the two-branch model.
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By transforming the 8 x 8 Hamiltonian into a 2 x 2 Hamiltonian it is possible 
not only to simplify the calculations but also to get an adequate idea of the 
physical mechanism of the resonance formation.

Transformation of the 8 x 8 Hamiltonian into a 2 x 2 Hamiltonian is realized 
by means of the standard projection procedure (cf. section 3). The к3 term in 
with the coefficient <53 (B.4) in the 2 x 2  Hamiltonian (6.2) stems from the Pk and 
Gk2 terms of the original Hamiltonian. The role of the к3 term in COR was 
considered in section 6. The next power term in the expansion containing a 
originates from nondiagonal P-proportional elements of the 8 x 8 matrix. This 
term is

where m* and g  are determined by formulas (В.Г) and (B.2). Since H cckfj, Ж50 
must be regarded as a quantity of the order of /с4. If we compare formula (B.4) 
for <53 with (9.1), it becomes clear that the large factor gm0/m* enters in (9.1). 
Therefore although the k3 terms in the EM A formalism are lower powers in 
comparison with the fc4 terms, the latter are comparable with them at relatively 
small values of k. This means that the к4 terms are relatively large.

It is important to understand the physical meaning of Жво (9.1). The operator 
is diagonal if taken between the eigenfunctions of the operator Ж0 (3.9). This 

can be regarded as a correction to theg-factor due to nonparabolicity (cf. (B.2)). 
Since Ж90 is diagonal, it cannot excite electric-dipole transitions, and in 
particular, it cannot excite COR. The term of the order of (fc2)2, also entering the 
Hamiltonian, does not cause spin transitions either. This term can be regarded 
as a correction to m* due to nonparabolicity (cf. (B.l)). Thus the nonparabolic
ity terms in the 2 x 2 Hamiltonian, considered here, do not lead to COR.

Nevertheless, COR does occur but its origin is different. If the projection 
operation is performed by means of the Luttinger-Kohn procedure (1955), the 
matrix t  is determined by formula (3.7a). The perturbation is the terms of the 
8 x 8  operator containing P. The transformed operator of the coordinate r is 
calculated according to (3.8b)

Since r can be regarded as a diagonal operator (see the end of Addendum B) and 
rso contains only interband terms (table 2), then [T, r] does not contribute to the 
2 x 2  operator. Calculation of the second commutator yields

This formula was derived by Yafet (1963). The SO contribution to the velocity 
stems from communication of (9.2) with Ж0. Thus, the COR mechanism, which

(9Л)

f  =  exp(f ) r exp(-  f )  x r +  [ f ,r ]  + Jr[f[7>]] =  ,• + rSi>. (9.2)

(9.3)
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is conventionally called a ‘nonparabolicity’ mechanism, in this case is ensured 
not by the nonparabolicity terms in the Hamiltonian but by the SO contribution 
to the coordinate operator.

The relation (9.3) is spherically symmetric, and therefore the selection rules 
entail from the angular momentum conservation. Since in n-type InSb g <  0, 
EDSR is excited in the CRI polarization. For the same reason in n-type InSb in 
the longitudinal polarization a transition is excited at the frequency coc +  cos, 
AQM at this transition remaining unaltered.

COR at the frequency œc +  cos in n-type InSb was discovered by McCombe et 
al. (1967). The experiments were carried out in the range 300-650cm-1, 
ensuring the fulfillment of the weak scattering criterion m  >  1 (where т is the 
relaxation time). The experimental data collected in fig. 10 show that COR is 
observed in agreement with the theory only in the longitudinal Voigt polariz
ation. In the conditions of the experiments conducted by McCombe et al. ( 1967) 
the nonparabolicity mechanism for the band coc +  cos is much more efficient than 
the inversion asymmetry mechanism. One can check this by using the value of <53 
cited in section 6 and the formulas for the COR intensities for both mechanisms 
(Rashba and Sheka 1961a,b, Sheka 1964). Convincing arguments in favour of 
the dominating role of the nonparabolicity mechanism are given in the article by 
McCombe (1969). These arguments are based on the dependence of the intensity 
upon the orientation and magnitude of H. The paper by McCombe et al. (1967) 
has been of major importance for COR studies, since the authors were the first 
to discover CFR, i.e., spin transitions induced by the a.c. electric field were 
observed in conditions satisfying the basic criterion of the theory on >  1 (in an 
earlier paper of Bell (1962) EDSR was discovered in conditions where this

Fig. 10. Transmission spectra obtained at 500 cm 1 and 6 К for the 9.25 mm thick sample of InSb 
with carrier concentration wc = 2 x 1014 cm "3 and carrier mobility 5 x 10s cm2/V s at 80 К. II is 
the magnetic field, and E is the a.c. electric field. The doublet structure of the transition reflects the 

presence of both free and localized electrons (McCombe et al. 1967).
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criterion was violated; of. section 13). In the same paper COR was used for 
determining the g-factor for the N =  I level. The energy of a quantum absorbed 
in COR is

ha>cor =  +  W W V  +  1, Я) -  g(N, H)]. (9.4)

Since coc(H) and g(N =  0, Я) were known from the data on CR and SR, it 
became possible for the first time to experimentally find g(N =  1, H) from CFR. 
Since then COR has been systematically used to study ^-factors (McCombe 
(1969), Appold et al. (1978) in InSb, Pascher (1981) in PbTe, etc.). Some time 
later McCombe and Kaplan (1968) observed in the CFR spectrum a distinct 
pinning in the region of the resonance coc =  coLO, and were able to find the 
constant of the coupling of electrons to optic phonons (Johnson and Larsen 
1966). Observation of the pinning in the CFR spectrum is more reliable than in 
the CR spectrum, because the frequency at which the measurements are 
performed is remote from the reststrahlen region.

It is clear from (9.3) that matrix elements of EDSR and CFR differ by the 
factor K zrH <  1. Consequently, /kdsr/*cfr ~  (йо>с)"1 max {rç, T} 1. This 
inequality was well fulfilled under the actual conditions of the experiment by 
McCombe et al. (1967). Therefore, EDSR was weak and was not observed. 
Later, McCombe (1969) reported the observation of this transition at T =  80 K, 
where the probability of transition Judging by the afore-given estimate, must be 
higher. The temperature dependence of the shape of this band was also 
investigated (McCombe and Wagner 1971). Temperature dependence was 
observed in the transverse CRI polarization and its origin is ascribed to the 
nonparabolicity mechanism.

COR in the valence band is much more difficult to interpret in great detail, 
but at the same time is much more informative for finding numerical values of 
the parameters. COR in the valence band was studied in p-type InSb by Littler 
et al. (1983) and fig. 11 presents the experimental data for the strongest COR 
bands. The best fit of the theory with the experiment made it possible to improve 
the values of a number of the parameters of the 8 x 8  Hamiltonian. The 
difference in position of the resonances at //||[111] and at # ||[100] testified to 
the anisotropy of hole states.

In its electron properties, Hg, _*Cd*Te with x >  0.16 is analogous to InSb (at 
x <  0.16 its band structure is inverted). However, EG is much smaller than in 
InSb (Eg «  60 meV at x «  0.2) and due to this the nonparabolicity mechanism is 
much stronger. McCombe et al. ( 1970a) discovered EDSR in this material in the 
CRI polarization. The g-factor changed from —200 to — 100 with H increasing 
up to 50 kG, in agreement with the theory (Bowers and Yafet 1959). The 
resonance intensity fell with increasing H according to H 1 in agreement with 
the predictions of the theory based on the nonparabolicity mechanism, and its 
absolute value was also found in agreement with the theory (Sheka 1964). Some 
time later the same team (McCombe et al. 1970b) discovered and studied COR
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B(kG)

Fig. 11. COR transition energies, calculated from the 8 x 8  band model (solid lines) and the 
observed free-hole transitions (dots). В is the magnetic field. The numbers correspond to the 
following transition assignment: 1. 6 " (l)-» a +(0); 2. <C(1) -*b+(0), 3. b~(2)->a+(l); 4. b~(3) 
->л+(2);5 .<Г(1)-Ь ' (2); 6. Ь '(4 )-+ я+(3); 7. я~(2)-W?+(3); 8. b "(5) - a  + (4); 9. а (3)-*/P(4); 10. 
h-(6) - û '  (5); 11. a~(4)->*Г(5); 12. Ь~(7)->а+(6); 13. <Г(5Н Ь+(6); 14. Ь " (8 ) -л +(7); 15. я “ (6) 
->Ь+(7); 16. b (9)->«■'(8); 17. я"(7)->/Р(8); 18. /Г (1 0 ) -я  + (9); 19. я ”(8)->Ь+(9); 20. &"(11) 
-><Р(10); 21. я " (9)->/?’ ( 10); 22. Ь~(12)-»д+(11). The designations are given as in the article by

Weiler et al. (1978) (Littlcr et al. 1983).

in n-type Hgj _xCdxTe at the frequency coc +  cos. This resonance was also excited 
by the nonparabolicity mechanism. COR in Hgj _xCd^Te was also observed by 
Golubev and Ivanov-Omskii (1977).

COR studies were also conducted in materials with the sphalerite lattice 
which has an inverted band structure. Pastor et al. (1981) investigated pure 
samples of HgSe with the electron concentration 4 x 1016 cm“3 at T =  4 K  by 
measuring the transmission in the far infrared range. The EDSR band was 
discovered both in the longitudinal (Ë\\H) and transverse (Ë 1H )  polarizations. 
This unambiguously points to a considerable contribution of the inversion 
asymmetry mechanism. Actually, angular indicatrices are universal, i.e., inde
pendent of the dimensionality of the Hamiltonian (section 4) and therefore it is 
possible to employ the arguments given above for the 2 x 2  Hamiltonian. 
Approximately describing electrons by this Hamiltonian, Pastor et al. (1981) 
estimated the asymmetry coefficient as <53 % 300 a.u. for the electron band. This 
value is 6 times as large as the one in InSb (section 7). COR bands were also
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observed. The authors think that it is possible to explain the complexity of the 
observed bands by assuming that the contribution coming from the inversion 
asymmetry mechanism is large. Weiler ( 1982), after analyzing the experimental 
data obtained on HgSe, came to the conclusion that this mechanism is 
dominating for HgSe.

Hg, _д.МпдТе with x =  0.03 was investigated by Witowski et al. (1982). This 
material is also a zero-gap semiconductor. EDSR was observed at Ë 1 H  and 
CFR was observed at the frequency wc +  a>s at £'|l H. Both resonances were used 
for studying the dependence cos(T) in this semimagnetic semiconductor.

Tuchendler et al. (1973) studied properties of HgTe, which is also a zero-gap 
semiconductor, in the submillimeter frequency range. The experimental results 
were compared with the results of the calculation of the energy spectrum in the 
8 x 8  model and its parameters were found on the basis of this analysis. Fn the 
Faraday geometry COR was observed at the frequency œc + cjs.

In semimagnetic Hgj л.Мп,.Те with x « 0 .1  a gap opens (EG к  50 meV). 
This interesting system has not yet been sufficiently studied but observations of 
EDSR and CFR (Stepniewski and Grynberg 1985) as well as CFR involving 
spins of Mn ions (Stepniewski 1986) have been reported. (Concerning possible 
excitation mechanisms for the latter bands see the end of section 14.)

The energy spectrum of zero-gap semiconductors with the inverted band 
structure is modified in the presence of a slight tetragonal deformation. This 
situation, according to Bodnar (1978), is inherent in Cd3As2 and is described by 
the generalized Kane model. CFR transitions at the frequencies toc ±  cos were 
observed by Thielemann et al. (1981) in the longitudinal Voigt geometry at H\\e, 
c is a unit vector along the tetragonal axis. The COR theory for this band 
structure was formulated by Singh and Wallace (1983).

10. COR on shallow local centres
We shall focus our attention here on large-radius impurity centres while sticking 
to our general concept, i.e., establishing a correlation between specific COR 
mechanisms and the respective terms of the EMA Hamiltonian. Here, as in the 
case of band carriers, EDSR and CFR are possible. In strong fields the orbital 
quantum number, changing in CFR, may be both a Landau level number with 
which the Coulomb spectrum of the centre is related, and a number of the level 
in this spectrum.

Let us start with EDSR. The first problem is whether the electron binding in 
the impurity centre affects the EDSR intensity. If it does, the effect should be 
especially strong in a weak field when tims <? <f„ S\ is the ionization energy of the 
centre. Consider a situation typical of donors. If the band is degenerate with 
respect to the spin only, then in the limit H -*0 there is only Kramers degeneracy 
in the ground state of the centre. The two spinor functions, belonging to the 
Kramers doublet, are Ч1 and КЧ', where К is the time reversal operator: 
КЧ' =  OyV*. Writing out the matrix element of the coordinate r corresponding
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to the eleciric-dipole transition between these states, and applying the operator 
К to this element, in accordance with the well-known rules (Wigner 1959), we 
get

(КЧ',гЧ') =  (Кг'Р,К2Ч')= ~(КгЧ',Ч')= ~{КЧ',гЧ') =  0. (ЮЛ)

Here we have made use of the fact that the operator r is real and Hermitian, and 
also of the property K2 =  — L Consequently, the matrix element vanishes in the 
zeroth order in H. In connection with ( 10.1) it is noteworthy that EDSR on band 
electrons, in contrast to the situation dwelt upon here, occurs between the states 
which are not Kramers conjugates. In the band, EDSR occurs between the states 
with opposite spin orientations but with the same value of the projection of the 
vector k onto H. That is why constraints imposed by formula (10.1 ) are invalid 
for EDSR on band electrons.

Using this result, we can get estimates for rc:OR and for vC0R by analogy with 
formula (3.17). Equation (10.1) shows that the transition is forbidden in the 
zeroth order, which gives rise to the appearance of the factor ho.)JSx in rCOR. The 
second small factor emerges when the mixing of levels induced by the SO 
interaction is taken into account. This factor is of the order ötkl/<%b where 
k ^ R~l4 and R is the radius of the electron state in the impurity centre. As a 
result, we get for the EDSR band (Rashba and Sheka 1964a)

>'cor ~  (ha>s/S’l)(ölR~l/é?l)R, k’cOR ~  r COR^s- (10.2)

The obtained estimate is correct if I is odd (as is the case for n-type CdS and n- 
type InSb). If I is even, it is necessary to introduce another small factor, since the 
transition is parity forbidden in the lowest order. Comparing (10.2) with (3.17) 
and putting in (3.17) k ^ r H l , we obtain the ratio of the EDSR matrix elements 
for bound and free electrons:

(^ C O R ) b o u n d / (^ C 0 R ) f r e e ^ 0 < > . 3 )

The inequality in (10.3) is valid, since in fact /^ 3 . Therefore the binding of 
carriers weakens the EDSR excited by the mechanisms induced by the SO 
coupling in the electron band.

Naturally, in the opposite limit of strong magnetic fields the difference in the 
intensity of the EDSR excitation on free and bound carriers vanishes.

The theory for an arbitrary ratio of ftcos to Sx was formulated in the paper by 
Rashba and Sheka (1964a) whose approach we shall follow below. The theory in 
this work was developed conformably to semiconductors with the extrema loop. 
In this case Jfso is linear in k (see (5.3)). Since its value is usually small, it stands 
to reason to coniine ourselves to the Zeeman limit Ж80 hojs.

The Hamiltonian Ж0 can be represented as

Щ  =  JT’a +  ifaocL„ +  %gn B(oH),
, 2  . „ * „ . 2

■П  =  -
ft2 „ e  
----A —

Knr
+ " ^ p 2.

2m* 8
(10.4)
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The eigenvalues of these operators are equal to -f hcocm/2 ±  hcojl
and respectively. Here LH is the projection of the angular momentum
operator onto the direction of the magnetic field, p  is the radius-vector in the 
plane, perpendicular to tf, and m is the magnetic quantum number. For 
simplicity, assume that m* and g  are isotropic. In this case to obtain the angular 
indicatrices of the longitudinal and transverse resonances, it is possible to make 
direct use of the results of sections 4 and 5.

Since in (10.4) is axially symmetric and permits the introduction of the 
angular momentum m, all the results based on the symmetry arguments in 
section 5 are valid. Nevertheless, using table 1, one should bear in mind that the 
energy spectrum of the impurity centre is richer than the Landau spectrum of the 
band electron and that instead of (tri — m)o)c ±  cos there appear transition 
frequencies — $ *т)/й• In the polarization т the indicatrices Qx (4.11) with 
a =  rri — m — x correspond to these transitions, and according to (5.17) 

eccos2# and Q0 ce sin2 0. Experimental identification of the indicatrices must 
help to unambiguously assign the electric-dipole CFR bands. In particular, as in 
the case of free electrons, EDSR must be observed in the Faraday geometry in 
one of the circular polarizations (depending on the sign of the g-factor) and also 
in the longitudinal Voigt polarization.

The matrix element of the spin transition between the 4spin-down’ and ‘spin- 
up’ states of the ground level, calculated in the first order of the perturbation 
theory in the parameter J^0/ficus, is

x y  f <0|*>m )<Hm |Rt|0) <0|Rt|nm)<flM|R; |Q>] 
nm ( &o ~ $n\m\ T ЙСОг (oq — S’n|ni| — ft(Ox jn Ф 0

(10.5)

Here I nm) are the eigenfunctions of the operator Ж'0 in the A' system, 
corresponding to the quantum numbers n, m (n =  0 is the ground state), 
ha)x =  htOs -  йсост/2, and the sign of ojs in (10.5) coincides with the sign of the g- 
factor. The angular dependences of the matrix elements in ( 10.5) are identical to 
the ones of band electrons (formula (5.17)).

The presence of poles in (10.5) at

hcot =  ̂ m]- S  '0, (10.6)

i.e., at the resonance of the spin transition frequency with the frequency of one of 
the allowed orbital transitions in the impurity centre, testifies to a strong 
dependence of the spin-flip transition intensity on H and to the existence of 
gigantic intensity resonances in it.

Infinite summation over n in (10.5) makes it difficult to gel the results in the 
explicit form. Yet, it is possible to obtain them approximately if the sums in
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(10.5) are interpreted as second-order corrections lor certain auxiliary Hamil
tonians. Namely, they are for the transverse (t =  ±1) resonance

K » *  =  «#D: -  +  e ( R x +  Лт) (10.7)

and for the longitudinal (r =  0) resonance

=  -#”0 -  h h i o j  +  fiR0, ( 10.8)

where 3  is the operator of the spatial inversion. In both formulas the last term is 
perturbation. One can immediately check that the sum in (10.5) in either case 
can be obtained as the coefficient at e2 in the expression for the corresponding 
eigenvalue of the operator Determination of this coefficient by the
eigenvalue of Jfaux, found by the variational method, is a handy means of 
calculating matrix elements (10.5).

Resonance growth of the EDSR intensity, predicted by Rashba and Sheka 
(1964a), was experimentally observed by Dobrowolska et al. (1982) for semi- 
magnetic semiconductors. They are a unique object in which the resonance in 
the intensity can be observed in the region of relatively weak fields ho)c 
Dobrowolska et al. (1982, 1984) used high-quality Cd, _xMnxSe crystals with x 
= 0.1 and 0.2. In these conditions the value of theg-factor is very large (g % 100). 
The experimental data are given in fig. 12. In the Faraday geometry, EDSR was 
observed in the CRA polarization and hence g >  0. The initial analysis of the 
experimental results was made on the basis of the Wolff (Dobrowolska et al. 
1984) and Died (1983) theories for different versions of the two-level model. 
Later, Gopalan et al. (1986) carried out a new analysis of the experimental data. 
In fig. 12 the curve found by Gopalan et al. ( 1986) is plotted as w'ell as the best fit 
obtained by us for the Hamiltonian (10.7) with a simple variational function 
(containing two exponents). The value we found for <5, is |<5,| ä  1.6 x 10“3 a.u.

The EDSR mechanism studied above is entirely associated with /с-linear terms 
in the dispersion law and is not specific for semimagnetic semiconductors. Yet in 
semimagnetic crystals there is a completely different SR mechanism, briefly 
described at the end of section 14.

The intensity of transitions at combinational frequencies for weak H has been 
calculated by Edelstein (1983).

The majority of experiments where COR was observed on donors were 
carried out in InSb in the conditions hcoc >  S\. Dickey and Larsen (1968) and 
McCombe and Kaplan (1968) observed that the resonance at the combinational 
frequency somewhat shifted with respect to coc -1- cos, due to the effect of the 
Coulomb field of the impurity. Another type of transition at combinational 
frequencies w'as observed by Kuchar el al. (1984). Although their proposed 
interpretation of the experimental data is rather tentative, there is no doubt that 
they observed combinations of cos w'ith frequencies of the transitions within one 
Coulomb series. Analogous impurity CFR transitions had previously been



176 E.l. Rashba and V.I. Sheka

Fig. 12. Dependence of the EDSR intensity on the photon energy according to Dobrowolska et al. 
( 1984). Here a is the absorption coefficient in the EDSR peak and Г is the total resonance width at 
half maximum. Measurements were performed for the Cd0 9Mn0.iSe crystal in the CRA polariz
ation at H\\c. Circles are experimental data (open circles, 4.7 K, black circles, 9.8 K). The solid line is 
the best fit with the Gopalan et al. (1986) theory, and the dashed curve shows the best fit with

variational calculation.

reported by Lin-Chung and Henvis (1975) and Grisar et al. (1976) for 
frequencies associated with coc +  a>s and 2œc +  cos transitions respectively. EDSR 
was observed by McCombe and Wagner (1971) and later by other physicists. 
The EDSR band on bound electrons, observed by Dobrowolska et al. (1983) is 
shown in fig. 7; it is a bit shifted towards weak fields in comparison with the 
band corresponding to free electrons.

There are situations when the value of rCOR is much larger than the one 
ensuing from ( 10.2). For instance, the denominator can be much smaller than S\.
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This is possible for a multivalley spectrum and also for COR on excited levels. 
Yet the most important case is the case of acceptors in crystals with degenerate 
bands (Rashba and Sheka 1964a, b).

By virtue of the degeneracy of hole bands in the Ge- and InSb-type of crystals, 
the ground state of the large-radius acceptors is fourfold degenerate. In the 
magnetic field it splits into levels with the angular momentum projections 
m =  ±  1/2, ±  3/2. The levels with the same value of |w| are Kramers conjugates. 
That is why for transitions between the levels with different values of |m| the 
first factor in (10.2) is absent. The second small factor is also missing since the 
two-band spectrum corresponding to light and heavy holes implies strong
5 0  interaction, the spacing between these bands of the spectrum at R~' 
noticeably exceeding However, for EDSR to occur, it is necessary to 
introduce instead of these two factors a factor which is responsible for the 
absence of the central symmetry in the Hamiltonian of the impurity centre. In 
the hole Hamiltonian in crystals of the AU,BV type there is a nonrelativistic (and, 
consequently, large) term, proportional to 3k(£) (analogous to the gk term in 
formula (6.2)). The presence of this term enables one to construct the EDSR 
theory for acceptors within the framework of the EMA method. Employing the 
Kane model (Addendum B) for InSb one can obtain an estimate for the matrix 
element rEDSR (Rashba and Sheka 1964b):

PG
rEDSR *  <xk3 > ~  103 a.u. (10.9)

This is larger by three orders of magnitude than the estimate for the EPR 
characteristic length. The angular indicatrices of EDSR on acceptors, found by 
Rashba and Sheka (1964b), agree with the general rules formulated in section 4. 
Observation of SR is simplified in the presence of uniaxial strain, lifting up the 
degeneracy of the spectrum (Kohn 1957). In this case rEDSR becomes smaller 
compared to ( 10.9) by the factor (ha)s/Ae)2, where A£ is the splitting of hole bands 
caused by the strain (Bir et al. 1963). Even if this factor is taken into account, 
rEDSR remains large enough for experimental observation of the resonance.

Much more intricate for the theory is the case of acceptors in Ge and
51 (Bir et al. 1963). Crystals of this type possess the inversion centre and it is 
absent only in the site group of the impurity centre. Therefore the value of rEDSR 
depends on how the potential changes on the scale of the lattice spacing a, and it 
is only possible to roughly estimate the orders of magnitude of EDSR. Since the 
site group is a tetrahedron group, the antisymmetric part of the potential can be 
modelled as the octupole potential and at a distance R it has the order of 
magnitude Sx{a/R)*. This leads to the estimate:

rEDSR~(a/R)3R =  (a/R)2a, (10.10)

i.e., rEDSR a. At the same time, the thus estimated rESDR exceed /. for Ge and, 
particularly, for Si. Bir et al. (1963) obtained an estimate similar to (10.10), but
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according to their data, due to the presence of the small numerical factors, 
у husk ~  Я for Si and rKDSR X for Ge.

So far no experimental results on EDSR on large-radius acceptors are 
available.

II. Two-dimensional systems: heterojunctions and
MOS structures

Spin resonance was observed in the inversion n-type layers in the 
GaAs-ALçGa^-As heterojunctions. In such structures, the normal to the plane 
of the junction is along [001]. Under these conditions for a perfectly plane 
heterojunction the 2D symmetry group is C2v, which is a subgroup of Td. The 
symmetry planes are (110) and (llO). For the GaAs band structure under these 
conditions the Hamiltonian of 2D electrons is anisotropic and involves two 
k-linear terms,

■Ko = <5i(axky -  ffykx) + S',(a:kx -  ayky). (11.1)

The presence of the independent constants and S\ may be considered as the 
effect of the Terminal layer’. The values of these constants are determined by 
whether GaAs in the heterojunction is terminated by a layer of Ga atoms or by a 
layer of As atoms. The other reason for appearance of two constants will be 
clarified in what follows. At present, there are no experimental data that show a 
difference in properties of the heterojunction in the [110] and [llO ] directions, 
so, it is reasonable when analyzing the experimental data to confine ourselves to 
the isotropic model. Since both invariants entering into eq. (11.1) are unitarily 
equivalent, one can set ö\ =  0, i.e., take the Hamiltonian of eq. (5.1) with 
с II [001].

It is useful to discuss the question of which mechanisms generate and ô\.
First, this is the SO interaction in the plane of the heterojunction in a layer 

with a width of the order of the lattice spacing. It contributes to both <5! and 8\ . 
To estimate the magnitude of these terms, it is convenient to compare them with 
the fc-linear terms in A„BVi compounds. Since in both cases these terms 
have a common origin, one can expect that they will have the same order of 
magnitude. The only difference is that in the heterojunction the potential is 
strongly asymmetric, but the width of the heterojunction amounts to only 10% 
of the width of the electron channel and the maximum of the ф function is 
probably beyond the plane of the heterojunction. As a result, the real value of 
<5 ,((5',) can be a factor of about 102 smaller than its maximum value, obtained 
from first-principles atomic estimates. In crystals of the AnBvl type with the 
wurtzite lattice, deviation of the nearest-neighbour coordination from the 
tetrahedral coordination amounts to 1 %. However, it is this deviation that gives
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rise lo the appearance of the linear terms. Therefore, the small numerical factor 
has roughly the same order of magnitude as in the former case.

The second mechanism generates only 3\ , this contribution comes from the 
bulk /с3-terms of eq. (6.2). It can be obtained (Bychkov and Rashba 1985) from 
the estimate given by Aronov et al. (1983) for <53,

£3 =  K H 2 m * £ G)-«'2< e ,  (11.2)
where ac æ(X06 for GaAs and < ...)  denotes the average value over the wave 
function of the electron confined in a channel. A reasonable estimate, 
<£2> ^(40 Å)"2, yields Sx «  10” 10eVcm. This contribution exists even for 
symmetric wells, and is not very sensitive to the behaviour of the potential near 
the interface. The third mechanism is that the fc-odd terms with 0\ =  0 emerge 
due to the inhomogeneous electric field in the space-charge layer.

The interference of the second and the third contribution may result in 
anisotropy o f ^ 0. However, it is important only when both contributions have a 
comparable magnitude. We shall not consider the case of such an accidental 
coincidence. According to Malcher el al. (1986) the second contribution 
dominates over the third for electrons in G aAs-Al^G a^As heterojunctions.

Stein et al. (1983) observed spin resonance in the GaAs-Al0i3Ga0.7As 
heterostructures with carriers with high mobility (fi>  105cm2/Vs) at T ~  1 K. 
The resonance was detected by conductivity modulation of the specimen, its 
intensity was high. Bychkov and Rashba (1984) made an assumption that the 
observed SR is the EDSR caused by the /с-linear term of cq. (5.3) [cf. the first 
term in eq. (11.1)] in the dispersion law, and proposed to find Sj from the 
dependence of the resonance frequency v on Я, which is shown in fig. 13. An 
important peculiarity is that v(H) extrapolated from the region of high H always 
shows a nonzero offset v0 at El = 0. It follows from eq. (5.10) that for the N =  1 
level in the region of strong H the resonance frequency is

v(H) =  v0 +  v Z(H),

v0 % -(6AJnh)  sign g, vz(H) =  \g\finH/2nh. (11.3)

This linear dependence agrees with the experimental data shown in fig. 13. The 
sign of the offset, v0 is positive, indicates that g <  0 in agreement with other 
experimental data. The value of v0, determined for a non-illuminated specimen 
(2) from fig. 13 and eq.(11.3), gives ^  « 2 .5  x 10 "6eV and Sx ^ 2  x 10"3a.u. 
Calculating i EDSR/ /EPR according to cqs. (5.7)-(5.8) we get a value of about 107, 
i.e., EDSR strongly prevails over EPR. The value obtained for coincides with 
the typical value of this coefficient in the bulk dispersion law for carriers in 
hexagonal crystals of the A„BVj type (see section 5).

Despite the fact that the <5, found here has a reasonable magnitude, the 
approach which led to this result is open to criticism. Lommer et al. (1985) have 
shown that in GaAs-AlxGa, - xAs heterostructures a very important contri-
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Fig. 13. Dependence of the SR frequency v on H  for two samples. N  is the Landau quantum number. 
The carrier concentration Ns was altered by illuminating the sample. The dashed lines represent data 

obtained by another method of cooling the samples (Stein et al. 1983).

bution to the dependence v =  v(H) comes from the /с-dependence of the g-factor, 
originating from the bulk fc4-nonparabolicity. This contribution alone is 
sufficient to describe experimental data satisfactorily, so it is impossible to find 
two independent constants from these data. The role of nonparabolicity 
enhances with increasing frequency v, and in recent experiments by Dobers et al. 
(1988) on quantum wells at v — 60 GHz it played a dominant role. However, the 
most important statement (Bychkov and Rashba 1984) that the electro-dipole 
mechanism of the excitation of SR dominates in heterojunctions, seems 
undeniable, since the magnitude of <5, «  10~3-10 2 a.u. has been found after
wards in independent experiments, e.g., on Shubnikov-de Haas oscillations [on 
Si MOS structures (Dorozhkin and Ol’shanetskii 1987), and on AmBv quantum 
wells (Luo et al. 1988, Das et ak 1989)]. This statement has been also confirmed 
in experiments by Stornier (1988).

Erhardt ct al. (1986) investigated absorption spectra of p-layers in 
GaAs-AlGaAs heterojunctions in the submillimeter range of the spectrum in 
magnetic fields up to 25 T. They observed EDSR and electric-dipole CFR 
transitions. There is no adequate interpretation of the observed bands, especially 
those which were observed in fields higher than 20 T.

Därr et al. ( 1976) observed EDSR in the inversion n-layer on the ( 111) face of 
InSb. The resonance intensity considerably enhances with increasing angle 0
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between the normal to the surface and H. They supposed that Sl (0 =  0)& 0 but 
that this parameter rapidly increases with 0 if taking into account a finite value 
of the parameter <z2>/r2,, which is usually regarded to be small. The reason for 
(5,(0 =  0) being so small that minor correction terms are dominating, is, so far, 
unclear. However, this effect was confirmed by Merkt et al. (1986). These 
authors also observed an unusual dependence of the shape of the EDSR line on 
electron concentration in a channel. At a low electron concentration ns (ns & 1.6 
ж 1011 cm-2) in the spectrum on the EDSR frequency one can observe a dip 
which, with increasing ns, is continuously becoming a peak, distinctly seen 
already at ns & 2.8 x 1011 cm2. The unusual profile of the EDSR line is ascribed 
to the Fano-resonance occurring due to the fact that the EDSR line is observed 
on the background of a broad CR band.

12. One-dimensional systems: dislocations

Dislocations in crystals are extended defects which may produce the attractive 
potential for electrons. This potential localizes electrons in the plane per
pendicular to the plane of the dislocation, but the motion of electrons along the 
dislocation remains free. As a result, one can expect that electrons trapped by 
the dislocation will exhibit ID behaviour. The most convincing argument in 
favour of the existence of ID energy bands for carriers bound to dislocations is 
apparently the discovery of the Ch-line; the Ch-line has been identified as an 
EDSR band for ID carriers (Kveder et al. 1986).

The Ch-line was discovered by Kveder et al. (1984) on oriented dislocations in 
Si. Annealing led to the reconstruction of dislocations, which resulted in the 
disappearance of the original EPR signal corresponding to dangling bonds and 
in the appearance of a new SR signal, the Ch-line. The Ch-line is excited by the 
electric field Ë  parallel to the [1 TO] direction coinciding with the direction of 
dislocations, and a slightly anisotropic g-factor, close to g =  2, corresponds to 
this line. The measurements were carried out at the frequency v =  9.5 GHz and 
the electric mechanism of the excitation was established by moving a specimen 
within the resonator: when the specimen was moved away from the antinode of 
Ê, the signal became 200 times weaker.

The dependence of the EDSR intensity on the orientation of the specimen (at 
a fixed reciprocal orientation of H and Ë) appears to decisively prove that not 
point defects but electrons of the dislocation band are responsible for the Ch- 
line. The experimentally observed angular dependence can be accounted for by 
assuming the dislocations to have low symmetry, allowing for the invariant 
vector perpendicular to the dislocation axis. Let us bring these two directions 
into correlation with the unit vectors h and /, respectively. The electron 
quasimomentum к can be oriented only along the straight line /. The energy of 
the SO interaction and the respective contribution to the velocity can be written
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as
Ç

'Ка =  0 х{Ш)(а{Ь x /)), t>so =  — /(<y(A x /)). (12.1)

These formulas are analogous to (5.3) and (5.6). The operator uso completely 
describes the effect of the SO interaction since in ID systems the operator t  
commutates with the spin-independent term in the velocity v (section 3). The 
matrix element describing the EDSR excited by the field Ë \\e, is proportional to

<ÎIV II> =  j ( e l )  Ç (*  x / ) Д ,  =  ^ ( e l ) B 2l. (12.2)

In deriving (12.2), we have here as elsewhere switched over from the A system 
(with the axes x\\b, y\\(b x /), z||/; fig. 14) to the A' system. Using formula (A.5) 
for В2 1 in notations of fig. 14, we get the expression for the angular EDSR 
intensity dependence (Kveder et al. 1986):

I =  I0 cos20£(l — sin2# sin2<£). (12.3)

Formula (12.3) holds if the ^-factor is isotropic. Agreement of this dependence 
with the experimental data is illustrated by figs. 15a, b. They convincingly testify 
to the fact that the model based on the existence of the electron dislocation band 
is correct.

The estimate of the lower bound on Ôl9 following from the experimentally 
found ratio /edsrAepr ̂  200 is \8X \ % 20X x 2nhv ~  10"14 eV cm. It is by a few 
orders smaller than in other cases (sections 5 and 11). The coefficient can be 
correlated with the effective force F or with the effective transverse electric field, 
£'eff =  acting on the electron. A very rough estimate, which makes it possible 
to relate F\\b and Su would be F ~  b xjX2. According to Kveder et al. (1986), who 
obtained the estimate in a somewhat different manner, Eeff ^  10M 08 V/cm, i.e.,

Fig. 14. Orientation of the d.c. magnetic field //, of the a.c. electric field Ë  and of the a.c. magnetic 
field Й  relative to the dislocation axis / and to the invariant vector bLI (Kveder el al. 1986).
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Fig. 15. Dependence of the EDSR intensity on the orientation of the sample: (a) q>.„ = 0; (b) (pH = 
rc/2. Curves I in (a) and (b) correspond to Ё1.И , Ë, H  and / are in the same plane. Curve 2 and 3 
correspond to Ë \ H. The solid line shows the theoretical results and the dots the experimental 
results. Curves 1 and 2 are obtained in the linear regime, and curve 3 at higher microwave power 

when the resonance is close to saturation (Kveder et al. 1986).

it has an atomic order of magnitude. Therefore it was concluded that the ID 
band responsible for the Ch-line lies deeply in the forbidden gap.

A more detailed description of experimental data is given in the paper by 
Kveder et al. (1989) while the theory is given in the article by Koshelev et al. 
(1988).

Babich et al. (1988) discovered a few new EDSR bands, associated with 
dislocations in Si. The EDSR intensity exceeds the EPR intensity by two orders. 
The authors ascribe this to paramagnetic centres (1/2 spin) with the symmetry 
Cs, built in cores of dislocations which are components of the dislocation 
dipoles.
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13. Shape of the EDSR hand

The shape of the resonance curve for band carriers is determined by a number of 
factors. These include the scattering of carriers by phonons, the spread of 
resonance frequencies for carriers with different quantum numbers, and narrow
ing due to scattering (this mechanism for EPR in n-type InSb was described by 
Sugihara (1975)). Consequently, the theory must be developed to conform to 
concrete situations, and no theory of this kind for COR is available. That is why 
below we shall discuss only one aspect of this problem, which is important for 
understanding the main features of the spectrum and for treating the experi
mental data.

Figure 16 shows the CR and EDSR spectra in n-type InSb obtained by Bell 
(1962). In this work EDSR on free carriers was observed for the first time, and 
we shall come back to it in section 14. Here let us note only three things. First, 
the electric mechanism of SR excitation was unambiguously proved by moving 
within a waveguide a sample whose width amounted to 1/20 of the wavelength: 
the spin transition intensity increased when the sample was moved away from 
the microwave magnetic field antinode (i.e., the electric field node). Secondly, the 
EDSR band is much narrower than the CR band (by 2 orders). And thirdly, the 
CR band zero is only slightly shifted with respect to the origin (Я =  0). This

Magnetic Field (kilogauss)

Fig. 16. CR (broad band) and EDSR (two narrow lines) spectra in n-typc InSb. The inset shows the 
detailed shape of the spin line. Donor concentration is 9 x 101"3 cm 3. T = i . 3 K ,  frequency

v =  72 GHz (Bell 1962).
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means lhat on <  1, where т is the momentum relaxation time, and the Landau 
quantization is destroyed by scattering. On the other hand, the SR band is 
narrow. Therefore 1, where t s is the spin relaxation time.

It is evident that at т  t s the CR band and all electric-dipole CFR bands will 
have the collisional width L  Under the conditions c u t  < 1 all electric-dipole 
CFR bands will fuse with the CR band and will not be observable on its mighty 
background. The situation is quite different for the EDSR band. Mel’nikov and 
Rashba (1971) showed that the EDSR band consists of a broad band of width 
~ t -1 and of a narrow line of width ^ t “ 1 (if only the collisional mechanism of 
broadening is taken into account). Distribution of the intensity between them 
strongly depends on the dispersion law.

The integral intensity of each of the COR bands is practically independent of 
the scattering rate. If сот, cots > 1, all bands may be resolved and can be brought 
into correlation with the respective terms in the velocity operator. For each of 
the bands the real part of the diagonal components of the conductivity Ojj can be 
written as

Ojj(w) cc Re J  d? eim' < 0 / 4  ty]>,

Vj(t) =  exp(i3ft/h)VjCxp( — (13.1)

where ( . . . )  denotes an average over the ensemble and Ж  is the total 
Hamiltonian of the system. The integrated intensity of the absorption in each of 
the bands is expressed via matrix elements of the velocity at coinciding times:

aJ i<X X  (pn ~ P n )  l(fj)nJ 2- ( 13-2)

Here f> is the density matrix. Therefore as long as the perturbation operator 
responsible for the scattering of carriers does not affect the energy spectrum and 
matrix elements (vj)„>n9 the integrated intensity of each band is т-independent. 
Overlapping of bands does not bring about any major changes.

With regard to EDSR, the problem is how the overall intensity is distributed 
between the broad band and the narrow line. Let us base our consideration on 
the strong inequality т  t s . Since the duration of the spin transition is of the 
order of t s,  in the course of the spin transition an electron experiences a good 
deal of collisions (of the order t s/ t  > 1), affecting its momentum but not its spin. 
We shall call them momentum collisions. From the considerations below it will 
ensue that they affect EDSR in a different manner than EPR.

If the g-factor is isotropic, the Hamiltonian for a perfect crystal is

ж = ж 0(К) + -  -  y(K)Ä(t). (13.3)c

It is convenient to write down the velocity as V= a + V...(K) -f V+(R)
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- f  az V/XR)> The Z-axis is directed along H. Since t s т ,  the SO interaction is 
weak. Therefore one can assume that it is completely incorporated in V(R) by 
means of the appropriate canonical transformation (cf. section 3) and is missing 
in Ж0. Then at Ä =  0 the eigenstates can be classified according to coordinate 
and spin quantum numbers, and it stands to reason that the collision integral 
should be divided into two parts, corresponding to momentum and spin 
collisions (W  and JTS). If the Я-linear correction to the density matrix is written 
as p'(t) =  p(t) — p0, the equation for it in the interaction representation over Ж0 
is

h—  +  к м в ! P i  + W(p') + Щр')=г-1У(>)Л(1), P o l  (13.4)et c

Here W and Щ are linearized collision integrals. Within the spin line the largest 
term is W. Therefore p'(t) should be sought in the condition W(p') =  0. This is 
not difficult to do if we bear in mind that the equivalent condition W(p{t)) =  0 
corresponds to the equilibrium distribution of electrons in an instantaneous 
magnetic field # +  H(t) with différent chemical potentials rç,(r) and r\2(t) for the 
two spin orientations. A most general form of p' is

p ' ( A  t) =

m * i  -  q)
dî]

- 1) - A A  -  n)\ ( i 2 -  V)

y U ( A - n ) - A A - n l ]

0/(<?2 -  n)
(13.5)

s  n
Here S  is the kinetic energy of an electron, = S'± h o j 2, ц =  (rjl -f rj2)l2 is
the equilibrium chemical potential, f{S)  is the Fermi distribution function and 
у is a complex parameter. This parameter can be found by calculating the trace 
of eq. (13.4) over configurational quantum numbers with formula (13.5) and by 
taking the fact that W{p') =  0. When the trace is calculated, the term Щ reduces 
to a constant, multiplied by y: thus the spin relaxation time t s naturally appears. 
As a result

^ +iü;s 7 + I  =  i2-^ J L < F _ > i(0 ,  (13.6)
Ct Ts Cfl

where is the matrix element of the velocity F_(Jf),

/  v  n -  tr( v - № 2  -  a  - M  -  m  (137)
 ̂ ^  » № 2 - 4 ) - m - m  '

The solution of eq. (13.6) permits us to calculate the current and the 
conductivity tensor

£ _  <V+>j<V->i
hw i(o_>s — со) - f  t s"

(13.8)
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where nx and n2 are equilibrium electron concentrations with different spin 
orientations.

Formula (13.8) shows that the spin line is described by the Lorentzian of a 
small width t"1. An important peculiarity is that the numerator of (13.8) 
involves averages of the velocity matrix elements (but not averages of their 
squares, cf. (13.2)). These averages in many cases must turn to zero, then the 
narrow line must be absent. This is the main difference in the effect of collisional 
averaging in EPR and in EDSR. In EPR the matrix element is practically 
independent of the configurational quantum numbers and the averaging leads 
only to motional narrowing of the band. In contrast, in EDSR the matrix 
element, as a rule, strongly depends on the configurational quantum numbers, 
and therefore the averaging may greatly reduce the intensity of the SR line.

So, the EDSR spectrum consists of the two overlapping bands of the widths 
~  t "1 and ~  t s~ 1. Of course, it is assumed here that the collisional broadening is 
much larger than the inhomogeneous broadening, caused by the dependence of 
cos on configurational quantum numbers and weakened as a result of the 
motional narrowing. At on >  1 one can observe the broad band and the narrow 
line on its background. At cox ^  1 the broad band must be practically invisible 
on the background of the cyclotron absorption and one can observe only the 
narrow line whose intensity at arbitrary on is determined by formula (13.8). 
However, this formula holds only at the conventional constraint g-z >  ft, where S' 
is the mean energy of carriers.

To understand in which cases < F_ )  Ф 0 and what determines its value, it is 
instructive to consider some concrete examples. Two cases are possible where V 
is ^-independent. First, the SO interaction can be represented by the Zc-linear 
terms in the dispersion law (section 5). Secondly, it can be represented by the 
same terms but multiplied by H (section 8). Then the overall intensity is 
concentrated in the narrow line (Rashba 1964a, Boiko 1964).

For the SO interaction Hamiltonians of higher orders in к two cases are 
possible. If ySso is even with respect to A, the velocity is odd with respect lo к and 
<F±> =  0; hence the SR line is missing. An example of this case is the fc4-terms in 
the electron Hamiltonian for InSb. If is odd with respect to A, then <F±> 
Ф 0, its value being dependent on the specific symmetry and on the magnitude of 
H. For the /c3-terms in the InSb spectrum (Mel’nikov and Rashba 1971)

<V±> k ( K 2x +  K 2y -2K%>. (13.9)

At h ( X ) c  <£ S  the leading terms are cancelled, the matrix element diminishes by 
the factor ~  hœJS and the entire absorption almost occurs in the broad band. 
At ho)c ~  S  the absorptions in the band and in the line have comparable 
intensities. Since the angular indicatrix of the matrix elements of V does not 
depend on configurational quantum numbers (section 6), the EDSR angular 
indicatrices for the line and for the band arc the same.

Unfortunately, the EDSR spectrum described in this section, formed by the
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superposition of two bands of different widths, has not so far been observed 
experimentally.

14. E D S R  induced b y  latt ice imperfections

There is experimental evidence of the fact that lattice imperfections induce new 
EDSR mechanisms. In this section we shall consider them and also give certain 
models of such mechanisms. This interesting aspect of the problem is still the 
least developed in the COR theory.

The theory presented in section 6, based on the Hamiltonian :M?socckz9 does 
not describe the experimental data of Bell (1962) for EDSR in n-type InSb under 
the conditions an <  1. First, the observed EDSR intensity is unexpectedly high. 
Actually, it follows from the experimental results that / EDSR is by many orders 
higher than / EPR at Ё ~  Й. At the same time, according to Dobrowolska et al. 
(1983) (cf. section 7), these intensities at сот >  1 differ by less than two orders. 
But at a strong inequality of the relaxation times ( ts > t )  and at a strong 
scattering (сот <  1), i.e., under the conditions of the experiment carried out by 
Bell (1962), the SR line intensity should be additionally suppressed by the factor 
~ha)Jt] (section 13). The same conclusion ensues from the too large value of the 
ratio /EDSr//cr ~  10"5-1CT4, which could be estimated from fig. 16. Tn the 
second place, the observed absorption was isotropic and the same in both 
circular polarizations. The formulas of section 6 yield polarization-dependent, 
strongly anisotropic absorption. The theory in section 9 does not account for the 
experimental facts either. This controversy points to the fact that in highly 
doped crystals (the experiment by Bell was performed under the conditions 
rjx ^  h) the role of impurities in COR is modified: their influence is not reduced 
to the scattering of carriers, giving rise to level broadening and to the averaging 
of transition matrix elements. Inducing transformation of the energy spectrum, 
they give rise to the appearance of new COR mechanisms and, consequently, 
make a new contribution to the COR oscillator strength, a contribution that 
becomes dominant in certain conditions.

Although these experimental data are not yet properly understood, we can 
nevertheless mention certain mechanisms which may, in principle, be re
sponsible for the observed effect. For example, the impurity potential V(r) 
generates an ‘anomalous’ velocity (Blount 1962) which in n-type InSb has the 
structure voc axVV (r) .  Furthermore, impurity centres produce the strain, 
calling forth new terms in the dispersion law: in n-type InSn they are linear in к 
(cf. section 5).

The second experiment displaying a new EDSR mechanism concerns not the 
conduction electrons but the electrons bound in As donors in Ge. Gershenzon et 
al. (1970) discovered that in compensated samples the intensity and the width of 
the SR spectrum rapidly increases at decreasing T. By moving a sample within a
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waveguide it was proved that the new spectrum is an EDSR spectrum. The data 
are given in fig. 17. The intensity of the EDSR spectrum is so high that when the 
sample is moved towards the antinode of the field Я, F.DSR is about 70 limes 
more prevalent than EPR due to the finite size of the sample (T =  1.7 K). Such a 
high intensity of EDSR on impurities was all the more unexpected because 
EDSR was not observed in experiments on band electrons in Ge, and the 
theoretical estimates (Boiko 1962) predicted a relatively low EDSR intensity 
(section 8). For bound electrons one can expect EDSR to be weakened by the 
factor (h<aJS\)2 ~  КГ5 (section 10).

The treatment of these data proposed by Mel’nikov and Rashba (1971) is 
grounded on the following basic facts: (i) the Ge spectrum is a multivalley 
spectrum; («) parameters of the valleys are strongly anisotropic; and (ш) the 
random electric field E(r) of charged impurities leads to the mixing of wave 
functions belonging to different valleys. If we assume that the field E  is 
homogeneous within the centre, then for the spin Hamiltonian of the ground 
slate of the donor centre in Ge the following expression is valid:

Here n numbers the quantum levels of the centre in the one-valley approxi
mation, Sn is the energy of the levels, v numbers the valleys, A is the valley-orbit 
splitting, d is the dipole moment of the transition, the quantities P'-j have the 
meaning of polarizabilities, and Рц, P± and g-ц, gL are values of the tensorial 
components of P and g  in the main axes of electron ellipsoids. Formula (14.1) 
holds if the Zeeman and Stark energies are small compared to A. It is clear from 
(14.1) that the product (g,, - £ ±)(Рц -  Px) has the meaning of the SO coupling 
constant. If charged impurities are arrayed chaotically, there follows from (14.1) 
a formula for the conductivity tensor per donor:

Hoff = -kßniaH) + - * J ( P | |  -  P J  L(HE)(°E) -  I  В Д Ч З ,

(14.1)

where

p „ =  y  W U d ï ï t
IJ „ f, 4  -  (S\ -  A) ‘ (14.2)

(14.3)
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It is written down in the basis of the crystallographic axes. Here

2E2 jql
a° =  Ш А 2 ~  P^ 2(°  tanh(û)/2T),

E0 =  4ne(nJ30)2/3, <p(x) =
cC-

к sin(kx) exp( — fc3/2)d/c,

a =  VÄgJLT ± ( P '' ~  P J E l  g  =  ^  +  2^ > ’

Wy =  h,e, +  {he -  2к^ )5ф MJ± =  2~1/2{MJX ±  iMjY), (14.4)

e and h are unit vectors of the electric and magnetic fields, respectively 
(integration (14.3) is performed over the orientation of e)y and щ is the charged 
impurity concentration.

Although the model is very simplified, the conclusions are in good, at least 
qualitative, agreement with the experiment. The uniaxial strain, transforming 
the spectrum into a one-valley spectrum, does away with the EDSR band 
(Gershenzon et al. 1976). The EDSR band has wide wings, decreasing as 
\o) — cos|“ 3/4 (cf. fig. 17a). At to —► o>s <yii logarithmically diverges, therefore on the 
background of the broad band, narrow peaks are seen (fig. 17a). The character
istic width of the curve has the magnitude \œ — cos| ~  acos, i.e., it increases with 
increasing frequency. The absorption intensity is cr0-proportional, i.e., it in
creases with increasing H. The width of the curve depends on the orientation of 
H: it is minimal at //||[001] (according to (14.3) it is even zero). All the three 
conclusions are in qualitative agreement with the data of Gershenzon et al. 
(1976). Numerical estimates show that 7edsr> êpr ^ ^  1015 cm“3, which 
also agrees with the experiment. The decrease in the ratio /edsr/^epr with 
increasing T, observed in the experiment, is probably accounted for by hopping 
conductivity, i.e., the mechanism discarded by the theory.

a b

500 G

Fig. 17. SR spectrum of Ge:As. (a) EDSR in a compensated sample, (b) four-component EPR 
spectrum in a noncompensated sample. For either sample N d -  Na = 3.2 x 10*5 c m '3. For the first 

sample the compensation factor is К = 0.5, T  = 4.2 K, r; = 10 MHz (Gershenzon et al. 1970).
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Note also that inhomogeneity of the field H  may also give rise to COR, since 
the Zeeman Hamiltonian gjxb{oH{r))/2 involves both a and r. In particular, it 
has been shown (Pekar and Rashba 1964) that this mechanism may operate in 
magnetic materials due to the interaction of an electron spin with the spin and 
orbit variables of other electrons. Now it is becoming clear that a similar 
mechanism is efficient in semimagnetic semiconductors and that it is realized via 
the exchange interaction of an electron with magnetic ions.

Since this interaction simultaneously involves r and <r, it allows electric-dipole 
spin transitions analogously to the SO interaction. Conformably to parameters 
of Cdi-^Mn^Se (cf. section 10) the intensities of both processes may compete. 
The exchange mechanism has a number of peculiarities. Since the spins of an 
electron and of an ion change simultaneously (the flip-flop process), the 
transition frequency is shifted by the Zeeman frequency of the ion. For this 
reason electric-dipole transition bands may have a doublet structure (SO and 
exchange components). Since spins of impurities play the role of a magnetic 
field, the electric-dipole transition between components of the Kramers doublet, 
forbidden by ( 10.1), is allowed, and therefore the matrix element of the transition 
is nonzero already in the zeroth order in H. The resonance is allowed in all 
polarizations and the angular dependence of the intensity is close to isotropic. 
These results were obtained by Rubo et al. (1988, 1989).

An allied COR mechanism for semiconducting alloys of inhomogeneous 
composition was proposed by Leibler (1978). In this case, in formula (1.3) there 
emerges an extra term for containing a quasielectric field, proportional to 
the gradient of the composition. This term apparently makes an extra contri
bution to the COR intensity.

15. Conclusion

We intended in this survey to elucidate the main problems pertaining to 
combined resonance in solids, mainly in semiconductors, and to shed light on 
the latest research in this field.

COR was the first phenomenon to reveal the presence of a strong coupling 
between an electron spin and an a.c. electric field in crystals. This coupling gives 
rise to a number of new phenomena, discovered later: spin-flip Raman scattering 
(Yafet 1966, Slusher et al. 1967) (see chapter 5 of this volume by Häfele) spin 
resonances of nonlinear susceptibility (Nguyen and Bridges 1972, Brueck and 
Mooradian 1973), and other higher-order processes.

For perfect crystals a complete description of COR is achieved on the basis of 
the appropriately derived EMA Hamiltonian. General symmetry requirements 
and numerical values of the parameters, which are specific for concrete crystals 
and vary in wide ranges, completely determine the Hamiltonian. Accordingly, 
for different crystals different COR mechanisms may dominate. Moreover, the
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intensities of different COR bands in one crystal may be controlled by different 
mechanisms. The two main mechanisms are: (i) the inversion asymmetry 
mechanism inherent in crystals without the inversion centre, and (ii) the 
mechanism usually (and not quite adequately) termed as 4nonparabolicity\ At 
present, all the most interesting situations (/(-linear and /c3-inversion asymmetric 
terms, nonparabolicity) have been observed in experiments and the succession 
of these mechanisms has been followed as the strain affecting the symmetry of 
the crystal was increased.

Thanks to its high intensity and to the considerable amount of bands in its 
spectrum, COR is a mighty tool for studying the band structure of semi
conductors. Apart from determining the basic parameters of the spectrum, COR 
is used for many specific purposes (such as determining the energy dependence 
of the g-factor, measuring the SO splitting of bands in the vicinity of the 
symmetry points, finding the deformation potentials and constants of the 
coupling of electrons to optical phonons, and so on). Experimental studies of 
angular indicatrices of the COR band intensities (which for a variety of systems 
must exhibit a universal behaviour) should allow to check the reliability of the 
assignment of COR bands.

At present, spin-flip Raman scattering, the physical mechanism on which the 
operation of tunable lasers is based, is of practical significance. For possible 
applications of COR to quantum electronics (Rashba 1964b), heterostructures 
with spin injection look quite promising.

Of particular interest is COR in nonperfect crystals. Theoretical predictions 
relevant to peculiarities in the behaviour of COR on electrons bound to 
impurities, particularly resonance enhancement of the COR intensity, have 
lately received convincing confirmation in experiments on semimagnetic semi
conductors. The most fascinating aspect of the problem is the search for new 
COR mechanisms induced by imperfections, the mechanisms nonexistent in 
perfect crystals. Such imperfections may be randomly positioned: impurities as 
well as heterojunctions and dislocations. Recent progress made in discovering 
EDSR on 2D and ID electrons in heterojunctions and dislocations is especially 
encouraging. These achievements prove that COR is becoming an efficient tool 
for studying defects in crystal lattices. COR may also be applicable for the 
purpose of determining the magnitude of random electric fields and strains in 
disordered crystals.

COR can be regarded from two points of view. First, as a method of 
measuring parameters of crystals, and secondly, as a phenomenon which is in 
itself an interesting subject of study. As far as the second aspect is concerned, the 
most intriguing and impressive results may be expected in COR studies on 
nonperfect crystals.
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Addendum A. Transformation o f the reference system and of 
the Hamiltonian

It is convenient to perform the calculation of the quantum level arrangement, 
classification of states and determination of transition intensities in the reference 
system A', associated with the magnetic field # .  In this system the axis Z|| t f  and 
classification of wave functions of the spherically symmetric part of the 
Hamiltonian can be carried out in terms of the angular momentum projection 
m. Therefore it is handy to use circular coodinates in the A' system:

R =  ( R b  R 0, R i),

Rj =  2" 1/2(X -  i Y), R0 =  Z, jR j =  2~l/2(X +  i Y). (A.l)

In the A system, associated with the crystallographic axes, we shall use Cartesian 
coordinates:

r  =  {*;}, X, =  X,  y ,  Z. (A.2)

To avoid confusion, the vectors defined by their coordinates in the A system will 
be labelled with lower case letters, whereas those defined by the coordinates in 
the A' system will be labelled with capital letters.

Transformation of the tensor corresponding to the angular momentum J 
from the A system into the A' system is carried out in a standard manner with 
the aid of the matrix Sj(0, ф), which belongs to the irreducible representation 
Dj. Here 0 and ф are the polar and azimuthal angles of the vector H in the A 
system.

Spinors are transformed by means of the S 1/2(0, ф) matrix constituted from 
the Cauley-Klein parameters (Landau and Lifshitz 1974):

(A3)
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To transform the vectors defined in the canonical basis, one can employ the 
matrix S,(0, ф) (since its explicit form will not be needed below, we shall not 
write it out). However, since vectors in the A and A' systems are defined in two 
different bases, namely, Cartesian and circular, it is more convenient to 
represent the switchover from r to R by means of the linear transformation

r = B R ,  Г; -  B iaR a, (A.4 )

with the unitary matrix В ,

2 - U 2 ( ô 2 _ y 2) ß S  —  ссу 2 "  1 / 2 ( a 2  —  ß 2 )

ß =  116*11 = i 2 ~ l l 2 ( y 2 +  ö 2 ) i ( a y  +  ß ö ) —  i 2 ~ 1 / 2 ( a 2 +  ß 2 )

2 ' / 2 y ô x ö  +  ß y - 2 ' 12 a ß

- 2  1,12 {sin ф +  icos0cos</>) sin 0 cos ф

2~ 1/2(cos ф — i cos 0 sin ф) sin в sin ф 

i2“ 1/2 sin в cos в

— 2 1/2(sin ф — i œ s O  cos ф) 

2~ 1/2(cos ф +  i cos 0 sin ф) 

— i2“ 1/2 sin в

(A-5)

Cartesian coordinates are designated in (A.4) and henceforth indicated by Latin 
subscripts, circular coordinates by Greek subscripts, it is implied that the 
summation over a is being performed.

By virtue of the unitarity of £?, its columns are orthogonal, and the vectors 
= (BlT, Bi0> Bn )9 defined by their components in the A system, are related to each 
other as

Bj X Br  =  Щ ,,  (A.6)

the subscripts j , f  and /  constitute a cyclic permutation. This formula helps to 
simplify a number of expressions. So, for instance, for the Hamiltonian (6.2) 
formula (3.15) involves products of four elements of the В  matrix. Still, it permits 
transformation to the form of (6.4) where the coefficients B(c,Py), involving 
products of only three matrix elements, enter.

The next problem is to transform the EMA Hamiltonian from the A to the A' 
system. Let us confine ourselves to the case where the irreducible representation 
D, corresponding to the band under study, coincides with the representation D , 
of the rotation group for all elements of the group g g Gh (for a more general 
case, see, Bir and Pikus 1972). If g g Gk is an improper element, it should be 
simply replaced by the element g I (I is the inversion operator) of the group of 
proper rotations; therefore henceforth we shall not distinguish between g and gl.
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Under these conditions, matrices of the angular momentum J (whose rank 
coincides with the dimension of the irreducible representation) can be chosen as 
basis matrices via which the Hamiltonian Ж  may be written. When the 
Hamiltonian Ж  transforms from A to A', matrices of the momentum J  are 
transformed as

S j J i S j 1 =  В(в9 ф)1  =  B j a. (A.7)

This formula has a simple meaning: during rotation, components of the 
pseudovector J  are transformed as components of the vector r. To transform 
the Hamiltonian Ж  from A to A', it is required to perform both the 
transformation (A.7) and the transformation from к to К  by analogy with 
formula (A.4).

If the g-factor is isotropic, the Zeeman energy is proportional to (JH) and the 
transformation (A.7) diagonalizes it. One can confirm this by taking into 
account that Bix =  B% =  {В +)ш:

=  BiaBißJaHß =  JaHä =  J0H =  JZH. (A.8)

If the g-factor is anisotropic, the Zeeman energy is diagonalized, as, for 
instance, in the paper by Rashba and Sheka (1961c).

Similarly, one can check commutation relations in the A' system:

[K«> =  ( B - ' U B  />] =  - =  - i V  (A.9)

Addendum B: K an e  model

The Kane Hamiltonian (Kane 1957) has proved to be rather efficient for 
describing electron properties of cubic InSb-type semiconductors with a narrow 
direct forbidden gap. In the Kane model there are three adjacent bands: the 
conduction band, valence band (consisting of the light hole and heavy hole 
bands) and spin split-off band. The conduction band has s-type symmetry and 
the other bands emerge from the splitting of the original p-type band due to the 
SO interaction. Eight basis functions <pt with к =  0, corresponding to the s- and 
p-states (table 2), are taken as the basis in the kp method (Luttinger and Kohn 
1955). The choice is made in such a manner that q>1 and <p2 are transformed over 
the D ,/2 rotation group representation and correspond to the conduction band, 
the functions <p3-<p6 are transformed over the D3/2 representation (valence 
band) and <p7 and <p.8 are transformed over the D l/2 representation (spin split-off 
band). Interaction of these terms is taken into account exactly via matrix 
elements <<Pr|A/?|</),>. As a result, we obtain the 8 x 8 EMA Hamiltonian which 
should be treated as the zero approximation Hamiltonian Ж0. It involves 
diagonal terms and nondiagonal terms Pkj (the terms hk2!2m0 on the diagonal
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are dropped as irrelevant). The Hamiltonian Ж0 is spherically symmetric (see 
below). It makes it possible to express via the parameter P the value of m* for 
electrons on the bottom of the band and the dependence m*(SJ) (Kane 1957)

1 2 2Л +  3(£g +  j )
m *W  h2 3(Ea +  S){E0  +  A +  Л) ' 1 ' '

A similar formula is easily derived for light holes. And if one introduces the field 
H  by means of the replacement Ä ->£, one gets an expression for the g-factor of 
electrons (Roth et al. 1959):

*(*) =
4 m0 A
h2 3(Eg +  *)(Eg +  A + (B.2)

Here the contribution g  =  2, corresponding to a free electron in a vacuum, is 
omitted. Since P has an atomic order of magnitude P =  lOeV Å ~  1 a.u., in 
crystals with a narrow forbidden gap EG ~  (0.1-0.3) eV m*<§m0 is small and 
\g\ >  1 is large. It is very important that m*(E) and g(E) change a good deal on 
the scale S  ** £ G> the spherical symmetry of the spectra of electrons and light 
holes being retained with high accuracy in the entire region. This strong 
dependence of the spectrum on S  is termed nonparabolicity. However heavy 
holes cannot be described by the Hamiltonian Ж0: their effective mass in this 
approximation is infinite. Ж0 has the same form for crystals with the inversion 
centre and for crystals without the inversion centre.

Eigenfunctions of Ж0 are characterized by the angular quasimomentum m 
(section 4). In table 2 lFm is represented as a column: the subscript of the \pu 
function in each line equals the value AQM, which should be attributed to the 
respective component of Ч*т.

The next step is to take into account more distant bands. For this purpose it is 
necessary to project approximately the total Hamiltonian onto the subspace 
{(pi). In the Luttinger-Kohn formalism such a projection is performed as a 
unitary transformation. As a result, new terms emerge in the 8 x 8 Hamiltonian. 
Most of them do not possess spherical symmetry and among them there are 
higher order terms in к compared to Ж0. In particular, there are terms which 
render the mass of heavy holes finite and are responsible for band warping, 
reducing their band symmetry from spherical to cubic. Among them there are 
terms which enter into the Hamiltonian of a crystal irrespective of whether or 
not the crystal possesses inversion symmetry. We shall denote them as it is 
these terms that are mainly responsible for the warping of heavy hole bands (this 
is a ‘quasi-Ge’ spectrum). Alongside these terms, there are also J^s arising due to 
inversion asymmetry which are specific for crystals of the A,„Bv-type. The most 
complete form of the Kane Hamiltonian studied so far is that written out by 
Weiler et al. (1978). Table 2 includes only two types of such inversion 
asymmetric terms, namely, those which play a major role in COR (Rashba and 
Sheka 1961b, Cardona et al. 1986a, 1987). First, there are the /с-linear terms.
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contained in the central 4 x 4  square and determined by the invariant (Pidgeon 
and Groves 1969):

С{к{3)И), Ki(2) —Ji'JiJy J r j J r , (B.3)

here J, are matrices of the J =  3/2 angular momentum. They may prove to be 
important for COR in the valence band for low carrier concentrations. Secondly, 
there are the /с-quadratic terms, entering in the Hamiltonian with the constant 
G. This constant is nonrelativistic, and therefore the corresponding terms are 
not small. The constant <53, which determines the COR intensity in the 
conduction band, is expressed via G (Rashba and Sheka 1961b):

S3 =  -4GPA/3E0(E0 +  A). (B.4)

As a rule, Жа̂  makes a relatively small contribution to the shape of the bands.
From the viewpoint of this article, the terms Ж  ̂ and Жа% are important 

because at H Ф 0 they allow a lot of transitions which are forbidden for the 
Hamiltonian Ж0. These are CR harmonics, spin-flip transitions and CFR. For 
the latter two groups of transitions (i.e., spin transitions) Жа& is of major 
importance.

Here we shall make use of the explicit form of the two terms of the 
Hamiltonian Жш (shown in table 2) to illustrate the general property of matrix 
elements dealt with in section 4. This property is that the operator Ж' =  Жт 
+ Жа99 breaking spherical symmetry, consists of the sum of the operators Ж'г 
such that their matrix elements obey the relation:

фу (B.5)

are functions of the angles 0 and ф, determining the orientation of //, 
universal in the sense that they are independent of the parameters of the 
Hamiltonian. The quantum numbers m and m enter in them only as a difference 
m -  rri (Sheka and Zaslavskaya 1969).

Division of Ж' into separate terms Ж[, obeying the condition (B.5), is not a 
trivial task. So, different matrix elements of the same term Ж[ may involve 
different powers of к, differing from one another even by parity. For instance, in 
the simplified Kane model given in table 2, all matrix elements responsible for 
the absence of spherical symmetry (of the type of Ck and Gk2; the latter being 
contained in £j) form one term Ж \  =  Жа?>. One of the methods, which may be 
recommended for dividing Ж ' into separate terms Ж\,  is to project Ж'  onto the 
2 x 2  subspace corresponding to the conduction band. Then all invariants 
entering in Ж'\ which in projection will generate equivalent terms in the 2 x 2 
Hamiltonian, should be included in one Ж[. This procedure simultaneously 
allows us to establish the correlation between each Ж[ and the appropriate term 
of (4.9) and thus to find the value of the superscript /, corresponding to Ж[. In 
our case (  =  1 =  3, which ensues from formulas (6.1), (6.2) and (B.4) as well as
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from the generalization of (B.4) if the contribution from the invariant Жс (B.3) is 
incorporated (Rashba and Sheka 1961b). Similarly, of the terms of the order k2 
one can single out the invariant Ж^, corresponding to the valence band warping 
(table 2 does not contain it). In projecting onto the 2 x 2  conduction band 
subspace (Ogg 1966) it becomes evident that in this case Ç =  I =  4; angular 
diagrams were found by Sheka and Zaslavskaya (1969). The analysis of the 
resultant 2 x 2  Hamiltonians and evaluation of the indicatrices are performed as 
in the situations considered in sections 5 and 6 of this chapter.

The basis {(pt} is a joint basis for the three bands, which is why the functions 
<pi are transformed over the D  =  D 1/2 +  D3/2 +  D 1/2 representation. Accord
ingly, the matrix 5, transforming Ж  from A to A', equals

s , ;2( M ) 0 0

S(0, Ф) = 0 S 3/2 (0, Ф) 0

0 0 S„2 (0,ф)

(B.6)

At the transformation Ж=>8Ж'3  l, the matrix elements, proportional to the 
components of Pfc, are transformed as

Pkj=>P{ B +k)a =  PKa. (B.7)

The origin of the B + matrix in (B.7) can be understood if we transform (Jk) 
using (A.7): {3k) =>(BJ, k) =  ( J, B+k). To get the ultimate result one must bear 
in mind that k  =  BK (cf. (A.4)) and also the unitarity of B. The relation (B.7) 
ensures the spherical symmetry of Ж0:

Ж0(к) =  S ~ ] Ж0{В 1k ) S = S - \ œ 0(R)S.  (В.8)

The terms of the kfij-type in Ж \  proportional to G, after the transformation S  
and the switchover to KaKp acquire the coefficients proportional to the products 
of three elements of the В  matrix: one element comes from the B + matrix 
similarly to (B.7) and two elements appear at the switchover from к to K. These 
products are grouped into coefficients of the type entering in (6.10). The 
simplest way to find them is to expand the products KaKp in the operators

J*±2 =  K ±> =  {Ко, K±},  s/ъ  =  , K_}  -  2К 2. (B.9)

The curly brackets {. . .} mark an anticommutator. In terms of these operators 
it is convenient to write, analogously to (B.7), the transformation of the terms of 
the operator Ж' involving (table 2):

4 ^ j t a =  ka +  (G/P) t
t> = - 2

(BIO)
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Here b0t±i =  - 2 ,  whereas baß=  1 in the other cases. The functions 3#а(в,ф)
equal

3#0 =  — i f  sin 2ф sin 0 sin 20, (B.ll)

=  — i2"3/2[cos 2ф sin 20 —i sin 2ф sin 0(2 cos20 — sin20)], (B.12)

3#2 =  cos 2ф cos 20 — i^ sin 2ф cos 0(2 cos20 — sin20), (B.13)

3 =  3 X 2" 3/2 [sin 2ф sin 0(1 +  cos20) +  i cos 2ф sin 20], (B.14)

(B.15)

If we employ the explicit form of the coefficients Biaßy)9 found by Rashba and 
Sheka (1961a), it is easy to verify that*

^ 0  =  ~  ^ 1  =  ” i ß(000)> ^ 2  =  %оо» 3#ъ =  2ß(jj0). (В.16)

At the transformation A->A', matrix elements of the operator Жс (B.3) acquire 
coefficients, including products of four elements of the В  matrix: three of them 
stem from transformation of the matrices k(3) in quite a similar way as in (B.7), 
and one stems from the switchover to K. By means of (A.6) and (B.16) they 
reduce to B{aßy) and J*a. The explicit form of matrix elements of Жс in the A' 
system is:

Жъъ =  -  Я44 =  - Я 55 =  3 Я 66 =  - З Я 33,

ЖЪА =  2~1*2С(0#1К 1 +  $ \ K q - 23#0К Т), Я 56 =  Я 34,

Ж$5 =  jC(3#-$K1 — 23#? К 0 — 5 0 jK j)9 Я46 =  — Я 35>

Ж36=(3/2)1'2С ( - Щ К о  +  Щ К т),

Жи =  ( Ж +)]{. (В.17)

Now we have come to the key point in the verification of (B.5). So it is 
necessary to consider the action of the operators upon separate components 
of the 4Jm functions, treated in terms of the perturbation theory over Ж ' as 
eigenfunctions of the spherically symmetric Hamiltonian Ж0. Let us take two 
examples.

If Ж0 is a Hamiltonian of a free electron in the field Я, then the lines of 4*m are 
eigenfunctions of the Landau oscillator (using the Landau gauge). The values of 
N in different lines correlate with each other in the way shown in table 2. They 
differ from m by a half-integer, so in this case AQM with an accuracy of up to a 
half-integer has the meaning of the Landau quantum number. The operators sVa 
and Ka transform ij/N with an accuracy up to a numerical factor as

-< I'n=>I'n+«, V + «, ( B 1 8 )

*Notc that in the paper by Rashba and Sheka (1961a) the subscripts (123) correspond to the 
subscripts (IlO) in this review.
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i.e., they act as the step-up and step-down operators. Now we can explicitly 
calculate the action of Ж' on an arbitrary eigenvector at a given m the index
t =  1 ... 8. Application of table 2 and of formulas (B.10), (B.17) and (B.18) yields

i  (B.19)
a — — 3 l'

The numerical coefficients are в- and (^-independent due to the spherical 
symmetry of Ж0. Since \j/N with different N are orthogonal, it follows from (B.19) 
that (B.5) is fulfilled, irrespective of the values of the indices t.

The second example concerns a spherically symmetric impurity centre in the 
field H  (Sheka and Zaslavskaya 1969). In this case, it is handy to employ the 
axially symmetric gauge in order to use the axial symmetry inherent in the 
problem. In this case m can be defined as a genuine angular momentum (section 
4). Singling out the azimuthal angle (p one can represent the /th component of 
the yjj* function as

Фт,г(г> (p) =  XmtAr> *9) eXP(Wml<p) (B.20)
where (r, 9, <p) are polar coordinates in the A' system. The action of the 
operators and Krj upon фт!>, reduces, similarly to (B.19), to the replacement

+  a (B.21)

and to a complicated modification of the form of the / mt l functions; the details of 
this modification are irrelevant. Acting in the same way as at the derivation of 
(B.19), we arrive at

i  я - м Ф т к * -  (B.22)
a= -  3

This formula can be checked by inspection. It is important that all components of 
the IPjJ+a function contain (p only via the exponential factor, in a similar way to 
(B.20). Yet, fxml is replaced in it by fxml + a in accordance with (B.21). The explicit 
form of the r-, .9-dependent factor does not affect the result. It is of importance only 
in that, by virtue of the spherical symmetry of the problem, this factor does not 
depend on в and ф. Therefore from (B.22) the result (B.5) ensues. To get this result, 
it suffices to use the orthogonality condition at integration over <p in each line.

At the derivation of (B.19) and (B.22), the C- and G-proportional terms in Жлг 
have been used above (table 2). However, verification shows that these formulas 
are satisfied if all the terms included in the Kane Hamiltonian by Weiler et al. 
(1978) are taken into account in Жа5. That is why the result (B.5) is largely 
general. However, it holds only if lower-order EMA terms, inducing certain 
transitions, are taken into account. For instance, if we consider, alongside the 
invariant (B.3), the invariant ^  кД J)£f, this gives rise to the appearance of a 
new angular dependence but the respective terms will have small numerical
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coefficients. It appears that the most important distortions of angular de
pendences, determined by the functions $ a, occur for holes due to the term 

In the above, the matrix elements of Ж' have been calculated. However, the 
probability of transitions is determined by the velocity operator v. If we work in 
the A' system, matrix elements of the operator (Fso)T =  (section 4)
differ from (B.5) only by a change in the subscript of the difference (m — m!)=> 
(m — m' +  т). The same result is obtained if we calculate total Vz according to 
formula (3.8). Note here that in the Kane model the operator R must be different 
from RÏ  ( /  is a unit 8 x 8  matrix) due to the corrections resulting from the 
Luttinger-Kane procedure (Luttinger and Kohn 1955) and caused by the 
influence of more distant bands (analogous to rso in (3.8b)). Verification shows 
that these corrections to the velocity have the same symmetry as the terms 
originating from and that these corrections are small.

To summarize, one could write down formulas for the coordinate R  and the 
velocity V, analogously to (B. 19) and (B.22); so, an analogue of (B.22) for the 
velocity has the form

KVm= t  Я - Ж Ф ) $ т + .  + г- (В-23)
a= —3:

List o f  abbreviations

CR cyclotron resonance CRI cyclotron-resonance inactive
SR spin resonance EMA effective mass approximation
EPR electron paramagnetic resonance SO spin orbit
COR combined resonance AQM angular quasimomentum
EDSR electric-dipole spin resonance a.u. atomic units
CFR
CRA

combinational frequency resonance 
cyclotron-resonance active

MOS metal-oxide-semiconductor
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