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Abstract—The critical nuclear charge Zcr and the critical distance Rcr in the system of two colliding heavy
nuclei—they are defined as those at which the ground-state level of the electron spectrum descends to the
boundary of the lower continuum, with the result that beyond them (that is, for Z > Zcr or R < Rcr) spontaneous
positron production from a vacuum becomes possible—are important parameters in the quantum electrodynam-
ics of ultrastrong Coulomb fields. Various methods for calculating Zcr and Rcr are considered, along with the
dependence of these quantities on the screening of the Coulomb field of a nucleus by the electron shell of the
atom, on an external magnetic field, on the particle mass and spin, and on some other parameters of relevance.
The effective-potential method for the Dirac equation and the application of the Wentzel–Kramers–Brillouin
method to the Coulomb field for Z > 137 and to the two-body Salpeter equation for the quark–antiquark system
are discussed. Some technical details in the procedure for calculating the critical distance Rcr in the relativistic
problem of two Coulomb centers are described. © 2001 MAIK “Nauka/Interperiodica”.

Dedicated to the blessed memory
of Arkadiœ Benediktovich Migdal

and Mikhail Samuilovich Marinov
Es war … eine Zeit die Riesen brauchte und Riesen zeugte,

Riesen an Denkkraft, Leidenschaft und Character,
an Vielseitigkeit und Gelehrsamkeit.

Friedrich Engels “Dialektik der Natur”1)

Mighty, Immense, and Great is the Distant Astral Law …
1)1. INTRODUCTION
Thirty years ago, there arose interest in the predic-

tions of quantum electrodynamics (QED) in ultrastrong
Coulomb fields—in particular, in the effect of sponta-
neous positron production from a vacuum (see, for
example, [1–30] and the review articles [7, 31–39]). A
feature peculiar to this process is that it has no bearing
on the frequency of an electric field and can occur in the
case of an arbitrarily slow (adiabatic) growth of the
nuclear charge in the region Z > Zcr, a point where it dif-
fers from any other positron-production mechanism
known so far. Moreover, its probability cannot be com-
puted by perturbation theory,2) so that it is necessary to
analyze exact solutions to the Dirac equation in an
external field.

The problem was formulated by Pomeranchuk and
Smorodinsky [40], who considered, as far back as
1945, the energy spectrum of an electron in a Coulomb

1)It was ... a time which called for giants and produced giants—
giants in power of thought, passion and character, in universality
and learning [quoted from Friedrich Engels, Dialectics of Nature
(Progress Publishers, Moscow, 1982; translated from the German
by Clemens Dutt)].

2)The probability of spontaneous positron production exhibits a
nonanalytic (in the parameter ζ = Zα, α being the fine-structure
constant) threshold behavior for Z  Zcr [see Eq. (37) below].
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field with allowance for a finite radius of a nucleus and
obtained the first ever estimate for Zcr. After that, how-
ever, the problem was not investigated for a long time.

After the year 1969, there appeared a torrent of the-
oretical studies devoted to this and some other allied
problems. Various aspects of spontaneous positron pro-
duction (as well as of accompanying processes like
induced positron production, which is associated with a
nonzero frequency of the electric field as the nuclei
involved approach; pair conversion in the case of the
Coulomb excitation of colliding nuclei; and delta-elec-
tron production3)) were analyzed in detail both for the
case of an isolated superheavy nucleus and for the case
where two heavy nuclei such that Z1 + Z2 > Zcr—for
example, uranium nuclei—approach each other. The
theoretical description of the structure of the vacuum
electron shell of a supercritical (Z > Zcr) atom in [7, 15–
17] proved to be somewhat out of the ordinary. This
range of problems was comprehensively analyzed in
the review articles [7, 31–39], where the interested
reader can find all necessary details.

3)These accompanying processes must be taken into account in per-
forming relevant experiments. For all these questions, the reader
is referred to [7, 10, 21, 25, 39].
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The present article, whose objective is less ambi-
tious, is aimed at describing and discussing various
methods for calculating the critical nuclear charge Zcr
and the critical distance Rcr for a collision of two heavy
nuclei, as well as at analyzing some equations for the
energies of the levels of the electron spectrum in the
region Z * Zcr. The above quantities are basic physical
parameters of the problem, which appear in all equa-
tions that are used in the theory of spontaneous positron
production. At the same time, these questions have not
yet received adequate attention in the surveys known to
the present author.

In the following, use is made, as a rule, of the system
of units where " = c = m = 1 (m is the electron mass);
distances and ε, the energy of a level, are measured in,
respectively, \/mc = 386.2 fm and mc2 units; α = e2/"c =
1/137; and ζ = Zα. The rest energy is included in ε, so
that the values of ε = 1 and –1 correspond, respectively,
to a free electron at rest (boundary of the upper contin-
uum for solutions to the Dirac equation) and to the
boundary of the lower continuum.

This article is dedicated to the memory of Arkadiœ
Benediktovich Migdal (1911–1991) and Mikhail Sam-
uilovich Marinov (1939–2000). Discussions with Ark-
adiœ Benediktovich (AB as we called him in a narrow
circle of physicists) on various aspects of the QED of
strong fields, as well as on a wider range of physical
(and not only physical) topics, were always extremely
interesting and instructive for me. Recollecting the
past, I would like to mention some features that were
calling cards of his personality as it remained in my
memory. First, it was his desire to understand always
the result of any complicated calculations in simple
physical terms or on the basis of an appropriate model.
Second, it was AB’s love for the semiclassical
approach, which he knew in minute detail and was able
to apply to intricate physics problems (in this connec-
tion, see, for example, his remarkable monograph
[41]). Third, AB was highly democratic: he would have
discussed scientific problems in just the same way with
a student and with an academician, while his disap-
proval of some ideas, which was sometimes expressed
very sharply, never became personal (I know this from
my own experience). Finally, it was his scientific
audacity: for example, AB was not afraid to admit vio-
lation of the Pauli exclusion principle for electrons that
have descended to the lower continuum [30] and had
stubbornly advocated his opinion for quite a long
period of time despite the objections and criticism of
many Soviet theoretical physicists.4) These are the fea-
tures of AB’s scientific style that impressed me most
deeply. It would be no wonder to me, however, if such
a list as composed by some other contemporary of AB
were totally different—is it not true that he was so
forceful and diverse a personality that he could be com-

4)Of course, AB was wrong in this case, but this example is a good
illustration of a feature that was peculiar to his personality—the
total absence of reverence for commonly recognized authorities.
pared (in my opinion) to such creators of the Renais-
sance period as Geronimo Cardano or Benvenuto Cel-
lini?

I would also like to recollect the discussion on the
problem of positron levels that would emerge with
increasing Z from the lower continuum. It was in 1970,
and it was AB, YaB (Yakov Borisovich Zeldovich), and
the present author who participated in this discussion.
At that time, AB firmly believed in the existence of
such states, while YaB and I questioned this and raised
some objections. Our objections annoyed AB, and the
discussion became very hot. Finally, Yakov Borisovich
said, “Kadya, you have forgotten about the Pauli exclu-
sion principle.” The reaction of AB was instantaneous
and tempestuous, and everything ended in the follow-
ing words of Yakov Borisovich: “Kadya, let us finish
today at this point, but do not think, please, that I could
not answer to you properly and in the same tone, but the
presence of Vladimir Stepanovich troubles me some-
what.” This scene is still before my eyes, but I do not
take courage to go in further details, for this requires
greater writing abilities. This episode was reflected in
part in the article written by Zeldovich and the present
author [7].

Many years of friendship and cooperation con-
nected me with Misha Marinov (some results of our
joint work—in particular, those concerning spontane-
ous positron production—were used in the present arti-
cle, especially in Section 3), who was a highly educated
physicist and who possessed a deep knowledge of
mathematics and a great pedagogical talent. I recall
with admiration lectures (brilliant in form and excellent
in content) on exceptional Lie groups, Cayley octan-
ions, and Grassmann numbers that Misha delivered at
the Institute of Theoretical and Experimental Physics
(Moscow) shortly after these mathematical construc-
tions (nearly unknown to theoretical physicists at that
time) had come into use in the theory of elementary
particles.

2. CRITICAL CHARGE OF A NUCLEUS

The discrete spectrum of the energy levels of an
electron moving in the Coulomb field of a nucleus falls
within the range –1 ≤ ε < 1. The problem admits an ana-
lytic solution in the case of a pointlike charge, where
the energy levels are determined by the well-known
Sommerfeld fine-structure formula [42]. For example,
the energy of the 1s1/2 ground-state term in the Cou-
lomb field V(r) = –ζ /r is given by

(1)

The curve of the 1s level terminates at Z = α–1 = 137 and
ε0 = 0, not reaching the boundary of the lower contin-

ε0 ζ( ) 1 ζ 2
– , 0 ζ< Zα 1.<= =
PHYSICS OF ATOMIC NUCLEI      Vol. 64      No. 3      2001



        

CRITICAL CHARGE IN QUANTUM ELECTRODYNAMICS 369

                     
uum. For the energy-degenerate ns1/2 and np1/2 states for
ζ  1, we similarly have

(1a)

where n = 0, 1, 2, … is the principal quantum number.
A formal analytic continuation of εn(ζ) to the region
Z > 137 leads to imaginary values of energy and com-
plex-valued wave functions, but this is unsatisfactory
from the physical point of view.5) The reason behind
the emergence of this difficulty can easily be traced
with the aid of the effective-potential method [4, 7, 18].

For the sake of simplicity, we begin by considering
the case of spherical symmetry, V = V(r). Upon a sepa-
ration of the variables, the Dirac equation in a central
field reduces to a set of differential equations for the
radial wave functions g(r) and f(r). The substitution

(2)

where g corresponds to the upper component of the
Dirac bispinor [45], recasts these equations into a form
similar to the Schrödinger equation but with an effec-
tive energy E and an effective potential U. Specifically,
we have

(3)

where the quantum number κ =  + 1/2) corresponds
to j = l ± 1/2 states, j and l being, respectively, the total
angular momentum of the electron and its orbital angu-
lar momentum (for the upper component g). We note
that the effective potential U depends on the angular
momentum j and on the energy ε of a level and that it
takes markedly different forms for ε values close to +1
and –1. For the Coulomb field of a pointlike nucleus,
we have

(4)

(a = κ for ε > 1 and a = –1/4 for ε = –1).
At sufficiently large values of the charge Z, a singu-

lar attraction that is in inverse proportion to the radius
squared and which can lead to collapse into the center
[46–49] (a phenomenon well known in quantum
mechanics) arises in the effective potential at small dis-

5)Nonetheless, such a possibility was considered in the literature
[43, 44]. There, complex values arise from the absorption bound-
ary condition imposed for r  0.
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tances. In order to demonstrate this, we consider a trial
function different from zero only in the region 0 < r <
r0. In accordance with the Heisenberg uncertainty rela-

tion, one has 〈p2〉  ≥ 1/4, whence it follows that

For ζ > j + 1/2, the spectrum of the effective Hamilto-
nian H is not bounded from below, since we have
〈H〉   –∞ for r0  0. Such a situation corresponds
to collapse into the center of forces in classical mechan-
ics and to the emergence of complex eigenvalues in the
case of the Dirac equation, but this is precisely what
occurs in the latter case [as can be seen from Eqs. (1)
and (1a)] upon a formal continuation of the energy
spectrum of levels for a pointlike charge to the region
ζ > 1.

From the aforesaid, it is clear that the emergence of
a singularity in the formulas for εn(ζ) at ζ = 1 is due to
the use of the idealized case of a pointlike charge. This
approximation provides a high precision for light
nuclei, but it becomes inapplicable at ζ > 1 for the j =
1/2 states and at ζ > j + 1/2 for states characterized by
the angular momentum j. At such large values of Z, the
Dirac equation must be solved with a potential cut off
at small distances, whereby the finiteness of nuclear
sizes is taken into account. In such a potential,

(5)

the form of the cutoff function f(r/rN) is dictated by the
electric-charge distribution over the nuclear volume
(see Appendix A).

Pomeranchuk and Smorodinsky [40] were the first
to notice this. By introducing finite nuclear sizes, they
showed that the Dirac equation has a solution over the
entire region from Z = 0, ε = 1 to Z = Zcr, ε = –1 and
roughly estimated the critical charge Zcr (however, their
estimate proved to be exaggerated). More precise val-
ues of Zcr were obtained later in [50, 51]. However, it
remained unclear what actually occurs at Z > Zcr. For
more than 25 years, this problem had not attracted
much attention.

A breakthrough occurred in the years 1969 and
1970, when the problem of the critical charge of a
nucleus and physical phenomena in the region Z > Zcr
became the subject of intensive investigations. First of
all, the value of Zcr was calculated precisely for a spher-
ical nucleus. These precise values were obtained inde-
pendently by two methods. Pieper and Greiner [2]
determined the energies of the levels by numerically
solving the Dirac equation and found Zcr as the point of
intersection of the curve representing the level ε0(ζ) and

r0
2

H〈 〉 1
2
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the boundary of the lower continuum (they assumed
that the nuclear charge is uniformly distributed over the
volume of a sphere of radius rN = r0A1/3, where r0 =
1.2 fm and where the dependence of the atomic number
A on the nuclear charge was approximated by the for-
mula A = 63.6 + 1.30Z + 0.00733Z2, which was
obtained from a dedicated consideration for a region of
superheavy nuclei (100 < Z < 250).

On the other hand, it was noticed in [3] that solu-
tions to the Dirac equation are strongly simplified at ε =
–1. Owing to this, it is possible to derive an equation
immediately for Zcr. The result is

(6)

where z = , ν = 2 , Kiν(z) is a Mac-
donald function,6) and ξ = ξ(ζ, κ) is the logarithmic
derivative of the intrinsic wave function at the nuclear
boundary [see Eq. (A.2) in Appendix A]. A numerical
solution to Eq. (6) was constructed for the case of rN =
r0A1/3 with r0 = 1.1 fm and A = 2.6Z (these values are
typical of heavy nuclei) and for the following two cut-
off models:

6)It is a real-valued function at real ν and z > 0, which decreases in
proportion to exp(–z) for z  ∞ and which features an infinite
number of oscillations for z  0.

zKiν' z( )/Kiν z( ) 2ξ ,=

8ζ crrN ζ cr
2 κ 2

–

I f x( ) 1≡

II f x( ) 3 x
2

–( )/2= 



for 0 x r/rN 1.<≡<
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2s(I)
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Fig. 1. Critical charge of a nucleus (ζcr = Zcr /137) for the
1s1/2 and 2s1/2 levels (the nuclear radius rN is given in \/mc =
386 fm units). The cutoff models I and II correspond to the
uniform charge distributions over the nuclear surface and
volume, respectively. In each pair of close curves, the upper
and the lower one represent, respectively, the results of the
numerical calculation from [3] and the results obtained with
the semiclassical formula (45).
Of these, the second corresponds to a constant density
of the electric charge in a nucleus. For a few low-lying
levels, the results of the calculations based on model II
are the following:

(7)

(see also Fig. 1). These values are in good agreement
with those from [2].

In this connection, there arises the problem of sensi-
tivity of Zcr values to a detailed form of the nuclear-den-
sity distribution in superheavy nuclei. This problem can
be resolved by comparing the Zcr values as obtained for
the cutoff models I and II—the point is that model I
assumes that the charge is entirely concentrated on the
nuclear surface, while model II corresponds to a uni-
form electric-charge distribution over the nuclear vol-
ume and is therefore quite realistic. Upon going over
from model I to model II, the value of the electrostatic
potential at the center of a nucleus increases by a factor
of 1.5, amounting to V(0) = 1.5ζ /rN . 70mc2 = 35 MeV.
The corresponding values of ζcr at rN = 10 fm are Zcr =
1.271 (I) and 1.243 (II), the difference of Zcr values
within models I and II being 3.8 units. From these
results alone, we can conclude that less significant
modifications (like allowances for the diffuseness of
the nuclear boundary, for deviations from a spherical
shape of nuclei, and for changes in the relationship
between A and Z in superheavy nuclei) would lead to very
modest modifications (of not more than one unit) to Zcr
(these effects were estimated in [13, 18, 25]). For the criti-
cal charge Zcr of a naked nucleus (that is, a nucleus not sur-
rounded by an electron shell), we can take the values in (7).

So far, the nucleus has been considered to be
naked—that is, completely deprived of its electron
shell. But if it is surrounded by such a shell, the shell
electrons reside near the nucleus for some part of the
time, screening its charge; as a result, Z effectively
becomes smaller, so that Zcr increases. Estimating this
effect is especially important in connection with per-
forming experiments to study spontaneous positron
production in heavy-ion collisions. Indeed, the total
charge of nuclei, Z1 + Z2, can exceed the critical charge
Zcr ≈ 170 calculated without allowing for screening
only by 15–20 units; therefore, an increase in Zcr even
by 10 units would considerably complicate an experi-
ment with heavy nuclei available at present.

Since it is very difficult to calculate Zcr in the prob-
lem of two centers, the analysis was actually performed
for a spherical nucleus. The electron-shell density was
taken according to the Thomas–Fermi equation [52].
Although the speed of K-shell electrons is v ~ c, the
majority of electrons occur at distances of r ~ 137Z–1/3 @
1 from the nucleus, so that the use of the nonrelativistic
Thomas–Fermi model is justified. For the screening-
induced increase in the critical charge, the results
obtained in [11] and [19] for the case of a neutral atom
are ∆Zcr = 1.5 and 1.2, respectively. A modest distinc-
tion between these two values seems to be due to the

Zcr 169 1s1/2( ), 185 2 p1/2( ), 230 2s1/2( ) …,=
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use of the different shapes of the electron-charge distri-
bution within the nucleus in those studies. Moreover,
the screening of the nuclear charge was taken into
account more correctly in [11] on the basis of the rela-
tivistic Hartree–Fock–Slater equation (see [12]), and
the value of Zcr = 173 was obtained there. Summing the
different corrections, we find that, upon a transition
from the cutoff model II to a nucleus that has a diffuse
boundary and which is surrounded by an electron shell,
the Zcr values presented in (7) increase by approxi-
mately 3 ± 1 units for the 1s and 2p states (see Table 1).
It is also possible to investigate Zcr as a function of the
degree of ionization of the electron shell, q = (Z – N)/Z,
where N is the total number of electrons in the shell (we
have q = 0 for a neutral atom and q = 1 for a naked
nucleus). With allowance for the screening effect, the
self-consistent potential for an electron now becomes

Vq(r) = – f(r/rN) + e2 for 0 < r < rN; 

Vq(r) = – ϕ(x) + e2 in the region rN < r < r0;

and 

Vq(r) = –(Z – N)e2/r 

for r > r0, where ϕ(x) is a solution to the Thomas–Fermi
equation for an ion, x = (128Z/9π2)1/3r/aB = 0.0425ζ1/3r,
and r0 is the radius of a positive ion in the Thomas–
Fermi model [52] [here, r0  ∞ at q = 0 (r0 @ rN)].

A change in Zcr can be found by perturbation theory
[18]. Specifically, we have

(8)

where ρcr = ψ+ψ is the electron-shell density at the crit-
ical point and β is the slope of the level [see Eq. (12)
below]. Substituting the expression δV = Vq(r) – V0(r)
into (8) and considering that the main contribution to
the relevant integral comes from the region where r ~
rK ! ra (rK is the K-shell radius, and ra is the mean
radius of the atom), we obtain [53]

(9)

The correction ∆Zcr(0) for a neutral atom was found by
numerically solving the Dirac equation for ε = –1 and
V(r) = –ζr–1ϕ0(x). The results of the calculation are
quoted in Table 1; the graph of the function F(q) is
depicted in Fig. 2, where we can see that, in the region
q & 0.5, this function changes insignificantly—for
example, F(0.5) = 0.907 [q values around 0.5 corre-
spond to a (Z1, Z2, e) quasimolecule arising in a colli-
sion of a naked nucleus with a neutral atom, because we
usually have Z1 ≈ Z2)]. Thus, the correction for screen-
ing in an ion whose degree of ionization is q ~ 0.5 is
nearly identical to that in a neutral atom. This can easily
be understood: with increasing degree q of ionization,
the electron shell comes closer to the nucleus, whereby

Z
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r
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 Z N–
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
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a decrease in the screening shell charge, which is equal
to (1 – q)Z, is partly compensated. On the other hand,
the correction ∆Zcr decreases fast when we go over to a
naked nucleus (q  1) since F(q) ∝ (1 – q)1/3  0.

The calculations presented in [53] also took into
account the screening of the nuclear charge by a vac-
uum shell of a supercritical atom (whose Z > Zcr
nucleus attracts such a shell upon positron emission
[26, 54]) and the diffuseness of the nuclear boundary.
The eventual results of those calculations for Zcr are
given in Table 1.

It is interesting to find out how finite nuclear sizes
eliminate the singularity of the energy ε0(ζ) at ζ = Zα =
1. Suppose that the cutoff radius rN is arbitrarily small
in relation to the electron Compton wavelength. In the
limit Λ = ln(1/rN) @ 1 (which is of a somewhat aca-
demic interest), the energy of the 1s level becomes [5, 7]

(10)

In the region Z < 137,  = 1 + exp(–2Λγ) + …
tends to unity exponentially fast, so that, for 1 – ζ @ Λ–2,
the energy ε0(ζ) coincides with expression (1) for a
pointlike charge and is virtually independent of the way
in which the Coulomb potential is cut off within the
nucleus. On the other hand, the point ζ = 1 is no longer
a singular point for the function ε0(ζ) at rN > 0, and

ε0 ζ( ) γ Λγ, γcoth 1 ζ 2
– .= =

Λγcoth

Table 1.  Critical charge for a spherical nucleus (lowest
states with κ = )

1s1/2 2p1/2 2s1/2 3p1/2

168.8 181.3 232 254

∆Zcr 1.2 1.1 3.5 3.3

0 1.5 3.1 4.6

0.5 0.6 0.8 1.0

Zcr 170.5 184.5 239 263

ζcr 1.245 1.346 1.74 1.92

〈r〉 0.500 1.27 2.27 5.76

0.309 0.237 0.552 0.459

ρ(ζ = ζcr) 1.62 0.333 0.994 0.333

Note: The following notation is used here:  is the critical

charge for a naked nucleus with a sharp boundary (cutoff
model II); ∆Zcr is the correction for screening in a neutral

atom;  is the correction for screening by the vacuum

shell;  is the correction due to the diffuseness of the

nuclear boundary; and 〈r〉  is the mean radius of the electron

state in "/mc units: (first row) at  = 1 (for a pointlike

nucleus) and (second row) at ζ = ζcr with allowance for finite
nuclear sizes. The parameter ρ is defined in (31) and (B.13).

1+−

Zcr
0( )

∆Zcr'

∆Zcr''

Zcr
0( )

∆Zcr'

∆Zcr''

ζcr
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expression (10) can be continued to the region Z > 137
with the result

(10‡)

Expressions (10) and (10a) describe a unified analytic
function that, in the vicinity of the point ζ = 1, is
expanded in a convergent series in integral powers of
1 – ζ2 as

(10b)

where B2n are Bernoulli numbers [B2 = 1/6, B4 ≡ –1/30,
…, B2n/(2n)! ≈ 2(–1)n – 1(2π)–2n for n  ∞]. Expres-
sion (10a) has a pole at  = π/Λ,7) whence we obtain
the asymptotic formula

(11)

We can see from this formula that ζcr as a function of
the cutoff radius rN has a singularity for rN  0.
Therefore, finite nuclear sizes cannot be taken into
account by perturbation theory if Z > 137. Here, col-
lapse into the center for the Dirac equation with a point-
like Coulomb potential clearly manifests itself.

In the zero-range limit (rN = 0), the curve represent-
ing the 1s level reaches the point ε = 0 at ζ = 1 and
steeply terminates after that (the derivative is dε0/dζ =
–∞). This shows that the zero-range approximation is
inapplicable to the problem being considered. At the
same time, the function ε0(ζ) smoothly intersects the

7)In fact, this pole is spurious—it is removed in solving the prob-
lem more accurately, whereby it is shown that, near the critical
point, there is a comparatively narrow region ζcr – ζ ~ Λ–3, where
expression (10a) is inapplicable. The relevant expression for the
energy of the level can be found in [5].
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0.5 1.0 q

F(q)

0

Fig. 2. Graph of the function F(q) in (9) (q = 1 – N/Z is the
degree of ionization of the electron shell of a superheavy
atom).
line ε = 0 if rN > 0, showing no singularities there, and
enters the lower continuum with a finite slope β:

(12)

(Fig. 3). Here, we have written the potential in the form
V(r) = –ζv(r), assuming that the function v determin-
ing the shape of the potential no longer depends on ζ
[for the potential in Eq. (5), this holds to a high precision,
since the dependence rN ∝ ζ 1/3 is rather weak]. The
parameter β determines the threshold behavior of the
probability of spontaneous positron production [4, 21].

The properties of atomic states for Z > 137 were also
investigated. Presented below are the formulas for the
mean radius of the ground state and for its variance. For
a Z < 137 pointlike nucleus, we have [see Eqs. (B.2)
and (B.9)]

(13)

For the κ = –1 states (that is, ns1/2 states), the results at
the boundary of the lower continuum are

(14)

(see Table 1). For an arbitrary energy of a level, 0 > ε >
–1, the expression for 〈r 〉  is much more complicated
[3]. According to numerical calculations, the mean
radius of the ground state decreases monotonically with
increasing ζ (see Fig. 5 in [3]), this decrease being
especially pronounced when the charge increases from
Z = 137 to Zcr (compare the corresponding numbers in
Table 1); on the contrary, the relative variance ∆r/〈r 〉

β dε
dζ
------–=

ζ ζcr=
v r( )ρcrd

3
r,∫=

ρcr ψ0
2

r( ) ζ ζcr==

r〈 〉  = 1 2 1 ζ 2
–+( )/2ζ , ∆r = 

r〈 〉

1 2 1 ζ 2
–+( )

1/2
----------------------------------------.

r〈 〉
4ζ cr

2
3–( ) 1 0.3ζ cr

2
+( )

2ζ cr 2ζ cr
2

3+( )
----------------------------------------------------, ε 1–= =

15

10

5

0
1.1 1.3 1.5 ζ cr

β

I

II

Fig. 3. Slope β of the ground-state level entering the lower
continuum: (solid curves) results of the numerical calcula-
tion from [4] and (dashed curve) result obtained in the semi-
classical approximation [74] for the cutoff model I.
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increases. The magnetic moment of the electron in a
bound state is given by [6]

(15)

In particular, µcr  2/15 = 0.133 for ζcr  1 and
µcr = 0.350 ≈ 1/3 of the Bohr magneton for ζcr = 1.245
(1s ground state).

Equations (13)–(15) can easily be generalized to
other states of the discrete spectrum (see Appendix B).
Table 1 also quotes the values of the parameter ρ =
w2/w1, which characterizes the relative weight of the
lower and the upper component of the Dirac bispinor
[see Eq. (B.13)]. Since ρ ~ 1, the electron bound state
at the boundary of the lower continuum is fully relativ-
istic (as might have been expected).

Equations (6), (14), and (15) have so simple a form
owing to the fact that, in the case of the Coulomb field
V(r) = –ζ /r, solutions to the Dirac equation at ε = –1
that decrease at infinity are explicitly expressed in
terms of a Macdonald function as

(16)

(the normalization factors are omitted here), where z =
23/2(ζr)1/2, ν = 2(ζ2 – κ2)1/2, ζ > |κ|, and the radial wave
functions g(r) and f(r) correspond to the definition

given in [45], the normalization condition being  +

F2)dr = 1 here (in the limit rN  0, the normalization
factor can be calculated explicitly [4, 21]). From (16),
it follows that, in the limit r  ∞, we have

(17)

the ratio of the coefficients c1 and c2 being c1/c2 =

− . Thus, the electron level that reached the
boundary of the lower continuum remains localized
(compare with the results given in [1]). At large dis-

tances from the nucleus, we then have F/G ∝  @ 1
and the electron-shell density decreases exponentially,

(17‡)

with the numerically large coefficient of c3 = 25/2 =
5.657. 

A considerable simplification in Eqs. (14)–(16) in
relation to the general case of ε ≠ –1 may be due to
some additional symmetry of the Dirac equation. In this
connection, it should be noted that the group of the hid-

µcr µ ζ ζ cr=( )≡ 2 4ζ cr
2

3–( )/3 2ζ cr
2

3+( ),=

κ 1.–=

G r( ) rg r( )≡ Kiν z( ),=

F r( ) rf r( )≡ ζ 1–
rG ' κG+( )=

=  ζ 1– κKiν z( ) 1
2
---zKiν' z( )+

(G
2

0

∞∫

G r( ) c1r
1/4–

8ζ crr–( ),exp≈

F r( ) c2r
1/4

8ζ crr–( ),exp≈

ζ cr/2

ζr

ρcr r( ) G
2

r( ) F
2

r( )+( )/4πr
2

=

≈ const r
3/2–× c3 ζ crr–( ),exp r ∞,
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den symmetry of the hydrogen atom (for the nonrelativ-
istic case, it was discovered by Fock [55] and Barg-
mann [56]; see also [57–62]) was considered in [63–65]
for the relativistic Coulomb problem. However, no spe-
cial analysis has been performed for ε = –1 states at the
boundary of the lower continuum.

3. CRITICAL DISTANCE FOR COLLIDING 
NUCLEI

There are no nuclei with charge Z ~ Zcr > 170 in
nature, and prospects for synthesizing them are abso-
lutely unclear at present.8) It was noted by Gershtein
and Zeldovich [1], however, that supercritical electric
fields are generated for a short period of time in the case
where two ordinary heavy ions (for example two naked
uranium nuclei with total charge Z1 + Z2 = 184 > Zcr)
come to each other within a distance R less than the
critical distance Rcr. Such an experiment is quite feasi-
ble, and the corresponding theoretical problem is that
of two centers for the Dirac equation. Since the nuclei
involved move at nonrelativistic velocities (vN /c ≈
1/20) and since a K electron is relativistic for Zα * 1,
the energies of the electron terms can be calculated in
the adiabatic approximation. The charge of each of the
colliding nuclei is less than 137, whence it follows that
finite nuclear sizes can be taken into account by pertur-
bation theory. Solving the Dirac equation for two point-
like charges at rest that occur at a distance R from each
other and which generate the potential

(18)

where r1, 2 are the distances between the electron and
the nuclei involved, presents the most serious difficulty
in the problem. This problem is much more compli-
cated than the above problem of solving the Dirac equa-
tion for a spherical nucleus.

The Schrödinger equation with the potential (18)
has received a comprehensive study [67] (it has numer-
ous applications in the theory of molecules, in the phys-
ics of muon catalysis, and in some other allied realms).
In this case, variables in the nonrelativistic Schrödinger
equation are separated in the ellipsoidal coordinates
(see [48])9) 

8)In this connection, mention should be made of the last record in
these realms—the formation of Z = 114 and Z = 116 nuclei in
48Ca + 242, 244Pu interactions (in all, seven such nuclei have been
observed so far). In all probability, these nuclear species lie near
the island of stability of superheavy elements—its existence has
long since been predicted by theorists (see, for example, [66]).
Naturally, this also quickens interest in QED predictions in the
region Z > 137.

9)In the mathematical literature [47, 67], they are more often
referred to as prolate spheroidal coordinates.

V r( )
Z1α
r1

---------
Z2α
r2

---------+ 
  , r1 2,– r R/2± ,= =

ξ
r1 r2+

R
---------------, η

r1 r2–
R

--------------,= =

ξ 1,≥   1– η 1, 0 ϕ 2 π , ≤ ≤ ≤ ≤
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and the equation reduces to two ordinary differential
equations. In going over to the relativistic problem of
two Coulomb centers, we run into the following addi-
tional difficulties:

(i) Variables are not separated in any of the known
systems of orthogonal coordinates.

(ii) Near each of the nuclei, the wave function devel-
ops a singularity associated with the term –(1/2)V2 in
the effective potential.

(iii) There is a significant spin–orbit interaction,
because of which the upper and the lower spinor com-
ponent of the wave function are on the same order of
magnitude at Zα ~ 1.

Squaring the Dirac equation at ε = –1, we arrive at
the set of equations

(19)

where the matrix elements Uij depend on r1 and r2 and
on the parameters R and ζ (see Appendix C). Upon sep-
arating the azimuthal angle ϕ, we obtain a set of sec-
ond-order partial differential equations on a plane. A
direct application of standard finite-difference methods
for solving boundary-value problems for elliptic equa-
tions to this set is inappropriate because of the presence
of singularities. The critical distance Rcr was calculated
by the Ritz method [14, 27] or by the Kantorovich
method (see [22, 23]).10) Either method relies on the
variational principle. Within the Ritz method, the ψ
function is represented as a finite sum ψ = ,
where {ϕn} is a fixed set of basis functions, while cn are
variable constants. Within the Kantorovich method,

ψ = (y)ϕn(x), where dn are fixed functions of the
variable y, while ϕn are variable functions of x. Substi-
tuting the ψ function into the quadratic energy func-
tional, one arrives at a bilinear form in the coefficients
cn within the Ritz method or at a functional bilinear in
ϕn within the Kantorovich method.

The condition requiring that the energy be minimal
leads to a set of linear algebraic equations within the
first method or a set of ordinary differential equations
for the functions ϕn(x) within the second method. In
order to achieve a high precision in variational calcula-
tions, it is important to choose correctly the variables x
and y and the functions dn(y); in the Ritz method, suc-
cess depends on the choice of basis functions ϕn.

The following approach was adopted in [22, 23]. We

denote by ρ = , z, and ϕ cylindrical coordi-

10)The idea of reducing a partial differential equation to a set of
ordinary differential equations is due to Kantorovich. Solutions
to Poisson’s and the biharmonic equation were considered in
[68] in various regions on a plane, and it was shown there that,
as a rule, this method converges faster than the variational Ritz
method and is more accurate than it.

∆ψ1 U11ψ1 U12ψ2+ + 0,=

∆ψ2 U21ψ1 U22ψ2+ + 0,=

cnϕnn∑

dnn∑

x
2

y
2

+

                                                            

nates. If the charges of the nuclei are identical, Z1 = Z2 =
Z/2, the wave function of the ground-state term is sym-
metric under the inversion in the z = 0 plane. In addi-
tion, we note that, for the ground-state term, the projec-
tion of the total angular momentum of the relevant
quasimolecule is Jz = Λ + sz = 1/2, while the projection
of the orbital angular momentum Λ is zero for ψ1 and
unity for ψ2. Isolating kinematical factors, we can rep-
resent the spinor components as

(20)

where χ1 and χ2 are real-valued functions that are even
in z. Instead of ρ and z, we now introduce the variables
x = x(ρ, z) and y = y(ρ, z) in such a way that the singular
points of Eqs. (19) occur at x = 0 and ∞, irrespective of
y. For this, it is sufficient that x  0 when r1  0 or
r2  0 and x  ∞ when r1, 2  ∞. The choice of
the variable y is not very important—it is only neces-
sary that the variables x and y be independent. Specifi-
cally, use was made of the variables

(21)

which take values in the curvilinear triangle (x–1 – 1)θ(1 –
x) < y < x–1 on the (x, y) plane. In terms of these vari-

ables, we have V(r) = –2ζR–1 . The trial
functions were represented as

(22)

A minimization of the energy functional leads to the set
of N = m + n equations

(23)

where P, Q, and R are (N × N) matrices dependent on x.
All the coefficients Pij , Qij(x), and Rij(x) are expressed
in terms of elementary functions; by way of example,
we indicate that, at i = j = 1,

(24)
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The functions Pij , Qij, and Rij are continuous at the point
x = 1, together with their first derivatives;11) it is conve-
nient to calculate them with the aid of the recursion
relations from [22]. The boundary conditions for the
functions ϕi(x) for x  0, ∞ follow from the require-
ment that the norm of the ψ function be convergent.

The boundary-value problem specified by Eq. (23)
has a solution only at specific R = Rcr(Z). The functions
ϕk(x) have a power-law singularity for x  0 and an
essential singularity for x  ∞. The character of these
singularities and the expansions near them immediately
follow from Eqs. (23). Introducing the matrix of loga-
rithmic derivatives,

we reduce the set of Eqs. (23) to the matrix Riccati
equation

(25)

where

(25‡)

By numerically solving this equation by the Runge–
Kutta method in the intervals (x0, x1) and (x∞, x1), we
determined the matrices Y0(x1) and Y∞(x1). The condi-

tion of continuity of the function ϕi(x) and (x) at x =
x1 leads to the set of homogeneous equations {Y0(x1) –
Y∞(x1)}ϕ(x1) = 0, which has a nontrivial solution under
the condition

(26)

whence we can determine Rcr at a given charge ζ. In
view of Eq. (24), it is natural to choose the matching
point at x1 = 1; in numerically solving Eq. (25), it is
convenient to make the substitution t = x–1/4, 0 < t ≤ 1.
The choice of the initial points of integration at x0 = t0 =

0.07 and x∞ =  ≈ 4 × 104 has made it possible to
ensure a precision not poorer than 0.15% in calculating
Rcr(ζ).

The choice of trial functions in the form (22) will be
referred to as an (m, n) approximation. With increasing
m or n, the class of trial functions becomes wider and
the accuracy of the (m, n) approximation becomes
higher, which can be seen from Table 2. The calcula-
tions were performed for (m, n) = (1, 0), (2, 0), (2, 1),
and (4, 3). The results for the Z = 90–100 nuclei are
quoted in Table 3.12) In order to assess the accuracy of
various methods, we consider the case of Z = 92 (ura-
nium nuclei) in greater detail (see Table 2). In addition

11)The expressions for the coefficients Pij(x), etc., for x < 1 differ
from those for x > 1 because the topology of the surfaces x(ξ, η) =
c changes at c = 1: they are simply connected for c > 1 and dou-
bly connected for 0 < c < 1.

Y Yij x( ) , ϕ i' Yijϕ j,
j 1=

N

∑= =

Y ' A BY– Y
2
,–=

A P
1–

Q R '–( ), B P
1–

R R
T

– P '+( ).= =

ϕ i'

Det Y0 x1( ) Y∞ x1( )– 0,=

t0
4–
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to the (m, n) approximations, we present here some
more numbers: the Rcr value as obtained by the Ritz
method [14] and in the monopole approximation (see
also Fig. 4), as well as the Rcr value deduced in [9] by
matching the relevant asymptotic expressions. From
Table 2, it can be seen that, with increasing order of the

12)Unfortunately, an algebraic error was made in [22] in calculating
the coefficients Q13 and Q23 in the equations of the (2, 1)
approximation [these terms die out at small and large distances
from nuclei and do not affect the corresponding asymptotic
expressions for ψ(r); therefore, they are poorly controllable].
This error resulted in overestimating the Rcr values in the (2, 1)
approximation by about 20% (see [23, 24] in this connection);
however, it exerts no effect on the (1, 0) and the (2, 0) approxi-
mation, where the results from [22] remain valid.

Table 2.  Convergence of the (m, n) approximations in the
two-center problem for the Dirac equation

(m, n)

Rcr, fm

Z = 184
(U + U)

Z = 190
(U + Cf) Z = 200

(1, 0) 34.7 – 68.1

(2, 0) 37.4 – 72.4

(2, 1) 38.37 50.8 74.4

(4, 3) 38.42 50.9 74.8

According to [24, 25] 36.8 48 –

Asymptotic values from [9] 35.5 46.7 68.2

Monopole approximation [25] 34.1 44.8 64.8

Table 3.  Parameters of the 1sσ electron state at the critical
point

Z1 = Z2 Rcr A∞ β ρ
numerical asymptotic

90 31.0 28.7 26.5 2.23 0.807 1.478

92 38.4 35.5 34.3 2.51 0.823 1.426

93 42.4 39.1 38.4 2.66 0.832 1.400

94 46.6 42.8 42.6 2.82 0.840 1.376

95 50.9 46.7 47.0 2.99 0.848 1.353

96 55.4 50.8 51.6 3.17 0.857 1.330

97 60.0 55.0 56.3 3.36 0.865 1.307

98 64.8 59.2 61.0 3.56 0.873 1.286

99 69.7 63.7 66.0 3.76 0.881 1.265

100 74.8 68.2 71.1 3.98 0.888 1.244

114 160.0 143.0 – 3.98 0.888 –

126 255.0 – – – – –

Note: The distances  (for pointlike nuclei) and Rcr (with

allowance for finite nuclear sizes) are given in fm. The
former were obtained from a numerical calculation in [23]
and from the asymptotic formula (32). The parameters β and
ρ are defined in (30a) and (31), respectively.

Rcr
0( )

Rcr
0( )
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(m, n) approximation, the relevant values of Rcr
increase monotonically {from the variational principle,
it follows that the exact value of Rcr can only exceed the
result obtained in any (m, n) approximation [8, 18]}.

Let us now consider the Ritz method. In these calcu-
lations, use was made of a system of the Hilleraas basis
functions

(27)

which leads to a fast convergence in the nonrelativistic
problem of two centers. However, these functions are
finite near the nuclei (ξ  1, η  ±1), whereas an
exact solution to the relativistic problem of two centers
has a Coulomb singularity:

(28)

(in the nonrelativistic limit Zα  0, this singularity
disappears). The presence of the singularity impairs

convergence of the expansion in the basis { }.
Within the Kantorovich method, there is no such diffi-
culty, since the functions ϕk(x) automatically have the
required singularity for x = ξ2 – η2  0 [this is
ensured by the set of Eqs. (23) itself]. In all probability,

ψnls
m ξ η,( ) ξ 1–

2a
-----------– 

  Ln
m ξ 1–

a
----------- 

  Pl
m η( )χs,exp=
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σ–
, σ∝ 1 1 Zα( )2

/4– ,–=

Z Z1 Z2+=

ψnls
m
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Z1 + Z2

U–U

U–Cf

Fig. 4. Critical radius Rcr (fm) for the 1sσ ground-state term
according to [25]: (dashed curve) results for naked nuclei at
rN = 0, (solid curve) results for naked nuclei with allowance
for finite nuclear sizes, (dash-dotted curve) results for the
case of 30 electrons in the atomic shell, and (dotted curve)
results for the case of 100 electrons in the atomic shell.
this explains the fact that, for Z = 92, the Rcr value as
obtained within the Ritz method with 100 trial func-
tions is close to the result from [22] in the (1, 0) approx-
imation, which involves only one function ϕ1(x).

It is also possible to compute the electron wave
function at the critical point ζ = ζcr and quantities asso-
ciated with it (see [23] and Appendix C of the present
study). Figure 5 shows the density ρcr(r) = ψ+ψ for the
1sσ state of the U + U quasimolecule at R = Rcr. Near
each nucleus, as well as at large distances from the
nuclei, the density ρ(r) is spherically symmetric; that
is,

(29)

where σ = . The asymptotic coefficients A0
and A∞ were computed in [23]. Table 3 gives the values
of the coefficient A∞, which determines the probability
of peripheral processes (for example, the probability of
atom ionization in a strong electric field).

Near the boundary ε = –1, the energy of the level is

(30)

The slope parameter β, which determines the threshold
behavior of the cross section for spontaneous positron
production [4, 21], can be calculated by the formula

(30‡)

The results are quoted in Table 3. For nuclei from the
uranium region, β is a nearly linear function of Z
(Fig. 6). The values of the parameter

(31)

which characterizes the magnitude of relativistic
effects for a bound electron, are also given in Table 3.
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Fig. 5. Density ρcr for the 1sσ ground-state term at Z1 =
Z2 = 92. The values of ρcr for neighboring curves differ by the
factor of 101/5. The positions of the nuclei are denoted by Z.
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Finally, the approximate analytic formula

(32)

was obtained in [9] by matching the relevant asymp-
totic expressions for the problem of two centers.13)

This method is usually quite accurate for shallow lev-
els—this can be easily demonstrated by considering the
problem of two delta-function wells at a fixed distance
between them (the simplest example of a two-center
problem). Therefore, it is natural to apply it to the prob-
lem being considered because, here, the effective
energy is E = 0.

In (32), we set g = , g' = , and ζ =
(Z1 + Z2)/137 and denoted by argΓ(z) that branch of this
multifunction for which g–1argΓ(1 + 2ig) = –2C +
O(g2) for g  0 (C = 0.5772…). This simple formula
qualitatively reproduces the ζ dependence of the criti-
cal distance. It is consistent with expression (11) for
δ  0 and, as can be seen from Tables 2 and 3, has an
uncertainty of about 5 to 10% for Z1 + Z2 & 200 (as Z
increases beyond this value, its accuracy deteriorates,
however). Surprisingly, the asymptotic expression (32)
agrees, to a percent precision, with the Rcr values as cal-
culated with allowance for finite nuclear sizes (see
Table 3); therefore, it can be used to obtain a fast esti-
mate of Rcr.

For the case of scalar particles, a similar approxima-
tion was constructed in [8], where the authors also for-
mulated the variational principle for calculating Rcr. For
the case of one spherical nucleus, they found that Zcr
satisfies the equation

(32‡)

where g =  and ξ is the same quantity as in
Eq. (6). A comparison of expression (32a) with the
results of the calculations according to the exact Eq. (6)
reveals that, in the region around rN ~ 10 fm, this for-
mula provide ζ cr to a percent precision.

The last row of Table 2 presents Rcr values calcu-
lated in the monopole approximation, which corre-
sponds to replacing the potential (18) by its zeroth
spherical harmonic:

(33)

For the two-center problem (rN = 0, Z1 = Z2), we have
V0(r) = –2ζ /R for 0 < r < R/2 and V0(r) = –ζ /r for r > R/2.

13)In order to derive this formula, use was made of the fact that an
excess over the critical charge is small in actual collisions: δ =
(Z1 + Z2 – Zcr)/Zcr ! 1 (for example, δ = 0.07 in U + U colli-
sions and δ ≈ 0.1 in U + Cf collisions).
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With allowance for finite nuclear sizes and at Z1 ≠ Z2,
the expression for V0(r) is rather cumbersome {see
Eq. (29) from [25])}, but numerically solving the Dirac
equation presents no serious difficulties because of the
spherical symmetry of the potential. It can be seen from
Table 2 that, for nuclei from the uranium region, the
precision of the monopole approximation is acceptable
(about 10%). The critical-distance values obtained in
this way in [25] are displayed in Fig. 4 both for naked
nuclei and for nuclei with an electron shell featuring 30
and 100 electrons.

So far, we have considered the 1sσ ground-state
term of the relevant quasimolecule. For the next, 2p1/2σ,
term, the result in the monopole approximation at Z1 =
Z2 = 92 is Rcr ≈ 18 fm [25], which is close to the sum of
the radii of the two nuclei involved. In this case, the
deformation of one nucleus by the Coulomb field of the
other nucleus becomes sizable, so that the problem
ceases to be pure.

4. EFFECTIVE-POTENTIAL METHOD

The effective-potential method [7, 18] is useful for
a qualitative analysis of the situation that emerges when
a discrete level approaches the boundary of the lower
continuum. The method consists in going over from the
Dirac equation to the simpler Schrödinger equation fea-
turing an effective energy E and an effective potential
U. In general, the relation between the effective poten-
tial U and the original potential V directly appearing in
the Dirac equation is rather complicated. The relevant
expressions are simplified at the boundary of the lower
continuum because, there, we are dealing with states at
zero (effective) energy (E = 0). Equation (3) then takes
the form

(34)

where v(r) = –V '/V depends only on the form of the
original potential V(r). Let us consider some specific
examples.
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Fig. 6. Slope β of a level in the two-center problem [see
Eq. (30)] versus the ion charge Zi: (straight line 1) results of
the numerical calculation according to formula (30a) and
(straight line 2) results in the WKB approximation [for-
mula (A.7)].
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For power-law attractive potentials

(35)

we have v(r) = ν/r; taking into account the Langer cor-
rection 1/8r2, which improves the accuracy of the semi-
classical approximation at small distances [40],14) we
arrive at

(35‡)

By way of example, we indicate that, in the case of a
Coulomb field, the effective potential has the form

(36)

(see Fig. 7). Thus, we conclude that, for ε values close
to –1, the effective potential involves a broad Coulomb
barrier, owing to which the electron state under analysis
is not delocalized when ε  –1; that is, the wave
function decreases fast at infinity (compare with the
results presented in [1]). For example, relation (17)
holds at the critical point Z = Zcr. This distinguishes the
problem being considered from a typically nonrelativ-

istic situation, where ψ(r) ~ e–λr and λ =   0
for εb  0 (here, εb is the binding energy—that is, the
spacing between the level and the boundary of the con-
tinuous spectrum).

The presence of a Coulomb barrier in the effective
potential affects all features of spontaneous positron
production. For Z > Zcr, the 1s level disappears from the
discrete spectrum, going over to the lower contin-
uum.15) Since ε < –1, the effective energy E is positive,
so that there arises the possibility for the level to decay
by penetrating through the potential barrier (see Fig. 7).

14)It is well known that, in some cases, semiclassical energy spectra
become coincident with exact ones upon introducing this correc-
tion.

15)According to [1], the charge density associated with a single
electron is delocalized for Z  Zcr. However, the preexponen-
tial factor that appears in the asymptotic expression for the wave
function, ψ(r) ∝ rµexp(–λr), and which is associated with the
Coulomb barrier in the effective potential (36) was disregarded

in [1]. Since µ = ζε/λ  –∞ and λ =   0 for

ε  –1, the factor rµ compensates for an ever slower decrease
of the exponential exp(–λr) for r  ∞, when the level
approaches the boundary of the lower continuum (in contrast to
the case of ε  –1, where the Coulomb interaction of the
electron with the nucleus increases 〈r〉  in relation to what occurs
in the case of a short-range potential). Thus, a bound state at the
boundary of the lower continuum remains localized both for
electrons [3] and for scalar mesons [4]. Therefore, there are no
reasons to expect that the polarization charge of the vacuum
increases greatly for Z  Zcr (in the case of fermions, for
which the Pauli exclusion principle is operative [7]); this is fully
confirmed by the numerical calculations of vacuum polarization
that were performed in the 1980s, as well as by those calcula-
tions for the vacuum-polarization-induced shifts of levels in
heavy atoms up to Z = 137 and even up to Z = 170 ~ Zcr.
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The penetrability of the barrier in the effective potential
determines the probability γ(k) of spontaneous positron

production. At the threshold (k ! 1, where k = 
is the emitted-positron momentum), we have [3, 4]

(37)
(apart from a preexponential factor), where b is a
numerical factor on the order of unity—for example,
b = 1.73 for model I at ζcr = 1.25.

For arbitrary ν < 2, the potential in (35a) involves a
barrier whose penetrability is exponentially small when
k  0. By using the Wentzel–Kramers–Brillouin
(WKB) method,16) one obtains [69, 70]

(38)

(39)

But if ν > 2, the penetrability here is determined by
the centrifugal barrier; at the threshold, we therefore
have

Let us finally consider short-range potentials featuring
an exponential tail,

(40)

From (34), we find in this case that

(41)

therefore, we have ψ0(r) ∝ exp(–µr/2). Thus, we con-
clude that a state that descends to the boundary of the
lower continuum remains localized in this case as well.

The use of an effective potential proved to be very
useful for developing a physical interpretation of elec-
tron states occurring in a lower continuum for Z > Zcr [7].

Finally, we would like to comment on higher spin
(s > 1/2) particles. Solutions to the Proca equation (s =
1) in the Coulomb field of a pointlike charge were con-
sidered in [71, 72], and it was shown there that, for any
ζ > 0, there occurs a collapse into the center. For the
attractive potentials V(r) = –gr–n (n > 0), the effective

16)The condition of applicability of the semiclassical approxima-

tion [41, 47] is satisfied here: (1/p(r)) ∝ ν g–1/2r–(2 – ν)/2 ! 1

for r  ∞.
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potential (35) for states characterized by specific values
of the total angular momentum j has the form

(42)

therefore, collapse into the center occurs here at an
arbitrarily small power-law singularity of V(r) at the
origin [3]. For the Proca equation, the potential that
represents the boundary between regular and singular
potentials has the form

(43)

in which case

. (44)

For g < gcr = (j + 1/2)2/ , this potential is regu-
lar, requiring no cutoff; as soon as the coupling constant
g exceeds the critical value gcr, it becomes singular
(similarly to the Coulomb potential for the Dirac and
the Klein–Gordon equation).

5. WENTZEL–KRAMERS–BRILLOUIN METHOD 
FOR Z > 137

It is of interest to apply the semiclassical approxi-
mation to the case of a strong Coulomb field. The first
attempt along these lines was made by Krainov [73],
but he used the WKB method not only in the Coulomb
field region (r > rN) but also in the interior of the
nucleus, where its accuracy is rather poor. A consistent
application of the WKB method to the relativistic Cou-
lomb problem was developed in [74], where the semi-
classical wave function was matched with a solution to
the Dirac equation in the internal region (0 < r < rN). In
practice, it is more convenient to find not ζcr at a given
nuclear radius but the function

(45)

where ξ is the logarithmic derivative of the internal
wave function at the boundary of the nucleus (see
Appendix A). This formula is convenient for applica-
tions, its accuracy is about 1% in the region of radii
around rN ~ 10 fm, and it correctly reproduces the
dependence of Zcr on the model of cutoff of the Cou-
lomb potential within the nucleus (see Fig. 1). More-
over, its accuracy only improves with increasing rN or
ζ cr [see Fig. 1 and Eq. (A.4)]. For the next, 2s1/2, level,
the precise and the semiclassical curve are indistin-
guishable on the scale of the figure.
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The electron state at the boundary of the lower con-
tinuum remains localized [see Eqs. (17) and (29)
above]. Therefore, the discrete level for Z  Zcr does
not tend to be tangent to the boundary ε = –1, entering
the lower continuum with a finite slope β:

. (46)

The value of β is of some interest for the theory [4, 21].
As can be seen from Figs. 3 and 6, the WKB method
determines the slope parameter β to a satisfactory pre-
cision.

The semiclassical approximation can also be
applied to the relativistic two-center problem. Refer-
ring the interested reader to [75–77] for details, where
the WKB method was consistently developed for ε ≈ –1
states of the Dirac equation, we only present here an
equation that determines the energies of the electron
terms of the quasimolecular system (Z1, Z2, e–) near the
boundary ε = –1. Specifically, we have

(47)

where

ζ = (Z1 + Z2)/137, and ρ = |κ|/ζ (0 < ρ < 1). At ε ≈ –1,
we have x = (1 – ρ2)(ε2 – 1) + …. According to (47), the
energy of the term, ε, depends on the ratio R/Rcr [this is
a corollary of the condition rN ! r ! rK (where rK is the
K-shell radius), which is satisfied, provided that the
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Fig. 7. Original potential V(r) and effective potential U(r)
for the relativistic Coulomb problem at Z ≈ Zcr [here, r± are
the turning points, while r0 = (ζ2 – κ 2)/ζ is the point where
the effective potential peaks].
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total charge of the two nuclei involved exceeds only
slightly the critical charge value, Z1 + Z2 – Zcr ! Zcr].
The value Rcr itself was calculated separately—for
example, by means of the variational method (see Sec-
tion 3). The results are represented by the curves in Fig. 8.

The possible existence of Z @ Zcr nuclei (of course,
stability of such nuclei can be ensured only by some
new mechanism—for example, by the formation of a
negative-pion condensate [28]), referred to as super-
charged ones, was considered in the literature [29, 78].
We denote by nκ and N the number of discrete levels
characterized by a given value of the quantum number
κ that have descended to the lower continuum and the
total number of such levels, respectively, and by Ne the
number of electrons in the vacuum shell of a supercri-
tial atom (such a shell is formed near a supercritical
atom upon positron emission). Obviously, the relations

N =  and Ne =  + 1)nκ then hold; in the
semiclassical approximation, we obtain

(48)

where f+(r) = f(r) if f(r) ≥ 0 and f+(r) = 0 if f(r) < 0. In the
case of the potential given by (5), it follows that, for
ζ @ 1, we have

(49)

where c4 and c5 are numerical constants on the order of
unity that depend on the cutoff model. Figure 9 bor-
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Fig. 8. Energy of the ground-state term in the two-center
problem. The values of the total charge Z = Z1 + Z2 of the
nuclei involved are indicated on the curves.
rowed from [79] demonstrates that the semiclassical
approximation is quite accurate even at relatively small
values of ζ * 2.

Equations (48) suggest that the local density of the
electron cloud in the vacuum shell of a supercritical
atom is ρ(r) = (V2 + 2V)3/2/3π2, and this natural
assumption can indeed be rigorously substantiated
[54]. This makes it possible to write the relativistic
Thomas–Fermi equation [26, 54]

(50)

(where np is the density of protons in a supercritical
nucleus), whose solution determines the properties of
the electron shell in an atom for Z @ 137.

We will not dwell any more on these questions,
referring the interested reader to the aforementioned
studies and to the monographs [38, 39, 78]. The only
objective here was to demonstrate the efficiency of the
WKB method for ultrastrong Coulomb fields.
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Fig. 9. Number N of levels that have descended to the lower
continuum [for the potential (5)]. The stepwise broken line
represents a numerical solution to the Dirac equation, while
the curve Q was computed according to the semiclassical
formula (49).
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Table 4.  Accuracy of the WKB method for the Salpeter equation (case of massless quarks)

nr = 0 1 2 3 5 References

l = 0 0.9724 0.9958 0.9983 0.9991 0.99953 [83]

0.9725 0.9959 0.9982 0.99905 – [84]

l = 1 0.9391 0.9743 0.9858 0.9908 0.9952 [83]

0.9382 0.9744 0.9859 0.9910 – [84]

l = 2 0.9232 0.9590 0.9742 0.9820 0.9897 [83]

l = 3 0.9152 0.9478 0.9642 0.9742 – [84]

Note: Quoted in the table are the meson-mass ratios , where  stands for the results of numerical calculations from [83,

84], while  corresponds to the calculation relying on the modified quantization rule from [74] and taking into account rela-

tivistic kinematics according to [85].

Mnrl
calc( )

Mnrl
⁄ Mnrl

Mnrl
calc( )
    
It should be noted here that the WKB method can be
applied to two-particle relativistic wave equations,
including the Salpeter equation [80–82] for the quark–
antiquark system. In the case of the confining potential
V(r) = σr (where σ is the tension of the string between
the quark and the antiquark involved) in this Salpeter
equation

where p = –i∇ , m1 and m2 are the masses of the quarks
(whose spins are disregarded here), and Mn are the
meson masses, the semiclassical mass spectrum of
mesons agrees, to a percent accuracy, with the spectrum
obtained by numerically solving [83, 84] the Salpeter
equation (especially for l ~ 1 states, including the
ground state, for which nr = l = 0). For further details,
the reader is referred to [85, 86] (see also Table 4).

6. Zcr FOR OTHER PARTICLE SPECIES

In the case of a Coulomb field, the Klein–Gordon
equation has a solution decreasing at infinity,

(51)

where x = 2λr,

(51‡)

and Wµ, iν/2 is the Whittaker function. The energy of the
ground-state level in the field of a pointlike charge is

(52)

[compare with Eq. (1)]. States that are pure in the
orbital angular momentum l now undergo collapse into
the center for ζ > l + 1/2. In the limit ε  –1, which
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corresponds to λ  0, µ  –∞, and µx  –2ζr,
the Whittaker function is simplified significantly to
become

(53)

It can easily be shown that the equation for ζcr can
be written in a unified form for the spin values of s = 0
and 1/2; that is,

(54)

where z = , as in Eq. (6). For the ground state,

we have ν = 2  in both cases.

Under the condition rN ! 1/m, we have ξ = ζ
for the cutoff model I (see Appendix A), as before. Con-
sidering, however, that mrN > 1 for pions, we conclude
that the Klein–Gordon equation must be solved exactly
in the internal region r < rN. In the simplest case (l = 0,
cutoff model I), we obtain

(55)

Equations (54) and (55) were solved with the aid of a
computer [3]. Although Zcr = 1/2α = 68.5 for a pointlike
charge in this case, the value of Zcr exceeds 137 even at
rN ~ 0.1"/mc (see Fig. 4 in [3]). A numerical calculation

for pions ("/mπc = 1.41 fm) yields  ≈ 3300 [87],
which is far beyond any known nucleus.

The situation is similar for muons (\/mµc =

1.87 fm). Solving Eq. (6) led to ζcr = 16.7 or  ≈

2300 for model II and  ≈ 3700 for model I [69].
Thus, we can see that, for rN ! 1/m, the numerical value
of Zcr depends greatly on the choice of model. It should
be emphasized that it was Migdal who suggested the
existence of supercharged nuclei with Z ~ 1373/2 [29];
however, the theory does not provide definitive results
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for their density and for the relation between A and Z.
Let us assume that rN = r0A1/3, where r0 = 1.2δ fm and
A/Z = 2.6ξ, δ and ξ being free parameters (for conven-
tional nuclei, we have δ = ξ = 1). The critical charge

 depends strongly on the parameter ∆ = δξ1/3 (see
Fig. 10). It should also be noted that the above values of
the critical charge should be treated as a first approxi-
mation, since the calculation took no account of the
screening of the potential (5) by the electron shell that
the naked nucleus attracts from a vacuum upon the
spontaneous emission of positrons and their escape to
infinity. The inclusion of the screening effect is
expected to increase Zcr still further.

Thus, the situation where muon or pion levels in a
superheavy nucleus reach the boundary ε = –mc2 can
hardly be realized.

7. MISCELLANEA

Here, we consider some additional questions related
to those discussed in Sections 2–6.

1. From Eq. (4), it can be seen that, for ε ≈ –1, ζ >
j + 1/2 electron states, an effective attraction propor-
tional to 1/r2 arises at small distances (for a pointlike
charge, it leads to a collapse into the center [46–49]).
This attraction, which is a purely relativistic effect,
stems from introducing the Coulomb interaction of the
electron with the nucleus in a minimal way—that is,
through the time component of the 4-potential Aµ. This
can be seen from the example of the Klein–Gordon
equation alone, which is obtained for a spinless particle
from the relation p2 = ε2 – m2 by means of the substitu-
tion pµ  pµ – eAµ. The resulting equation

(56)

is identical to the Schrödinger equation in form if we set

(57)
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Fig. 10. Critical charge of a nucleus for the muon (the cutoff
models I and II were used). For ordinary heavy nuclei, the
parameter ∆ is equal to unity.
The term – V 2 is dominant at small distances, where

|V(r)|  ∞ and leads to attraction, irrespective of the
sign of V(r). For the spin value of s = 1/2, the form of
the effective potential becomes more complicated, but
it undergoes no significant qualitative changes: the
expression for U(r) develops additional terms associ-
ated with the particle spin and spin–orbit interaction
[see Eqs. (3) and (34) and also Appendix C].

2. If light charged scalar bosons (of mass about me)
existed in nature, then effects associated with the
approach of a discrete level to the boundary ε = –mc2

would be observable because Zcr = 68.5 at rN = 0 for
such bosons. However, we have \/mπc = 1.41 fm and
mπrN @ 1 for the pion, and Zcr considerably exceeds
137 in this region, as was shown in the preceding sec-
tion.

A modest (in relation to the case of a pointlike

charge) increase in Zcr from  = 137 for electrons is
associated with the fact that merN ~ 0.03 ! 1.

3. With increasing potential-well depth, the energy
levels ε for bosons and fermions behave differently,
which was first discovered by Schiff et al. [88], who
considered the example of s states in the square well
V(r) = –gθ(r0 – r) for the Klein–Gordon equation.
Namely, the dependence of ε on the coupling constant
g in the case of the Klein–Gordon equation is non-
monotonic—there is a backbending, which occurs near
ε = –1 if the well is sufficiently wide. At some coupling-
constant value g = gcr, two levels going from the contin-
uum boundaries ε = 1 and –1 merge, whereupon there
arise states characterized by a square-integrable wave
function; however, the energies of these states are com-
plex-valued, which is at odds with unitarity. This means
that, at g > gcr, the single-particle Klein–Gordon Hamil-
tonian is no longer a self-conjugate operator and has no
physical meaning.

A physical interpretation of this phenomenon was
given by Migdal [28]: at g ~ gcr, there occur the virtual
production of charged particle–antiparticle pairs and a
strong vacuum polarization, which screens the bare
charge g, thereby preventing it from reaching the criti-
cal charge gcr . It follows that, in the boson case, the the-
ory must inevitably be multiparticle at g ~ gcr. (For elec-
trons, the situation is totally different. Because of the
Pauli exclusion principle, there are only two vacancies
in the K shell at Z > Zcr ~ 170 upon positron emission;
therefore, vacuum polarization leads only to a small
effect of order α and is unable to prevent the descent of
the next levels of the electron spectrum to the lower
continuum [7].)

By developing these considerations further, Migdal
et al. [78] created the theory of pion condensation in
nuclear matter and predicted some interesting effects.
Unfortunately, no experimental evidence for the exist-
ence of a pion condensate in conventional heavy nuclei
has been obtained so far.

1
2m
-------

Zcr
0( )
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4. It should be noted that the problem of establishing
the character of the motion of levels near the boundary
ε = –1 presents considerable difficulties, because its
investigation involves analyzing complicated equa-
tions. After [88], the problem was addressed in [89–
95]; however, some of the results presented in [91, 92]
are erroneous. The relativistic generalization of the
effective-range expansion for states whose energy is
close to the boundary of the lower continuum is a very
convenient means for studying this problem [95]. An
analysis along these lines reveals [69, 95] that, for the
Dirac equation, there are no positron levels that would
arise from the lower continuum and which would have
a positive derivative dε/dζ. At the same time, there are
such levels for the Klein–Gordon equation [88], in
which case, for a short-range potential V(r) = –gv(r),
two bound states merge at some value g = gcr and ε >
−1; for g > gcr, the S matrix for this case develops com-
plex poles on the physical sheet. A remarkable property
of the Dirac equation is that it does not involve such a
difficulty; therefore, the single-particle Dirac equation
retains, to some extent, its meaning in the supercritical
region g > gcr as well [7].

If the potential V(r) possesses a Coulomb tail for
r  ∞, the bound state remains localized even at ε =
–1 and ζ = ζcr owing to the presence of a barrier in U(r)
[see Eq. (17) above]. Therefore, all levels of the dis-
crete spectrum enter the lower continuum at a finite
slope dε/dζ = −β < 0 (both for the spin of s = 1/2 and
for the spin of s = 0 [4]). Nonetheless, the distinction
between the boson and the fermion case still remains at
the fundamental level: the S-matrix pole corresponding
to a bound state at Z < Zcr goes into the complex plane
(for Z > Zcr) on the physical sheet at s = 0 and on the
unphysical sheet at s = 1/2.

5. Let us consider the effect of a magnetic field on
Zcr. In a magnetic field so strong that the Larmor radius

of an electron, l =  =  (in "/mc units), is
less than the mean ground-state radius 〈r 〉 , the electron
shell is squeezed toward the nucleus in the direction
orthogonal to the field B, taking a cigarlike shape [96–
98]; therefore, the electron effectively undergoes a
stronger attraction to the nucleus than in the absence of
a field, whereby the critical charge decreases. The con-
dition l ! 〈r〉 actually corresponds to B @ B0 = m2c3/e" =
4.41 × 1013 G (where B0 is the critical, Schwinger [99],
field17) peculiar to QED).

The problem being discussed was comprehensively
studied in [101]. For a “weak” magnetic field, the
reduction of Zcr can be found by perturbation theory.
The result is

(58)

17)Of course, so strong a field can occur only under extremal condi-
tions (for example, within pulsars [100]).

"c/eB B0/B

ζ cr B( ) ζ cr 0( ) 5π2µ
6 1/rN( )ln[ ] 3
------------------------------- B

B0
-----– O B/B0( )2( ),+=
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where µ is the magnetic moment (15). It follows that,
even at B ~ 0.1B0 ~ 5 × 1012 G, ∆Zcr < 1.

For stronger fields, the dependence Zcr(B) is
obtained from the equations derived in [101], which
were solved numerically. Presented immediately below
are some results referring to the ground state: Zcr ≈ 165
at B = B0, Zcr = 96 at B = 100B0, Zcr = 92 (uranium
nucleus) at B = 133B0 ≈ 5.5 × 1015 G, and Zcr = 41 at B =
2.4 × 104B0 ≈ 1018 G. The next level of the electron
spectrum reaches the boundary ε = –1 at B ~ 1.5 ×
1016 G if Zcr = 92, and so on.

Thus, we conclude that, in the presence of a strong
magnetic field, the boundary of the lower continuum
can be reached at charge values as small as Z < 170—
for example, in the case of a naked uranium nucleus or
even in the case of lighter nuclei. The above estimates
show, however, that this requires magnetic fields of
strength not less than the critical one. It should be
recalled that maximum magnetic fields achieved so far
under laboratory conditions are six orders of magnitude
less than that [102, 103].

6. Some authors considered modifications to QED
and their effect on spontaneous positron production.18)

In particular, Rafelski et al. [107] considered a nonlin-
ear Lagrangian of the Born–Infeld type [108]. For the
case of electrostatics, it leads to the energy density

(59)

where n and E0 are parameters of the theory—for exam-
ple, n = 1 (or E0  ∞), n = 1/2, and the limiting case
of n = 0 correspond, respectively, to Maxwell electro-
dynamics, to Born–Infeld theory, and to Infeld–Hoff-
mann theory.

We denote by EB the E0 value obtained from the con-
dition [108] that the electron mass is entirely of an elec-
tromagnetic origin. We then have EB =1.2 × 1018 V/cm
at n = 1/2, in which case Zcr = 214 for the 1s level [107].
This would naturally dash the hopes for observing
spontaneous positron production in experiments with
known heavy nuclei. However, the above value of E0
contradicts experimental data on atomic levels. In order
to avoid a conflict with the precisely measured energy
differences in the spectra of the 82Pb and 100Fm nuclei,
it is necessary to assume [110] that E0 > 140EB ~ 2 ×
1020 V/cm. As a result, the critical charge can increase
by not more than two units.

Here, we will not consider other modifications to
QED (see, for example, [111, 112]) that were also dis-
cussed in the literature in connection with the effect of
spontaneous positron production.

18)At present, the predictions of QED are in remarkable agreement
with experimental data: in the record case of the electron anoma-
lous magnetic moment, the accuracy is 10–12 [104–106]. In this
connection, the modifications to QED that are discussed below
seem less interesting.
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7. The method of linear combinations of atomic
orbitals (LCAO), which is known from quantum chem-
istry, was used in [113] to solve the relativistic two-cen-
ter problem. For the ground-state term considered in
the case of identical charges of the nuclei involved, one
can set

(60)

where ψ1 and ψ2 are the wave functions of an electron
moving in the field of, respectively, the first and the sec-
ond center, while S = 〈ψ1|ψ2〉  is the overlap integral.
The relativistic wave functions of the hydrogen-like
atom [45] with an effective charge Qα < 1 (which
depends on R and Z) were taken for ψ1 and ψ2. As a
result, an analytic, albeit rather cumbersome, formula
was obtained for the ground-state term. This formula
makes it possible to calculate ε0(R, Z) over a wide
region of R and Z. A comparison with the numerical
results from [27] shows that the error of this formula is
10% at Z/2 = 35 (Br + Br system) and as large as 25%
at Z/2 = 92. Thus, we can see that, in the region 90 ≤
Z/2 ≤ 100, the accuracy of this approximation is insuf-
ficient, so that it is necessary to use a more complicated
trial function featuring a greater number of variational
parameters than in (60).

8. OPTIMISTIC CONCLUSION

Qu’est-ce qu’optimisme? disait Cacambo.
Hélas! dit Candide, c’est la rage de soutenir

que tout est bien quand on est mal.
Voltaire “Candide ou l’Optimisme”19)

Let us briefly touch upon the currently prevalent
experimental situation.

Experiments seeking spontaneous and induced
positron production in heavy-ion collisions (at energies
close to the height of the Coulomb barrier) were per-
formed at the UNILAC heavy-ion accelerator of GSI
(Darmstadt, Germany). There, beams of Pb and U ions
of energies 3 to 6 MeV per projectile nucleon were
obtained. Even the first experiments [114, 115], which
were conducted in the subcritical region (Z1 + Z2 < Zcr),
recorded induced positron production due to the
quickly varying (in time) Coulomb field of colliding
nuclei (the term “quasiatomic” or “induced” positrons
is often used in the literature for this case). The energy
spectra of these positrons comply well with the results
of theoretical calculations for the process. Of particular
interest are the results [116–118] presented by two
experimental groups, EPOS and ORANGE, which
were named after the magnetic spectrometers that they
used. In addition to the theoretically predicted continu-
ous spectrum of positrons, these groups reported the

19)“What is optimism?” said Cacambo. “Alas!” Candide said, “it is
the mania of maintaining that everything is well when we are
wretched.” [Quoted from Candide and Other Romances by Vol-
taire (Dodd, Mead and Company, New York, 1928; translated
from the French by Richard Aldington.]

ψ aψ1 bψ2, a+ b 1/ 2 1 S+( ),= = =
observation of a few relatively narrow positron peaks
(of width not greater than 40 keV). Later on, this effect,
which was much to the surprise of experimentalists and
which was dubbed the Darmstadt effect, was repeatedly
tested and refined, and a few tens of events were
recorded under the areas of the most pronounced peaks
(at  ≈ 255 and 340 keV). Subsequently, narrow

peaks were also observed in the spectrum of electrons
recorded in coincidence with positrons and in the total-
energy (  + ) spectra (see [119–121] and refer-

ences in the review article by Pokotilovsky [122]),
which is puzzling phenomenon indeed.

Naturally, these unusual phenomena inspired keen
interest of theorists. In the period from 1985 to 1992,
there appeared a few tens of theoretical studies that
were devoted to the subject and which put forth various
hypotheses, sometimes exotic ones, to explain the
Darmstadt effect: the decay of a new particle (axion
[123, 124]), composite extended particles, magnetic
quasibound states of the e+e– system [125], a new phase
in the QED vacuum [112], the formation (in heavy-ion
collision) of a quasimolecule whose nuclei are at a dis-
tance R < Rcr for a time period T @ Rcr /v ~ "/mc2 ~
10−21 s [126, 127], and the capture and cooling of
positrons in an expanding open resonator between two
Coulomb centers [128]. Without further extending this
list, we only note that none of these mechanisms could
provide a full and compelling description of all phe-
nomena observed at GSI.

More recently, a critical analysis of these (extremely
difficult) experiments and new experiments that col-
lected much vaster statistics revealed that narrow lines
in the electron and positron spectra were an experimen-
tal error (this was recognized by the authors from GSI
themselves [129, 130]), so that no new physics is
needed, as has already occurred many times in the his-
tory of science, for explaining these phenomena.

It is difficult to say when the Darmstadt experiment
will be continued, if at all, and when a detailed compar-
ison of the theory of spontaneous positron production
with experimental data will be performed, which would
imply a check upon QED and upon the Dirac equation
not in the traditional region of high energies and small
distances but in the new region of ultrastrong external
fields. These experiments are complicated20) and
expensive, while one should not expect sensational dis-
coveries here. At the same time, such experiments do
not require new giant accelerators whose construction

20)The main difficulty here consists in isolating the process of inter-
est among other processes inevitably accompanying it, like
induced positron production and the formation of positrons in
nuclear processes. Moreover, the spontaneous-positron-produc-
tion cross section itself is small near the threshold (E  Ethr =
2(Ze)2/Rcr) [4, 7, 21] because of the Coulomb barrier in (36),
which also ensures a localization of the electron state with
energy ε ≤ –1 in the lower continuum. At energies E * 2Ethr,
however, this cross section no longer has an exponential small-
ness.
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could ruin the budget of a country: the energy that is
necessary to cause the approach of two uranium nuclei
within the critical distance of Rcr ≈ 35 fm is 5 to 6 MeV
per nucleon, an energy value that has long since been
achieved at heavy-ion accelerators available world-
wide. Moreover, considerable advances have recently
been made in producing beams of heavy ions deprived
partly or even completely of their electron shell (it
should be recalled [7, 38, 39] that, for spontaneous
positron production, it is necessary that an unfilled
K-level descend to the lower continuum21)). All this
gives sufficient grounds to regard the future of experi-
mental investigations in these realms of physics with a
refrained optimism (at the same time, the above opin-
ion of Voltaire also deserves attention).

The situation can change drastically if Z * 1373/2

nuclei are discovered some day, which must be sur-
rounded, as the theory indicates, by a dense vacuum
shell consisting of electrons that have descended to the
lower continuum. The possible existence of such super-
charged nuclei (with A > 103 and N = Z) was repeatedly
emphasized by Migdal [29, 78, 131–133]. Their stabil-
ity would be guaranteed owing to the screening of the
proton charge by the negative-pion condensate and by
electrons distributed within the nucleus:

“For Z > Zc ≈ (137)3/2 stable nuclei should exist. At
a sufficient value of Z – Zc such nuclei should be stable
with respect to fission” [29].

“For highly charged nuclei, fission instability is
most important. Fission stability is possible only if the
Coulomb energy is considerably suppressed. This
means that the π– charge should be of the order of Z. As
we have shown, Zπ ≈ Z at Ze3 ~ 1. Thus, the consider-
able suppression of the Coulomb energy at Ze3 ~ 1 can
lead to the stability of supercharged nuclei” [133].

An analysis has revealed that there exist two possi-
ble regions of stability of anomalous nuclei—the
region of superdense nuclei (Z ≈ N, Z & 102) and the
region of superheavy nuclei (Z ≈ N, Z * 103); here, the
electric charge of baryons is fully compensated by the
pion condensate and by the electrons …. In the limiting
case of Z @ 1/e3 ≈ 1600, the interior of a superheavy
nucleus appears to be an electrically neutral plasma
formed by baryons, pion-condensate mesons, elec-
trons, and negative muons. For such nuclei, there are no
upper bounds on A, so that there can in principle exist
stars in the form of a nucleus [78].

These are basic conclusions from those studies on
the possible existence of superheavy nuclei in nature.
Of course, it should be borne in mind that the modern
theory of the nucleus is not celestial mechanics: even

21)It is worthy of note that spontaneous positron production from a
vacuum is possible not only in a collision of two Zu > Zcr nuclei
with unfilled K shells but also in the case where this is so for
only one (Z1) of the nuclei (the second can involve K electrons—
this can be for example, a neutral atom of the target nucleus). In
the latter case, it is necessary that Z1 ≥ Z2, as follows from a
comparison of the molecular terms of the (Z1, Z2, e) system at
small and at large distances between the nuclei [20, 21].
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the law of interaction between two nucleons in a vac-
uum has not been established conclusively, nor can an
ab initio solution to the Schrödinger equation for a
heavy nucleus be obtained. Therefore, a theoretical
extrapolation from conventional nuclei to the far region
around Z ~ 1373/2 can hardly be reliable.22) However,
we would like to complete the present discussion with
the following words: “Cela est bien dit, répondit Can-
dide; mai il faut cultiver notre jardin” [136].23) 

ACKNOWLEDGMENTS

I am grateful to S.S. Gershtein, B.M. Karnakov,
V.D. Mur, and L.B. Okun for looking through the manu-
script and for enlightening comments; to Yu.Ts. Ogan-
essian for a discussion on the problem of superheavy
elements; to D.N. Voskresensky and E.E. Saperstein for
calling my attention to the studies quoted in [134, 135];
to V.I. Lisin and S.G. Pozdnyakov for performing rele-
vant numerical calculations; and to M.N. Markina for
assistance in the preparation of the manuscript.

This work was supported in part by the Russian
Foundation for Basic Research (project nos. 98-02-
17007 and 01-02-1685).

APPENDIX A

Semiclassical Approximation
in the Relativistic Coulomb Problem

(a) Let us consider the case of a heavy spherical
nucleus. Since we have rN ! "/mc = 1 in Eq. (5) (at ζ =
1.25, the nuclear radius is rN ≈ 0.023), the main contri-
bution to the quantization integral comes from the
region rN < r < r0, where

(A.1)

r0 being the turning point. The semiclassical wave func-
tion corresponding to the upper component of the Dirac

22)In this connection, the following comment is in order. Estimates
from [28, 131] revealed that there are nuclei close to the pion-
condensate instability; in particular, pion condensation may
occur in ordinary heavy nuclei. However, a detailed analysis of
experimental data (absence of the doubling of the 0+ and 0– lev-
els in the 208Pb spectrum, which is known comprehensively;
probabilities of single-nucleon slow-pion capture by nuclei; etc.)
showed that there is no condensate in nuclei [78, 134]. At
present, the variational calculations from [135] indicate that pion
condensation is possible in neutron stars [at a density of ρ ~
(1.5–2.0)ρ0, where ρ0 ≈ 0.15 nuclon/fm3 is the normal nuclear
density].

23)“It is well said,” replied Candide, “but we must cultivate our gar-
dens.” [Quoted from Candide and Other Romances by Voltaire
(Dodd, Mead and company, New York, 1928; translated from the
French by Richard Aldington.]
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bispinor has here the form

The phase γ is determined by matching this wave func-
tion with the internal wave function at the boundary of
the nucleus. The result is

(A.2)

(actually, we have rN/r0 & 0.1 ! 1). For ζ cr, the modi-
fied quantization condition [74] yields

(A.3)

Upon evaluating the integral, Eq. (A.3) reduces to the
form (45). It should be noted that the greater ζ, the
higher the degree to which the condition

(A.4)

which ensures the applicability of the semiclassical
approximation, is satisfied (this is so everywhere with
the exception of the vicinity of the turning point). This
explains the behavior of the curves in Fig. 1.

(b) Let us consider the relativistic problem of two
centers. For nuclei from the uranium region, the radius
of the K shell is five to ten times as great as Rcr; in cal-
culating the energy ε(R) of the electron term, it is there-
fore not necessary to know the wave function in the
region r & R/2, where the special features of the two-
center problem are of importance, but where the ε
dependence of p(r) is immaterial. Equation (47) for
ε(R) follows from a comparison of two quantization
integrals at close energies. We have

(A.5)

where p(r) = r–1F(r, ε) is a semiclassical momentum,

(A.6)

and rt = r0 1 – (1 – κ2/ζ2)(1 + ε) + …  is the position

of the turning point at ε values sufficiently close to –1.
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In Eq. (47), we have x = 0 at ε = –1; the function φ(x)
is given by different formulas for x > 0 and x < 0, but
x = 0 is not a singular point for this function: φ(x) = 1 –

x + O(x2) for x  0. A compact expression for the

slope parameter β can be obtained from Eq. (47) [77].
The result is

(A.7)

In particular β = 12ζ2/(8ζ2 + 13) for the ground-state
term (see straight line 2 in Fig. 6).

(c) The logarithmic derivative ξ appearing in Eqs. (6),
(54), (A.2), and (A.3) can be found from the Riccati
equation [18]

(A.8)

We also have ξ = u(1) and u(0) = |κ| if κ < 0 [here, x =
r/rN , and f(x) is the cutoff function from Eq. (5)]. For
the κ = j + 1/2 > 0 states, we obtain

(A.9)

For example, we find for the ns levels (κ = –1) within
model I that

(A.10)

where ak ≈ –2/π2k for k  ∞; for κ = –(l + 1) < 0, we
have

(A.11)

while for κ = l > 0, we use Eq. (A.9). In particular, we
find for the np1/2 states that

(A.12)

where l is the orbital angular momentum for the upper

component and fl(x) = Γ(l + 1/2)(x/2 Jl – 1/2(x),  fl(0) =
1. For more realistic cutoff models, it is straightforward
to calculate the values of ξ numerically.
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Presented below are some useful expansions. Rep-
resenting the volume charge density in a nucleus as

(A.13)

and setting ρ(x) = ρ0 + ρ1x + ρ2x2 + …, we arrive at

(A.14)

By way of example, we indicate that, for the κ = –1
states, the result for ξ is

(A.15)

In particular, we find for model II that ρ(x) = 3θ(1 – x),
ρ0 = 3, and ρn = 0 for n ≥ 1 and that a1 = 2/5, a2 = 17/40,
a3 = 0.665, ….

In the case of scalar particles, it is only necessary to
replace κ(κ + 1) by l(l + 1) in Eq. (A.8) and to discard
terms involving f '(x). For the cutoff model I, the value
of ξ(ζ, l) is then coincident with that in (A.11).

APPENDIX B

The energy eigenvalues for the Dirac equation with the
pointlike-charge potential V(r) = –ζ /r are given by [45]

(B.1)

where q ≡ nr = 0, 1, 2, … is the radial quantum number;

n is the principal quantum number; ν = 2 ; and
j = 1/2, 3/2, …, n – 1/2 is the angular momentum. The
mean radius of the |njκ〉  state is [6] is

(B.2)

In particular, expression (13) follows from here for the
ground-state (n = N = 1) level; for the energy-degenerate (at
ζ < 1) 2s1/2 and 2p1/2 levels, we have24)

(B.3)

24)It should be emphasized, however, that, at ζ ≈ 1, these formulas,
as well as those in (1) and (13), are valid to a logarithmic preci-
sion [see (10)].
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For the κ = ±1 states, there is a square-root singular-
ity at Z = 137 [see, for example, Eq. (1a)], 

(B.4)

where q = n – 1 and where the upper (lower) sign refers
to the ns1/2 (np1/2) states. 

It is natural to determine the magnetic moment of an
electron in a bound state from the relation µ =

−(∂ε/∂B)B → 0 , where δε = [rα] · B . This yields (in

Bohr magneton units) [6]

(B.5)

and a similar formula for κ > 0 states.

In the particular case of κ = –n (that is, for the 1s1/2,
2p3/2, 3d5/2, etc., states, including the ground state), the
relevant formulas are simplified to become

(B.6)

(the formula for µ was obtained by Breit [137]).

For the ground state of s = 0 or s = 1/2 particles, the
probability-distribution density and its moments are
given by

(B.7)

(B.8)

where

and ε = ε0(ζ) is the energy of this state. In particular, we
have

(B.9)

(ε0 = m + 〈T 〉 + 〈V 〉). Thus, the virial theorem 〈V 〉  =
−2〈T 〉  is valid only for ζ ! 1—that is only in the non-
relativistic case.

r〈 〉 1
2
--- q 3q

2
2+( )

q
2

1+
-------------------------- 1± O 1 ζ2

–( ),+=

1
2
---– --

µ 1 2 j 1+( )ε+[ ] / 2 j 2+( ), κ 0,<=

εn 1 ζ 2

n
2

-----– , r〈 〉 n
2ζ
------ 1 2 n

2 ζ 2
–+( ),= =

µ 1 2 n
2 ζ 2

–+
2n 1+

---------------------------------=

ρ r( ) ψ+ψ A
2

2λr–( )r
2η 2–

,exp= =

r
σ〈 〉 4π ρ r( )r

σ 2+
rd

0

∞

∫ Γ 2η σ 1+ +( )
2λ( )σΓ 2η 1+( )

---------------------------------------,= =

λ 1 ε2
– , η εζ /λ , A

2
2η 1– λ 2η 1+

πΓ 2η 1+( )
----------------------------,= = =

r〈 〉 2η 1+
2λ

----------------, ∆r r
2〈 〉 r〈 〉 2

–( )
1/2 2η 1+

2λ
--------------------,= = =

1
r
--- λ

η
---, V〈 〉 ζ 1/r〈 〉– 1 ε0

2
–( )/ε0,–= = =

T〈 〉 / V〈 〉 1 ε0+( ) 1–
–=



388 POPOV
For s = 1/2 (electron), we have ε0 = η =  and
λ = ζ, while, for scalar particles, the results are

In the nonrelativistic limit, we arrive at

(B.10)

(B.11)

where a = 1 at s = 1/2 and a = 5 at s = 0, while aB =
"2/me2 is the Bohr radius.

If ζ ≥ j + 1/2, the pointlike-nucleus approximation is
no longer applicable to states characterized by the
angular momentum j; as a result, the wave functions
become much more complicated [3, 5]. At ε = –1, we
can use, however, the simpler expressions (16). For
ns1/2 (κ = –1) states, this leads to expressions (14) and
(15), while, at κ = 1, we arrive at

(B.12)

It is interesting to note that, for ζcr @ 1, the mean radius

behaves identically, 〈r 〉  = 0.3ζcr[1 + O( )], in the two

cases (κ = ).

We denote by w1 and w2 the relative weights of the
upper and the lower component of the Dirac bispinor
(in other words, the probability that a bound electron

1 ζ 2
–

ε0
1
2
--- 1

4
--- ζ 2

–+ 
 

1/2

,=

λ 1
2
--- 1

4
--- ζ 2

–– 
 

1/2

, η ε0
2
.= =

ε0 ζ( ) 1 ζ 2

2
-----–

a
8
---ζ 4

– …,+=

λ ζ a 1–
8

-----------ζ 3 …, η+ + 1
a 3+

8
------------ζ 2

– …,+= =

A
ζ 3

π
----- 1

a 3+
8

------------ζ 2 ζln– O ζ 2( )+ ,=

r〈 〉 3
2Z
------aB 1

5a 3+
24

---------------ζ 2
– …+ 

  ,=

r〈 〉 3
40ζ cr
------------ 4ζ cr

2
3–( ), µcr 0.= =

ζ cr
2–

1+−

Table 5

ζcr

κ = –1 κ = 1

ρ 〈r〉 µcr ρ 〈r〉 µcr

1.00 2.33 0.130 0.133 0.333 0.075 0

1.25 1.61 0.312 0.354 0.333 0.195 0

1.50 1.22 0.447 0.533 0.333 0.300 0
has the orbital angular moment l or l ' = 2j – l),

(B.13)

The parameter ρ = w2/w1 characterizes the degree to
which the electron state being considered is relativistic.
To illustrate this, we note that, in the nonrelativistic

state (ρ = ζ2/4n2 ! 1), we have ρ = (q + )–2 at
ζ = 1 and

(B.14)

for states at the boundary of the lower continuum.

It should be emphasized that these formulas are
valid only under the condition rN ! 〈r 〉 . The numerical
values of the parameters for ε = –1 states are quoted in
Table 5.

The mean radius 〈r 〉  increases quite fast with
increasing ζcr. This increase is not due to the effect of
the internal region r < rN , whose contribution is small.
The probability for the electron to reside within the
nucleus can be roughly estimated as wN ≈ (rN/〈r 〉)3 ~
10–3–10–2 at rN = 10 fm. In this sense, the situation
resembles that in the deuteron, with the difference—a
significant one, however—that the electron, which is
relativistic here (ρ ~ 1), is confined near the nucleus
owing to the Coulomb barrier in the effective potential
(36). The probability wN can be calculated more pre-
cisely by using the formula

(B.15)

where A0 is the asymptotic coefficient in the wave func-
tion at the origin. This yields wN = 0.02, 0.019, and
0.037 for the 1s, 2s, and 2p1/2 states, respectively; for
two nuclei at the distance R = Rcr, we have A0 = 3.56 and
wN 3.6(–3) at Z/2 = 92 and A0 = 1.86 and wN = 1.7(–3)
at Z/2 = 100 (the values of A0 were borrowed from [23]).

The decrease in the critical distance because of cut-
ting off the Coulomb potential within the nucleus can
be computed by the formula

(B.16)

where  is associated with pointlike nuclei (problem
of two centers), β is the slope of the level as given by
Eq. (30a), and ∆ε is the shift of the level upon taking
into account finite nuclear sizes.

w1 G
2

r( ) rd

0

∞

∫ 1 ρ+( ) 1–
,= =

w2 F
2

r( ) rd

0

∞

∫ ρ
1 ρ+
------------.= =

q2 1+

ρ 1
3
--- 1 2κ 2

3κ– 1+

ζ cr
2

------------------------------+=

wN

4πA0
2

2η 1+
---------------- merN( )2η 1+

,=

Rcr Rcr
0( )

1 β 1– ∆ε–( ),=

Rcr
0( )
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By perturbation theory, we find

(B.17)

where ζ = 2Zα = 2 . The results for the cutoff
models I and II are F(γ) = (2γ + 1)–1 and F(γ) = 3/(2γ +
1)(2γ + 3), respectively. A more precise formula for ∆ε
can be obtained by matching the wave functions at the
boundary of the nucleus. In this way, the Rcr values
quoted in Table 3 were calculated in [23].

APPENDIX C

The Dirac equation for an electron with a static
potential V(r) has the form

(C.1)

where W = 1 + ε – V, while ϕ and χ are, respectively, the
upper and the lower bispinor component (here, the
potential is not assumed to be spherically symmetric).
The substitution ψ = W–1/2ϕ reduces Eqs. (C.1) to the
form

(C.2)

(C.3)

Here, ψ and the effective potential U are both two-com-
ponent quantities. For 1 > ε ≥ –1, W(r) is positive for
any attractive potential; therefore, a transition from the
set of Dirac equations (C.1) to Eq. (C.2) does not
involve singularities.25) Formally, Eq. (C.2) has the
form of the ordinary Schrödinger equation featuring
spin–orbit coupling. The difference, however, is that
the potential U itself depends (in a rather complicated
way) on the energy ε. At the boundary of the lower con-
tinuum, W = –V, expression (C.3) takes the somewhat
simpler form (19). The explicit expressions for the
functions Uij(r) can be found in [22].

In calculating the mean radius, the slope of the level
at the boundary of the lower continuum, and other sim-
ilar quantities, it is necessary to normalize the Dirac
function. It will now be shown how this can be done
without calculating the lower component explicitly.

25)In the case of a repulsive potential, V(r) > 0, the function W can
vanish and become negative. Instead of (C.2), it is therefore nec-
essary to use the equation that is obtained from the set of
Eqs. (C.1) upon the substitution χ = (1 – ε + V)–1/2ψ.

∆ε 2πA0
2ζγ 1–

rN
2γ

F γ( ),=

F γ( ) 2γ x
1–

f x( )–[ ] x
2γ 1–

x,d

0

1

∫=

1 γ2
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s p⋅( )ϕ Wχ , s p⋅( )χ W 2–( )ϕ ,= =

∆ψ ε2
1– 2U–( )ψ+ 0,=

U εV
1
2
---V

2
–

1
4W
--------∆V

3

8W
2

---------- ∇ V( )2
+ +=

+
1

2W
-------- ∇ V p×[ ] s⋅ .
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From Eqs. (C.1), we have

(C.4)

where

(C.5)

and p = –i∇ . Performing integration by parts and using
Eq. (C.2), we arrive at the identity

(C.6)

where f(r) is an arbitrary real-valued function (in our
case, f = W –1/2). Taking into account the relations

and expression (C.3) for the effective potential, we
obtain

(C.7)

(C.8)

Considered immediately below are some cases
where the above formulas can be simplified.

(a) For the central field V = V(r), we have

and ∆V = V '' + 2r–1V '. Equation (C.3) then reduces to
Eq. (3), while Eq. (C.8) yields

(C.9)

where G = rg(r) and F = r f(r) are radial wave functions.
In [18], this formula was obtained directly for spheri-
cally symmetric potentials and was used in the calcula-
tions.

χ W
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(b) At the boundary of the lower continuum (ε = –1),
we have W = –V and

(C.10)

It should be noted that, in the problem of two pointlike
Coulomb centers, we can omit, in the above formulas,
terms that are proportional to the Laplacian ∆V. In order
to demonstrate this, we note that W ∝ r–1 for r  0;
hence, W–α∆V ∝ rαδ(r) ≡ 0 for any α > 0. The same is
true for any system of pointlike charges.

(c) At ε = –1 and V(r) = –ζ /r, we have

(C.11)

Similar identities can be obtained for the moments of
the electron-density distribution. They are presented
here in the simplest (and the most important) case of
κ = –1. Denoting

we obtain

(C.12)

Thus, the problem reduces to averaging over the
upper component G(r) exclusively. For the case of the
Coulomb field, we find with the aid of (16) that

(C.13)

For natural values of σ, the last expression reduces to
polynomials:

(C.14)

With the aid of (C.14), we can easily deduce Eqs. (14),
(15), and (B.12).
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