TabulaROSA: Tabular Operating System Architecture

Jeremy Kepner! Ron Brightwell>, Alan Edelman?3, Vijay Gadepally*%#4, Hayden Jananthan'4®, Michael Jones'#, Sam Madden?,
Peter Michaleas'#, Hamed Okhravi?, Kevin Pedretti>, Albert Reuther!* Thomas Sterling’, Mike Stonebraker?
IMIT Lincoln Laboratory Supercomputing Center, “MIT Computer Science & Al Laboratory, 3MIT Mathematics Department,
*MIT Lincoln Laboratory Cyber Security Division, °>Sandia National Laboratories Center for Computational Research,
°Vanderbilt University Mathematics Department, /Indiana University Center for Research in Extreme Scale Technologies

Overview

* The rise in computing hardware choices is driving a reevaluation of operating systems

* An operating system can be viewed as software that brokers and tracks the resources of the compute engines and is akin to a
database management system

* To explore the idea of using a database in an operating system role, this work defines key operating system functions in terms of
rigorous mathematical semantics that are directly translatable into database operations
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Simulation Performance Results

* QOperating system equations provide a mathematical
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