
 TheWiereProcess

ÑTWiener Process a Standard BrownianMotion can bedefined in two ways
A process WH t 0 having

Continuous paths

i Stationary independent increments

in WCH NIGEL to
or

A Gaunion process with continuous paths mean zero and correlation function

Wct WH min ti t2

Some properties of the Wiereen
Thy Suppose W is a wiener process and let as 0 Then theprocess

A 12 W Ict

is a wiener procen

Pf Follows immediately from It is clearly Gaussian

til Hy C Wetil Wktz
C min Kti Hy min ti th th

Tha The process t WCCTE WCC is a Wiener process independent

of WH c for any c 0

Pf Follows immediately from ii and The

This is the sense in which Brownian motion is Markovian and stationary

it is constantly restarting

Them The process XH E WI It is a Wiere process

Pf It is Gaussian and continuous ignoretechnicalities at t o Covariance function

t WC ti taW Er t.to min t.it ta fE y minctiit2



Generalcommotions
We may generalize the wiener process by adding a drift and a
scale to WIE

A process X t defined as

It 10 ME TW t

is called a µ 52 Brownian motion though this terminology is rarelyused

physics
I bring this up because of an important fact

Tdm If a stochastic process X has continuous paths and stationary independent
invements then X is a Brownian motion as defined above

The Gaussanity of increments then comes for free This can be intuited from

the central limit theorem If invements one stationary and independent then

any one increment can be partitioned on the sum of many smaller
increments that are iid

IepathologfBownianPaths
2 For any ESO will crosses zero infinitelymanytimes on the interval 0 E
On way to understand this is to use that tW t is a Wiere process

It is believable that a wienerprocess crosses 0 infinitely many times on the
interval Ye a we may come back to this when we talk about recurrence

of random walks But if SW Ys 0 for infinitely many se 1 e then

Wit O for infinitelymany te 10 E

2 WCH is nowhere differentiable with prob 1
This maybe understood from the independence of increments WHS wit

and W t 8 WLEI are independent t 830



Another way consider ΔW WH d wit

This has variance ΔW 8 hence ftp of

WfmqtFÑ Fhn the first passage time for somebo
Tb inf t We b

inf t Wt b

Let us compute the cumulative distribution function F t P To t

Then P To t P Tb t We b P Tb t We b

P We b Tb t P Tact P We b

The second term simply follows from We NCO t

P We b fjdxt.AE2t 1Erfc
b
Ee

How about the first term First convince yourself that by symmetry
P We lb To t 1 2 Reflection Principle

i e once you condition on hitting b at some time Tb t WIH is

equally likely to be above or below b at subsequent times Thus

Thereflection principle

f2 tb erf

enter erft The corresponding probability density is

Py t bf supported on it

This is called a levy distribution It has diverging mean
Tb

But Tb is finite with Prob 1 1m P T.at erfi o 1

We say that a Brownian motion in ID is null recurrent if itcrosses zero it comes

back almost surely but the time to so is infinite on average



Yhik Ithfan wit suppose I give you win to some 430

What is the conditional distribution of With wal
The following fact is useful

Wuof
lemma We tu Wu is independentofWn fortin

Pf Clearlythe quantitity is Gaussian so it suffices

to showthatthe covariance is zero OMMWM.gg
wyst

Wt tuWa Wu1 min tus Wa

t Iu 0 En

This makes life easy
We Wn We E Wa Was Ewa

Wt Wn taWu

1
This makes sense the mean is just obtained by linearly interpolating btwthe
two points The variance is

WE Way Wt We way Way

Wt Iwa Wu
byEmma

We Way
t 2 mint a U

t IEJ
As expeited variance is smallest near

Wntor u and maximized at t u 2

Strangely this is independent of Wu
As Wu is made larger the relative width vanishes 1,1

d

o a was a s

Maximum variance is always 4 4



Note that the result above gives a procedure for sampling a wiener

process on the interval 70up
or

1 set w 01 0

set was bydrawing anco.us number

3 set W V21 bydrawing a N W a 4 4

4 Repeat forthe intervals 10,4 2 and 4 2,4
it

continue recursively
xx x

x x
h

The conditional correlation function is for setcu
W a WH Wial s 1

I leave the proof on an exercise

TYIEspii.lyETu sandwa o the resulting conditional distribution

is called a Brownian Bridge This can be uniquely defined as follows

Def A standard Brownian Bridge is a Gaussian process 14 t 1 0,1 with

continuous paths mean zero and 4 51 41 511 t for O S t 1

You can verily that if W is a wiener process the following give Brownian bridges

1H W t t Wil

YIH 11 H W E
You can interpret this as a Wiere process pinned at W I 0

You may verify that a Brownian bridge has the

following Fourier representation

Bt E.EE E Mythmus

where the Ea are i i d NCO 1
The spectral density their falls as I k this is like a simple Gaussian

field theory with Hamiltonian H 4 SdxPUT don't worry if this is meaninglen to you


