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\begin{abstract}
This paper introduces and investigates the Online Container Relocation Problem, where containers have to be retrieved from a bay in a container terminal so as to minimize the number of relocations. Unlike the offline version of the problem, the order of container retrievals is revealed one at a time in an online fashion. We analyze the so-called leveling heuristic using the perspective of worst-case competitive analysis of online algorithms and derive its competitive ratio. We then provide some computational experiments which give insights on the actual average performance of the heuristic.
\end{abstract}

\section{Introduction}

Container terminals stack containers on top of each other so as to use their scarce land efficiently. The drawback of stacking is that only the topmost container of each stack can be accessed directly.

If another container has to be retrieved, parasite movements – called relocations, reshuffles or re-handles – are necessary to free the target container. Relocations increase the time needed to retrieve containers and thereby decrease the overall productivity of the terminal. However, relocations cannot be avoided completely as little information about future retrievals is known when containers have to be stored or relocated, or because of limited yard space.

The following problems have been addressed for yard optimization: the storage space allocation problem to determine storage locations for incoming containers; the yard crane assignment/scheduling problem to assign yard cranes to storage areas and to define a schedule of storage and retrieval operations for each crane; the remarshal/permarshal problem to reorganize parts of the storage area (a block/bay) in less busy periods as new information becomes available to reduce the number of relocations during the subsequent retrieval process; the container relocation problem to retrieve all containers from a bay in a given sequence with a minimum number of relocations. For a comprehensive literature review on problems related to container storage, retrieval and re-handling at terminals see Caserta, Schwarze, and Voß (2011) and Lehfeld and Knust (2014).

This study deals with the container relocation problem (CRP) which is NP-hard (Caserta, Schwarze, & Voß, 2012). Few exact and several heuristic solution approaches exist. Exact solution approaches use integer linear programs to model and solve the problem (Caserta et al., 2012; Lee & Hsu, 2007; Petering & Hussein, 2013; Tang, Zhao, & Liu, 2012; Zehendner, Caserta, Feillet, Schwarze, & Voß, 2015) or a branch and price approach (Zehendner & Feillet, 2014). Most of the heuristic approaches are based on branch and bound and apply different branching and exploring strategies (Caserta, Schwarze, & Voß, 2009; Caserta & Voß, 2009; Forster & Bortfeldt, 2012; Kim & Hong, 2006; Rei & Pedrosa, 2012; Önlüyurt & Aydin, 2012; Wu & Ting, 2010; Zhang, Guo, Zhu, Lim, & Cheang, 2010; Zhu, Qin, Lim, & Zhang, 2012). Other authors use tabu-search (Wu, Hernández, & Ting, 2009), or the so-called corridor method (Caserta et al., 2011).

The dynamic container relocation problem (DCRP) is an extension of the CRP where containers are both received and retrieved from a single yard-bay. The arrival (departure) sequences of containers to (from) the yard-bay is assumed to be known a priori. Akyüz and Lee (2014) present a BIP formulation and three types of heuristics for the DCRP. Borjian, Manshadi, Barnhart, and Jaillet (2015) introduce the time-based DCRP. They require that each retrieval and stacking operation is completed within a given service time window but do not impose a sequence of operations.
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They aim to jointly minimize the number of relocation moves and service time. They propose an IP for this problem.

All these papers deal with the offline problem where the entire retrieval/storage sequence of containers or their time windows are given in advance. In practice, the exact retrieval/storage sequence of containers in a bay is not known in advance. Especially, for import containers the retrieval sequence is revealed over time as trucks arrive at the terminal.

Only a few articles deal with stacking and/or relocation operations of containers with uncertain arrival and departure times. Borgman, van Asperen, and Dekker (2010); Dekker, Voogd, and van Asperen (2006); Duinkerken, Evers, and Ottjes (2001) use simulation to compare different storage space assignment and reshuffle strategies with different levels of departure time information. van Asperen, Borgman, and Dekker (2013) use simulation to analyze the impact of truck announcements on different storage space assignment and reshuffle strategies. Yu and Qi (2013) use simulation to compare single-period and multiple-period strategies to allocate arriving containers to storage space with regard to the average expected container retrieval time. These studies model the entire yard and consider storage and retrieval operations. Yang and Kim (2006) deal with the problem of assigning arriving containers to the yard so that the expected number of reshuffles is minimized. Jang, Kim, and Kim (2013) show that the number of relocations can be reduced if the load type of an arriving container is used to determine its storage location.

Zhao and Goodchild (2010) compare different levels of truck arrival information: complete truck arrival sequence, partial arrival sequence, information on arrival of groups of containers. They show that the complete arrival sequence is not required to substantially reduce the number of reshuffles. Wan, Liu, and Tsai (2009) tackle the CRP and the DCRP. They present an IP to minimize the total number of reshuffles for CRP, called MRIP. They propose a MRIP-based heuristic which generates a solution by solving a series of reduced MRIP, models which solve the problem optimally for the next K containers. For CRP and DCRP, they compare the MRIP, heuristics with different values of K to the lowest-slot heuristic, the reshuffling index heuristic (Murty et al., 2005) and the ENAR (expected number of additional relocation) heuristic (Kim & Hong, 2006). Borjian, Galle, Marshadi, Barnhart, and Jaillet (2015) introduce the so-called CRP with incomplete information, where the retrieval order of a subset of containers is known initially and the retrieval order of the remaining containers is revealed all at once at a later time. They assume a probabilistic distribution on the unknown retrieval orders and propose a 2-stage approximate stochastic optimization algorithm extending the A* algorithm.

All these papers show that using information on container arrival and departure times (real or expected, for single containers or for groups of containers) reduces the number of reshuffles and the retrieval time considerably.

This study deals with the Online Container Relocation Problem (OCRP) where the retrieval sequence of containers is revealed over time. We investigate the worst-case situation where no information on the retrieval time or sequence is available. Kim (1997) proposes a methodology to estimate the expected number of relocations to pick up an arbitrary container and the total number of relocations to pick up all containers in a bay for a given initial bay configuration. They also run experiments to show the impact of the height and the width of a bay on the estimated number of relocations. They assume that all containers are equally likely to be picked up next and that a container is always relocated to the lowest empty position.

We provide evidence why relocating a container to the lowest empty position minimizes the expected number of relocations and give a worst-case analysis for this online heuristic. In addition, we report computational results giving insights about the performance of the heuristic in practice and compare it to other heuristics that also operate without the knowledge of the container retrieval sequence. The OCRP is introduced in Section 2. Section 3 presents the online relocation strategy: the leveling heuristic L. Section 4 provides a brief introduction to online optimization and proves results on the competitive ratio of leveling heuristic L. Section 5 reports our computational experiments and presents the average and worst case performance of the heuristic. Section 6 concludes the paper.

2. Online Container Relocation Problem

Generally, container terminals have no or little information on departure times as well as the departure sequence of containers (those picked-up by trucks) at bays. It is common that terminals obtain this information late when trucks check in at the terminal gate. If the target container is not on the top of its stack, blocking containers have to be relocated before the target container can be retrieved. The decision of where to relocate these containers has to be taken in real-time.

The container relocation problem studied in literature supposes that the whole retrieval sequence is known in advance. On the other hand, the Online Container Relocation Problem with incomplete information assumes that partial (or incomplete) information is available on container departures. Both cases apply to container terminals using yard cranes for storage operations. In this case, the yard area is divided into blocks as illustrated in Fig. 1. Each block consists of several bays, each bay has several stacks and each stack contains several tiers. The objective is to retrieve N containers from a bay with W stacks and H tiers in a given sequence with minimum number of relocations.

In the online case, the container retrieval sequence is revealed over time. Hence, relocation decisions have to be taken with no limited knowledge of future relocations. To represent this limited knowledge, we introduce a look-ahead horizon H. It indicates how many future retrievals are known when a container is retrieved. If H = 0, only the current retrieval container is known. If H ≥ 1, the current retrieval container and the next H retrieval containers are known. If H = N − 1, the entire sequence is known in advance (offline case). We coin the OCRP with a look-ahead horizon H as OCRP-H.

The problem definition relies on assumptions A1–A8.

A1: The initial bay layout is known.
A2: The bay size is limited by the maximum numbers of stacks, W, and tiers, H.
A3: Only the topmost container of a stack can be picked up. A relocated container can only be put on top of another stack or on the ground.
A4: Containers are only relocated within the bay since relocations between bays are very time consuming.

A5: The distance traveled within one bay (horizontally and vertically) has little impact on the time to relocate or to retrieve containers.

A6: Containers in the same bay have the same size and can be piled up in any order.

A7: No new containers arrive during the retrieval process.

A8: The retrieval sequence is revealed over time. At each retrieval, only the next \( \mathcal{H} \) containers to be retrieved are known.

Several variants of the offline container relocation problem exist which also apply to its online version: assumptions A9 and A10.

A9: Only containers located above the current target container may be relocated.

A10: Precedence constraints exist between groups of containers rather than between single containers.

We deal with the case where assumption A9 holds and assumption A10 does not. Removing assumption A9 or introducing assumption A10 leads to quite different stacking policies, which are outside the scope of this paper (see, e.g., Forster and Bortfeldt, 2012 or Petering and Hussein, 2013 for some results on these cases).

Containers are represented with \( b_1, \ldots, b_N \), and assumed to be ranked in the order of their retrieval. Fig. 2 illustrates the problem with a look-ahead horizon \( \mathcal{H} = 2 \): we know the current retrieval container \( b_t \) and the next two retrieval containers \( b_{t+1} \) and \( b_{t+2} \). But, we have no information on the retrieval sequence of the other containers. To retrieve container \( b_t \), an unrelocated container and \( b_{t+1} \) have to be relocated. After relocating these two containers and retrieving \( b_t \), container \( b_{t+3} \) is revealed. The information about the new bay configuration, the container to be retrieved and the next two retrieval containers become available afterwards.

In the rest of the paper we focus on the case \( \mathcal{H} = 0 \) (OCRFP_0). The leveling heuristic we propose does not take account of any information on future retrievals.

We call the time interval (or the set of operations) associated with the retrieval of one container a period. At each period \( t \), the container \( b_t \) has to be retrieved from the bay. Hence, periods go from period 1 (retrieval of container \( b_1 \) and associated relocations) to period \( N \) (retrieval of the last container \( b_N \)). We call positions the places in the bay, where containers can be located. A position is expressed by the pair (stack, tier) in \([1, \ldots, W] \times [1, \ldots, H]\). Position \((1, 1)\) is the lowest position on the left. We denote \( h(p) \) as the height of position \( p \) and \( w(p) \) as the stack number of position \( p \). The position of container \( b \) at period \( t \) is given by \( p^h_t \); the initial container positions are given by \( p^h_0 \). Please note that for a given instance of the OCRP, the initial position of all containers are fixed but only revealed for some containers. We call blocking containers those that are located above a container with an earlier retrieval in the initial layout. We denote \( B \) as the set of blocking containers. It includes all containers that have to be relocated at least once, but does not indicate when and how often containers have to be relocated.

\[
B = \{b_t | t \in \{1, \ldots, N\}, \exists l \in \{1, \ldots, t-1\}, w(p^h_l) = w(p^h_t), h(p^h_l) > h(p^h_t)\}
\]

Note that containers \( b \not \in B \) are never relocated.

3. Relocation strategy: the leveling heuristic

This section presents an online relocation strategy. It uses no information on future retrievals (\( \mathcal{H} = 0 \)) and uses the strategy of relocating containers to the lowest stack. If several stacks have the same height, the leftmost stack among them is chosen. This heuristic is called leveling heuristic \( L \) or simply heuristic \( L \).

If a feasible solution exists, heuristic \( L \) always respects the maximum number of tiers since it always relocates a container to the lowest empty position. Furthermore, if heuristic \( L \) does not find a feasible solution, no feasible solution exists. We prove this using the following property.

**Property 1.** An instance of the OCRP admits a feasible solution if and only if condition (2) below holds for every \( t \in \{1, \ldots, N\} \) such that \( b_t \not \in B \):

\[
N - t \leq (W - 1) \times H + h(p^h_t) - 1.
\]

**Proof.** Let us assume that there exists a period \( t \) such that \( b_t \not \in B \) and condition (2) does not hold: \( N - t > (W - 1) \times H + h(p^h_t) - 1 \).

Because \( b_t \not \in B \), it is never relocated: \( p^h_t = p^h_0 \). After the retrieval of \( b_t \), \( N - t \) containers remain in the bay, with exactly \( h(p^h_t) - 1 \) containers located in stack \( w(p^h_t) \). Given that condition (2) does not hold, the \( W - 1 \) remaining stacks are not sufficient to receive \( N - t - h(p^h_t) - 1 \) containers and no feasible solution exists.

Let us now show that if condition (2) holds for every \( t \in \{1, \ldots, N\} \) such that \( b_t \not \in B \), a feasible solution exists. We prove it by showing that under this assumption heuristic \( L \) constructs a feasible solution. Let \( t \) be a period such that \( b_t \not \in B \). We know that the retrieval container \( b_t \) is located at position \( p^h_t = p^h_0 \) and that available positions exist for relocating containers located above \( b_t \), by condition (2). Because heuristic \( L \) relocates containers to lowest stacks, it will only perform feasible relocations. Let \( t \) be a period with \( b_t \in B \). Container \( b_t \) has been relocated at least once before period \( t \). Let us call \( t' \) (\( t' < t \)) the period of its last relocation. Containers above \( b_t \) at period \( t \) have all been moved to stack \( w(p^h_t) \) between period \( t' \) and \( t-1 \) and have left an equivalent number of empty positions in the rest of the bay. Consequently, again, heuristic \( L \) will apply feasible relocations. All relocations of heuristic \( L \) being feasible, the solution is feasible.

Note that condition (2) might only be violated for small values of \( t \): it is always true for \( t \geq H \).

**Property 2.** If an instance of the OCRP admits a feasible solution, heuristic \( L \) constructs a feasible solution.

**Proof.** See proof of Property 1
If the difference between the lowest stack and the highest stack is minimal, the expected value of relocations is constant whatever the positions of the containers; the expected value of relocations is thus always minimal, which concludes the proof. □

Different simulation studies on reshuffle strategies (Borgman et al., 2010; Dekker et al., 2006; Duinkerken et al., 2001; van Asperen et al., 2013) also show that the leveling heuristic outperforms other heuristics (e.g., random, closest free position) that do not use information on container retrieval times. However, it is obvious that the leveling heuristic which knows only the current retrieval container, does often lead to more relocations than the optimal offline relocation strategy that has complete information on the retrieval order. Consider a bay with a high stack where all containers have to be retrieved after the relocation container and a low stack where one container has to be retrieved before the relocation container. In this case, it is better to relocate the container on top of the high stack. This decision is based on the knowledge of the retrieval sequence which is not available to the leveling heuristic which assumes that all containers are equally likely to be retrieved next. In other cases, it might also be advantageous to relocate containers to higher stacks to prepare the stack for further relocations or to leave positions free for containers that have to be relocated in subsequent periods. This is especially true for bigger bays where containers need to be relocated several times.

4. Competitive ratio analysis of leveling heuristic $L$

4.1. Introduction to online optimization

The online optimization approach assumes that the problem data is revealed incrementally, but makes no assumption whatsoever about the structure of the uncertainty. Competitive analysis is used to evaluate the quality of online algorithms. It compares the performance of an online algorithm with no knowledge of the future (online) with the performance of an optimal strategy that has complete knowledge of the future (offline). The competitive ratio of an online algorithm is the worst-case ratio between the cost of the solution found by the online algorithm and the cost of an optimal offline solution. For minimization problems, an online algorithm is said to be $c$-competitive ($c \geq 1$) if

$$
\text{cost}_{\text{online}}(l) \leq c \cdot \text{cost}_{\text{optimal}}(l),
$$

for all problem instances $l$.

For more information on online optimization please refer to (Borodin & El-Yaniv, 1998; Grötschel, Krumke, Rambau, Winter, & Zimmermann, 2001; Jaillot & Wagner, 2010).

In the context of the Online Container Relocation Problem, the objective is to minimize the number of relocations. The number of retrievals is not considered as it is always equal to the number of initial containers in the bay and does not depend on the chosen relocation strategy. Property 4 gives a simple lower bound on the number of relocations for an offline strategy.

Property 4. For a given instance $l$, the optimal offline solution $R^*(l)$ performs at least $|S|$ relocations.

Proof. In the offline case, the initial position of each container and the entire retrieval sequence is known for a given instance $l$. Blocking containers are placed above containers with earlier departure times. Each of these blocking containers has to be relocated at least once. Hence, $R^*(l) \geq |S|$ □

Using the lower bound provided by Property 4 for offline algorithms, we prove that the competitive ratio of our leveling heuristic $L$ is $2 \left( \frac{h}{w} \right) - 1$ for a bay with $W$ stacks and $N$ containers.

4.2. Principle of the proof and notation

To determine the competitiveness ratio of the leveling heuristic $L$ we have to determine an upper bound on the number of relocations that it performs. The idea behind this proof is to show that the height of positions to which blocking containers are relocated decreases over time. Since only blocking containers can be relocated, no container can be relocated out of positions denoted with $s(w)$. It is defined by Eq. (3). Fig. 3 illustrates the computation $E(R)$ for two examples. For layout $A$, we obtain $E_a(R) = 1/6 \cdot (0 + 1 + 2) = 0.67$. For layout $B$, we obtain $E_b(R) = 1/6 \cdot ((0 + 1) + (0 + 1) + (0 + 1) + (0 + 1)) = 0.5$.

$$
E(R) = \frac{1}{N} \sum_{w=1}^{W} \sum_{h=0}^{h(w)} (s(w) - h) = \frac{1}{N} \sum_{w=1}^{W} \sum_{h=0}^{h(w)-1} h
$$

In the sequel, we show that $E(R)$ is minimal if containers are equally distributed among all stacks. Therefore, by relocating containers to the lowest stacks, the leveling heuristic $L$ aims at minimizing the expected value of relocations $E(R)$. This proves the statement “When every container has the same probability to be picked up next, it minimizes the expected number of rehandles for the next pick-up to position rearranged containers at the lowest possible slots” (Kim, 1997).

Note that the minimum possible difference between the lowest and the highest stack equals 0 if $N = 0 \mod W$ and 1 if $N \neq 0 \mod W$. Indeed, the minimum difference between the lowest and the highest stack is obtained if containers are evenly distributed among stacks. In this case, either each stack has a height of $N/W$ (when $N \equiv 0 \mod W$) or some stacks have height $[N/W]$ and others $[N/W]$ (when $N \neq 0 \mod W$).

Property 3. The expected value of relocations $E(R)$ is minimal if and only if containers are evenly distributed among stacks.

Proof. We first prove that if the difference is not minimal, the expected value of relocations is not minimal. We consider layout 1 such that the difference between the lowest stack and the highest stack is not minimal. Let $i$ be the lowest stack in layout 1 and $j$ the highest stack: $s_1(j) - s_1(i) > 1$. We show that $E_1(R)$ is not minimal. We construct layout 2 by moving the topmost container from stack $j$ to stack $i$. We compare the expected value of relocations for layouts 1 and 2 and show that it is negative:

$$
N \times (E_2(R) - E_1(R))
= (\sum_{h=0}^{s_1(j)-1} h + \sum_{h=0}^{s_1(i)-1} h) - (\sum_{h=0}^{s_1(j)-1} h + \sum_{h=0}^{s_1(i)-1} h)
= s_1(i) - (s_1(j) - 1) < 0.
$$

If the difference between the lowest stack and the highest stack is minimal, the expected value of relocations is constant whatever the positions of the containers; the expected value of relocations is thus always minimal, which concludes the proof. □

Fig. 3. Expected value of relocations $E(R)$ for two different layouts with 6 containers.
at height 1. Consequently, the maximum number of relocations depends on the height of the stacks over time.

As explained in Section 3, heuristic $L$ is not influenced by the stack level limit and it finds a feasible solution if there exists one (see Property 2). For the proof, we assume that the finite bay height $H$ is high enough to guarantee a feasible solution. Then, the bay height has no impact on the solution proposed by the leveling heuristic and we can express the competitiveness ratio as a function of the bay width $W$ and the number of containers $N$ in the bay.

The proof is based on the following three families of sets.

1. Potentially blocking containers $B_t$ for $t = 1, \ldots, N$

The set $B_t$ is the set of blocking containers (in the initial layout): $B_1 = B$. Sets $B_t$ for $t = 2, \ldots, N$ are the sets of blocking containers still present in the bay at period $t$: $B_t = B \setminus \{b \mid l < t\}$. Especially, $B_t$ contains all containers that might be relocated at period $t$. We note $B$ the number of blocking containers: $B = |B|$. Fig. 4 illustrates the definition of sets $B_t$.

2. Qualifying positions $D_t$ for $t = 1, \ldots, N$

The qualifying positions $D_t$ indicate the set of lowest positions where potentially blocking containers are or can be (empty positions) located. It contains the lowest $|B_t|$ positions that are empty or contain a container $b \in B_t$, at period $t$.

Algorithm 1 describes the construction of $D_t$. It iterates over positions and adds qualifying ones to the set $D_t$ until $|D_t| = |B_t|$. Since we want to find the lowest positions, the algorithm starts at position $(1, 1)$. For each tier $h$ ($h = 1, \ldots, H$), it iterates over all stacks $w$ ($w = 1, \ldots, W$). For the proof, we need (i) to give priority to positions containing a blocking container over empty positions and (ii) $D_t$ to be similar to $D_{t-1}$, which is obtained by prioritizing positions with a blocking container that were already part of $D_{t-1}$. Therefore, the algorithm adds positions $(w, h)$ with the same height $h$ in the following sequence: first positions that contain a container $b \in B_t$ and that already belonged to $D_{t-1}$, then positions containing containers $b \in B_t$ that did not belong to $D_{t-1}$ and finally empty positions.

We define $h(D_t)$ as the height of set $D_t : h(D_t) = \sum_{p \in D_t} h(p)$. $B_{out}^w$ indicates how many containers $b \in B_t$ are located at positions $p^w \not\in D_t$. $B_{out}^{w, \text{out}} = |\{b \in B_t \mid p^w \not\in D_t\}|$. Fig. 5b and Fig. 5c illustrate the definition of $D_t$, $h(D_t)$ and $B_{out}^w$. For the sake of simplifying the subsequent notation, we define $D_{t, 1} = \emptyset$ and $B_{out}^{w, \text{out}} = 0$.

3. Relocation containers $X_t$ for $t = 1, \ldots, N$

The set $X_t \subseteq B_t$ represents the set of containers that are actually relocated in period $t$. It does not include the retrieval container. We distinguish three different types of relocations:

- $X_t^-$: the set of containers relocated from $p^w \in D_t$ to $p^{w+1} \in D_{t+1}$

\[
X_t^- = \{ b \in T : b \in D_t \land p^{w+1} \not\in D_{t+1} \}
\]

- $X_t^\times$: the set of containers relocated from $p^w \not\in D_t$ to $p^{w+1} \in D_{t+1}$

\[
X_t^\times = \{ b \in T : b \not\in D_t \land p^{w+1} \in D_{t+1} \}
\]

- $X_t^+$: the set of containers relocated from $p^w \not\in D_t$ to $p^{w+1} \not\in D_{t+1}$

\[
X_t^+ = \{ b \in T : b \not\in D_t \land p^{w+1} \not\in D_{t+1} \}
\]

Fig. 4. Illustration of $B_t$ for $t = 1, \ldots, N$ ($B = 5$).

**Algorithm 1 Construction of $D_t$.**

The algorithm evaluates positions in the bay (stack $w$, tier $h$) and adds qualifying positions to $D_t$ until $|D_t| = |B_t|$.

**Input:** $B_1$, $D_{t-1}$, bay layout at period $t$

\[
B_t \leftarrow \{ b \mid b \in B_t \land b \geq t \}
\]

\[
D_t \leftarrow \emptyset
\]

\[
h \leftarrow 1
\]

**while** $|D_t| < |B_t|$ **do**

\[
w \leftarrow 1
\]

**while** $|D_t| < |B_t|$ and $w \leq W$ **do**

if a container $b \in B_t$ is placed at $(w, h)$ then

\[
\text{add} (w, h) \text{ to } D_t
\]

**end if**

\[
w \leftarrow i + 1
\]

**end while**

\[
w \leftarrow 1
\]

**while** $|D_t| < |B_t|$ and $w \leq W$ **do**

if a container $b \in B_t$ is placed at $(w, h)$ then

\[
\text{add} (w, h) \text{ to } D_t
\]

**end if**

\[
w \leftarrow i + 1
\]

**end while**

\[
h \leftarrow h + 1
\]

**end while**

**return** $D_t$

4.3. Proof of the competitiveness ratio of leveling heuristic $L$

The proof is based on several lemmata (Lemmas 2–6) presented in Appendix A, plus Lemma 1 below.
Lemma 2 states that $|X_t| = |X_t^+| + |X_t^-| + |X_t^0|$ for all $t = 1, \ldots, N$. This lemma shows that a container relocated in $t$ which did not belong to $D_t$ (because it is too high, as $b_i$ in Fig. 5a) necessarily belongs to $D_{t+1}$. This is illustrated by Fig. 5b. The size of $D_t$ is the size of $B_t$, i.e., 4 here. Because $b_1$ and $b_4$ are not in $D_t$, there are two empty positions in $D_t$, where $b_i$ can be relocated.

Lemma 3–6 analyze the relation between $D_t$, $B_{t+1}^\text{out}$ and $X_t$ for cases where the retrieval container $y$ belongs to $B_t$ and where it does not ($y \notin B_t$). For all periods $t = 1, \ldots, N$,

- $|X_t^+| + |X_t^-| \leq h(D_t) - h(D_{t+1})$ if $y \notin B_t$ (from Lemma 3);
- $|X_t^+| + |X_t^-| \leq h(D_t) - h(D_{t+1}) - 1$ if $y \in B_t$ (from Lemma 4);
- $|X_t^+| + |X_t^-| \leq h(D_t) - h(D_{t+1}) + B_{t+1}^\text{out} - B_{t+1}^\text{in}$ if $y \notin B_t$ (from Lemma 5);
- $|X_t^+| + |X_t^-| \leq h(D_t) - h(D_{t+1}) + B_{t+1}^\text{out} - B_{t+1}^\text{in} - 1$ if $y \in B_t$ (from Lemma 6).

We illustrate these lemmas with the help of Fig. 5a and b. In this example, $y \notin B_t$, hence only Lemma 3 and 5 are concerned. Regarding Lemma 3, $|X_t^+| + |X_t^-| = 2$. The lemma thus states that the height of the qualifying position set decreases by at least 2. The reason is as follows. Due to the fact that $|X_t^+| + |X_t^-| = 2$, there are two containers that are located above $y$ in $D_t$ at period $t$ and therefore, one qualifying position exists at height $h(D_t) - 2 = 3$ (occupied by $b_2$ here). When $y$ is retrieved, a new empty position appears at height 1 in the qualifying position set and replaces one whose height is at least 3 (actually exactly 3 in the example): it permits to decrease by 2 the height of the qualifying position set. Lemma 5 relies on the fact that (in this example) $B_{t+1}^\text{out} \geq B_{t+1}^\text{out} - |X_t^+| + |X_t^-|$. Summing this inequality with the inequality from Lemma 3 indeed gives Lemma 5. Inequality $B_{t+1}^\text{out} \leq B_{t+1}^\text{out} - |X_t^+| + |X_t^-|$ can be explained as follows. The (blocking) containers that contribute to $B_{t+1}^\text{out}$ can be split in two subsets:

- those that contribute also to $B_{t+1}^\text{out}$ and those that do not. The sizes of these two subsets can be upper bounded. Containers $b_1$ and $b_4$ contribute to $B_{t+1}^\text{out}$, but $b_1$ is not in $B_{t+1}^\text{out}$ because it belongs to $X_t^+$; at most $B_{t+1}^\text{out} - |X_t^+|$ containers are in the first subset (1 here). Containers $b_1$ and $b_4$ do not contribute to $B_{t+1}^\text{out}$, but only $b_4$ is in $B_{t+1}^\text{out}$ because it belongs to $X_t^-$; at most $|X_t^-|$ containers are in the second subset (1 here).

Lemma 1. The maximum number of relocations $R_t$ that the leveling heuristic $L$ performs is limited by $R_t \leq 2 \cdot h(D_t) + B_{t+1}^\text{out} - 2B$.

Proof. By summing the equations given by Lemma 3–6 over all periods $t = 1, \ldots, N$ and taking into account that $y \in B_t$ occurs exactly 8 times, we obtain

$$N \sum_{t=1}^{N} (|X_t^+| + |X_t^-|) \leq h(D_1) - h(D_{N+1}) - B = h(D_1) - B,$$

$$N \sum_{t=1}^{N} (|X_t^+| + |X_t^-|) \leq h(D_1) - h(D_{N+1}) + B_{t+1}^\text{out} - B_{t+1}^\text{out} - 1$$

$$= h(D_1) + B_{t+1}^\text{out} - B.$$

From Lemma 2 follows that $|X_t| = |X_t^+| + |X_t^-| + |X_t^0|$ for all $t = 1, \ldots, N$. Hence,

$$R_t = \sum_{t=1}^{N} |X_t^+| + |X_t^-| + |X_t^0|$$

$$\leq \sum_{t=1}^{N} ((|X_t^+| + |X_t^-|) + (|X_t^+| + |X_t^-|))$$

$$\leq h(D_1) - B + h(D_1) + B_{t+1}^\text{out} - B = 2 \cdot h(D_1) + B_{t+1}^\text{out} - 2B.$$

□
**Theorem 1.** The competitiveness ratio $c_L$ of the leveling heuristic $L$ is $2\left[\frac{N}{W}\right] - 1$ for a bay with $W$ stacks containing $N$ containers.

**Proof.** The optimal offline solution performs at least $R^*$ ≥ $B$ relocations (Property 4). The leveling heuristic $L$ performs at most $R_L ≤ 2 \cdot h(\mathcal{D}_1) + B_{\text{out}}^\text{max} - 2B$ relocations (Lemma 1). (Remember that $B = |B|$.) Since by definition $B_{\text{out}}^\text{max} ≤ B$,

$$\frac{R_L}{R^*} ≤ \frac{2 \cdot h(\mathcal{D}_1) + B_{\text{out}}^\text{max} - 2B}{B} ≤ 2 \cdot \frac{h(\mathcal{D}_1)}{B} - 1$$

We now show that the height $h$ of each position in $\mathcal{D}_1$ satisfies $h ≤ \left[\frac{N}{W}\right]$. Let us introduce $N_{\text{below}}$ the number of containers initially positioned at a height not greater than $\left[\frac{N}{W}\right]$, and $N_{\text{above}}$ the containers located above. Let us introduce $B_{\text{below}}$ and $B_{\text{above}}$, the same measures counting only containers in $B$. Let us finally define $E_{\text{below}}$ the number of empty positions under the same threshold $\left[\frac{N}{W}\right]$ (included). By definition, $N_{\text{below}} + E_{\text{below}} = W \times \left[\frac{N}{W}\right]$, therefore $N_{\text{below}} + E_{\text{below}} ≥ N$. It implies $E_{\text{below}} ≥ N - N_{\text{below}} = N_{\text{above}} ≥ B_{\text{above}}$. Given that $B_{\text{below}} + B_{\text{above}} = B$, it shows $B_{\text{below}} + E_{\text{below}} ≥ B$. Seeing the construction procedure of set $\mathcal{D}_1$, it proves that the $B$ positions that constitute $\mathcal{D}_1$ will be found before exceeding tier $\left[\frac{N}{W}\right]$. Finally:

$$\frac{R_L}{R^*} ≤ \frac{2 \cdot h(\mathcal{D}_1)}{B} - 1 ≤ 2 \cdot \frac{\sum_{p \in \mathcal{D}_1} h(p)}{B} - 1 ≤ 2 \cdot \left[\frac{N}{W}\right] - 1$$

The proof permits to derive a more precise competitiveness ratio when the detailed layout of the bay is known. Denoting $s_1, \ldots, s_W$ the initial number of containers in the stacks, we note $c_L(s_1, \ldots, s_W)$ this ratio, $c_L(s_1, \ldots, s_W)$ is determined by computing the maximum value of $\frac{2 \cdot h(\mathcal{D}_1) + B_{\text{out}}^\text{max} - 2B}{B}$ for the given layout. For a given number of blocking containers $B$, the maximum value is obtained when these blocking containers are as high as possible. Indeed, it is easy to see that if a non-blocking container is higher than a blocking container, exchanging these two containers cannot decrease $2 \cdot h(\mathcal{D}_1) + B_{\text{out}}^\text{max}$. Furthermore, the maximal value for $B$ is given by $N$ minus the number of non-empty stacks: at most all containers are blocking except those at the bottom of the stacks. Hence, $c_L(s_1, \ldots, s_W)$ is easily computed as follows: the worst-case (maximal) value of the numerator is evaluated for each value of $B$, and the maximal ratio is kept.

**Corollary 1.** $c_L(s_1, \ldots, s_W)$, defined as the maximum value of $\frac{2 \cdot h(\mathcal{D}_1) + B_{\text{out}}^\text{max} - 2B}{B}$, is a competitiveness ratio of the leveling heuristic $L$ when the layout of the bay is $(s_1, \ldots, s_W)$.

Fig. 6 illustrates the computation of the ratio $c_L(2, 4, 3)$, for layout $(2, 4, 3)$. For $B = 1$, the maximal ratio is attained when the blocking container is at the top of the second stack, as in the retrieval sequence depicted on the figure. Then, $\mathcal{D}_1 = \{(1, 3)\}$. $h(\mathcal{D}_1) = 3$ and $B_{\text{out}}^\text{max} = 1$. Hence, $\frac{2 \cdot h(\mathcal{D}_1) + B_{\text{out}}^\text{max} - 2B}{B} = \frac{2 \cdot 3 + 1 - 2}{1} = 5$. It is easy to see that ratios obtained for larger values of $B$ are smaller, hence $c_L(2, 4, 3) = 5$.

**Corollary 2.** The competitiveness ratio $c_L = 2\left[\frac{N}{W}\right] - 1$ for a bay with $W$ stacks and $N$ containers is tight.

Fig. 6 also shows that the ratio presented in Corollary 2 is tight. Containers have to be retrieved in ascending order from $b_1$ to $b_5$. When retrieving container $b_1$, container $b_5$ has to be relocated. In the optimal solution container $b_5$ is relocated to stack 3 on top of container $b_1$. Containers $b_2$ to $b_5$ may then be retrieved without further relocations. Hence, $R^* = 1$. The leveling heuristic $L$ relocates container $b_5$ to stack 1 on top of container $b_1$. When retrieving container $b_2$ container $b_5$ has to be relocated and is put back to stack 2 on top of container $b_3$. Further relocations occur when retrieving containers $b_3$ (from stack 2 to 1), $b_4$ (from stack 1 to 2) and $b_5$ (from stack 2 to 1). Containers $b_5$ to $b_5$ may then be retrieved without further relocations. Hence, $R_L = 5$. Consequently, $\frac{R_L}{R^*} = \frac{5}{2} = 2 \left[\frac{N}{W}\right] - 1$.

5. Computational results

This section presents computational results for the leveling heuristic $L$. Section 5.1 extensively analyzes the average and worst-case performance of heuristic $L$ on small-size layouts. In this first series of experiments, heuristic $L$ is also compared with two other greedy relocation strategies. Section 5.2 evaluates heuristic $L$ on a set of benchmark instances.

5.1. Performance of leveling heuristic $L$

We evaluate the performance of heuristic $L$ via the average and the maximum gap between the results obtained with heuristic $L$ and the optimal offline solution. We compare heuristic $L$ with two other greedy heuristics. Heuristic $R$ relocates a container to a randomly chosen stack which is different from the retrieval stack. Heuristic $M$ relocates a container to its right neighbor stack (from stack $w = 1, \ldots, W - 1$ to $w + 1$ and from stack $W$ to 1). To analyze the performance of heuristics $L$, $R$ and $M$, we run experiments on different layouts with $W = 3$ and $N = 9$. Each instance set is described by a tuple $(s_1, s_2, s_3)$ that indicates the number of containers per stack in the initial layout. For each tuple, experiments are run on all 362 880 (9!) permutations of container positions. We run experiments on 7 different bay configurations where containers are distributed in different patterns among the stacks.
Table 1: Performance of heuristics R, M and L for different layouts with W = 3 and N = 9.

<table>
<thead>
<tr>
<th>Inst. set</th>
<th>(1,3,5)</th>
<th>(2.2.5)</th>
<th>(2.4.3)</th>
<th>(3.3.3)</th>
<th>(4.1,4)</th>
<th>(5.4,0)</th>
<th>(9.0,0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. B</td>
<td>3.88</td>
<td>3.71</td>
<td>3.58</td>
<td>3.5</td>
<td>3.83</td>
<td>4.63</td>
<td>6.17</td>
</tr>
<tr>
<td>Avg. R^*</td>
<td>5.40</td>
<td>5.25</td>
<td>5.04</td>
<td>4.92</td>
<td>5.32</td>
<td>5.77</td>
<td>7.44</td>
</tr>
<tr>
<td>Avg. R_h</td>
<td>7.79</td>
<td>7.34</td>
<td>7.07</td>
<td>6.72</td>
<td>7.31</td>
<td>7.50</td>
<td>10.0</td>
</tr>
<tr>
<td>Avg. Δ_R_h</td>
<td>1.46</td>
<td>1.40</td>
<td>1.40</td>
<td>1.36</td>
<td>1.37</td>
<td>1.28</td>
<td>1.34</td>
</tr>
<tr>
<td>Max. Δ_R_h</td>
<td>4.00</td>
<td><strong>4.00</strong></td>
<td>5.00</td>
<td>4.00</td>
<td><strong>3.00</strong></td>
<td>2.80</td>
<td>2.87</td>
</tr>
<tr>
<td>Avg. Δ_R_M</td>
<td>1.46</td>
<td>1.47</td>
<td>1.45</td>
<td>1.44</td>
<td>1.46</td>
<td>1.54</td>
<td>1.58</td>
</tr>
<tr>
<td>Max. Δ_R_M</td>
<td>4.00</td>
<td><strong>4.00</strong></td>
<td>3.83</td>
<td>3.42</td>
<td>4.20</td>
<td>4.66</td>
<td>4.14</td>
</tr>
<tr>
<td>Avg. R_L</td>
<td>6.40</td>
<td>6.28</td>
<td>5.93</td>
<td>5.79</td>
<td>6.21</td>
<td>6.86</td>
<td>9.38</td>
</tr>
<tr>
<td>Avg. Δ_R_L</td>
<td>1.18</td>
<td>1.19</td>
<td>1.17</td>
<td>1.17</td>
<td>1.16</td>
<td>1.18</td>
<td>1.25</td>
</tr>
<tr>
<td>Max. Δ_R_L</td>
<td><strong>3.33</strong></td>
<td><strong>4.00</strong></td>
<td>5.00</td>
<td><strong>4.00</strong></td>
<td><strong>3.00</strong></td>
<td><strong>2.75</strong></td>
<td><strong>2.42</strong></td>
</tr>
<tr>
<td>c(S_1, S_2, S_3)</td>
<td>4.00</td>
<td>5.00</td>
<td>5.00</td>
<td>4.00</td>
<td>4.00</td>
<td>3.40</td>
<td>3.34</td>
</tr>
</tbody>
</table>

Table 1 displays the average results for each instance set. It indicates the average number of blocking containers (B) and the average number of relocations for the optimal offline solution (R^*). The offline solution was computed with CPLEX 12.5 using the formulation presented in Zehender et al. (2015). The solution time per instance was less than 1 second. It also reports the results for heuristics R (random), M (right neighbor stack) and L (leveling). For each heuristic h ∈ {R, M, L}, the average and the maximum number of executed relocations (R_h) and the average and maximum gap with regard to the optimal solution (Δ_h = R_h/R^*) are indicated. The smallest average and maximum gaps for each instance set (best values for Avg. Δ_h and Max. Δ_h in each column) are marked in bold. For heuristic L, the competitiveness ratio c_L(S_1, S_2, S_3) is also reported. Note that ratio c_L = 2 · [N/4] - 1 = 5 is constant for all layouts.

For all instance sets, the average gap of heuristic L is 10 to 35% percentage points smaller than that of heuristics R and M. For unlevelled layouts (1,3,5), (2,2.5), (4,1,4), (5,4,0) and (9,0,0), heuristic L obtains the smallest maximum gap. For leveled layouts ((2,4,3) and (3,3,3)) heuristic M obtains the smallest maximum gap. Competitiveness ratio c_L is reached for instance set (2, 4, 3). For other layouts, c_L overestimates the maximum gap. Competitiveness ratio c_L(S_1, S_2, S_3) gives a better estimate in general. The ratio is reached both for instance sets (2, 4, 3) and (3, 3, 3).

5.2. Computational experiments on benchmark instances

We run experiments on the instances introduced by Caserta et al. (2011) that are commonly used to compare different solution methods for the offline container relocation problem. Each instance set W − S is defined by the number of stacks W and the number of containers per stack S (the same for all stacks). Each instance gives the initial positions of N (N = W · S) containers. The two topmost positions of every stack are empty (H = S + 2). They provide 21 instance sets W − S with 40 instances per set.

Table 2 reports the average of the best known solution (BKS) obtained by Zhang et al. (2010) and the results of the random heuristic R, the right neighbor stack heuristic M and the leveling heuristic L. It displays the average number of relocations (R_h) and the average gap towards the BKS offline solution (Δ_h) for h ∈ {R, M, L}. Computation times for all heuristics are < 0.01s for each instance with all its relocations.

Heuristic L outperforms the random heuristic R and the right neighbor stack heuristic M on all instance sets. However, heuristic L performs on average 20% (for small instances) to 85% (for big instances) more relocations than the best known solution for the case with complete information on the retrieval sequence. The maximum gap Δ_L is 2.2 for an instance of set 10−6.
6. Conclusion and outlook

In this paper, we introduced the Online Container Relocation Problem with incomplete information where the knowledge of the retrieval order is limited to a given look-ahead horizon. This problem is a variant of the standard CRP where complete information is available. We focused on the case with no advance information, that we coined as OCRP. We analyzed the worst case and average performance of the leveling heuristic \( L \) that relocates containers to the lowest empty position (giving priority to the leftmost position in the same tier). The theoretical performance analysis of heuristic \( L \) showed that it guarantees a competitiveness ratio that is equal to \( 2\left(\frac{h}{D}\right) - 1 \) for a bay with \( W \) stacks and \( N \) containers. Computational experiments complete the paper and give some insights on the actual performance of heuristic \( L \).

Perspectives for future work are to analyze the theoretical performance of heuristic \( L \) and others for larger look-ahead horizons. Further analysis on the value of information and the impact of increasing look-ahead horizons would be interesting. Finally, several variants of the problem deserve being investigated: problems including storage operations (incoming containers), problems with relocations not limited to containers above the target container, problems where the retrieval order is defined for groups of containers, problems where some freedom exists to change retrieval orders...All these issues are left for future works. Further research could also tackle the problem of defining a lower bound on the competitive ratio of any heuristic for the OCRP.

Appendix A. Maximum number of relocations of heuristic \( L \)

The appendix presents the proofs for Lemma 2–6. We first recall and extend the notation introduced in Section 4.2.

- \( p \): a position in the bay, defined by stack \( w \) and tier \( h \)
- \( h(p) \): the height of position \( p \); \( w(p) \): stack of position \( p \)
- \( y_i \): the container to be retrieved in period \( t \); \( p_i^t \): position of container \( y_i \) at period \( t \) (notation \( y_i \) and \( p_i^t \) are used instead of \( b_i \) and \( p_i^h \) for the sake of a better readability)
- \( B_i \): the set of potentially blocking containers at period \( t \)
- \( D_i \): the set of \( |B_i| \) qualifying positions at period \( t \)
- \( h(D_i) \): the sum of the heights of the positions in \( D_i \)
- \( h_{\text{max}} \): the maximum height of a position in \( D_i \)
- \( B_{\text{not}} \): the set of blocking containers not located in positions belonging to \( D_i \) at period \( t \), and \( B_{\text{not}}^t \) is its cardinality
- \( \lambda_t \subseteq B_t \): the set of containers to be relocated at period \( t \) (does not include the retrieval container \( y_t \))
- \( \lambda_t^1 \): the set of containers relocated from \( p_t^1 \in D_t \) to \( p_{t+1}^t \in D_{t+1} \) at period \( t \)
- \( \lambda_t^2 \): the set of containers relocated from \( p_t^2 \notin D_t \) to \( p_{t+1}^t \in D_{t+1} \) at period \( t \)
- \( \lambda_t^\ast \): the set of containers relocated from \( p_t^1 \in D_t \) to \( p_{t+1}^t \notin D_{t+1} \) at period \( t \)
- \( D_{t+1} - D_{t+1} = \emptyset, B_{\text{not}}^{t+1} = 0 \)

For all the subsequent results, \( t \) is a given period with \( 1 \leq t \leq N \).

We start by demonstrating some properties. From the definition of \( \lambda_t^1 \) and \( \lambda_t^\ast \), it follows that each container \( b \in \lambda_t^1 \cup \lambda_t^\ast \) is relocated at period \( t \) out of a position \( p_t^1 \in D_t \) above container \( y_t \) and with \( h(p_t^1) \leq h_{\text{max}}^h \). Properties 5 and 6 trivially result from this definition. They are used within the following proofs.

**Property 5.** If \( |\lambda_t^1| + |\lambda_t^\ast| > 0 \), \( h(p_t^2) > h_{\text{max}}^h \)

**Property 6.** If \( h(p_t^2) \geq h_{\text{max}}^h \), \( |\lambda_t^1| + |\lambda_t^\ast| = 0 \).

Also, it is important to highlight the following property of sets \( D_t \). Because these sets are composed of positions either empty or containing blocking containers, and because no containers other than blocking containers can be relocated, the set of positions that are candidates to belong to \( D_t \) only increases (in the sense of inclusion) with \( t \): a position that is empty or that contains a blocking container will always either be empty or contain a blocking container at further iterations. Indeed, relocated (blocking) containers move to empty positions and leave positions empty. Furthermore, from iteration \( t \) to \( t+1 \), the only new position that could become candidate to enter \( D_{t+1} = p_t^2 \), i.e., the position left empty by the retrieval container. The following property relies on this observation.

**Property 7.** The difference between sets \( D_t \) and \( D_{t+1} \) falls into one of the following cases:

1. If \( y_t \notin B \) and \( h(p_t^2) < h_{\text{max}}^h \), \( D_{t+1} = D_t \cup \{p_t^2\} \setminus \{p\} \) where \( p \) is a position in \( D_t \) with \( h(p) = h_{\text{max}}^h \)

2. If \( y_t \notin B \) and \( h(p_t^2) > h_{\text{max}}^h \), \( D_{t+1} = D_t \)

3. If \( y_t \notin B \) and \( h(p_t^2) = h_{\text{max}}^h \), either \( D_{t+1} = D_t \) or \( D_{t+1} = D_t \cup \{p_t^2\} \setminus \{p\} \) where \( p \) is a position in \( D_t \) with \( h(p) = h_{\text{max}}^h \)

4. If \( y_t \in B \), \( D_{t+1} = D_t \setminus \{p\} \) where \( p \) is a position in \( D_t \) with \( h(p) = h_{\text{max}}^h \)

**Proof.** Let us start with the cases 1 to 3 where \( y_t \notin B \). If \( y_t \notin B \), \( B_{t+1} = B_t \) and therefore \( |D_{t+1}| = |D_t| \). In this case, because of the priority given to lower tiers in the construction of qualifying sets, position \( p_t^2 \) enters \( D_{t+1} \) when \( h(p_t^2) < h_{\text{max}}^h \) (case 1), it does not enter \( D_{t+1} \) when \( h(p_t^2) > h_{\text{max}}^h \) (case 2) and it might or might not enter \( D_{t+1} \) when \( h(p_t^2) = h_{\text{max}}^h \) (case 3). When \( p_t^2 \) enters \( D_{t+1} \) (cases 1 and 3), one position of \( D_t \) at \( h_{\text{max}}^h \) is not maintained in \( D_{t+1} \). All other positions in \( D_t \) are also included in \( D_{t+1} \). While this last claim is clear for positions at tier \( h = h_{\text{max}}^h \), it requires some explanation for positions at tier \( h < h_{\text{max}}^h \). Indeed, it is possible that the state of some positions change from occupied by a blocking container to empty, or the opposite. However: (i) a higher priority is given to positions already containing blocking containers at period \( t \), (ii) the positions of the relocated containers have a higher priority than empty positions and the leftmost-priority policy for heuristic \( L \) is consistent with the policy used when constructing qualifying sets. For these two reasons, the claim holds. When \( p_t^2 \) does not enter \( D_{t+1} \) (cases 2 and 3), the sets \( D_t \) and \( D_{t+1} \) are identical.

When \( y_t \in B \) (case 4), \( B_{t+1} = B_t \setminus \{y_t\} \) and therefore \( |D_{t+1}| = |D_t| - 1 \). Furthermore, the set of candidate positions are identical for \( D_{t+1} \) and \( D_t \). \( p_t^2 \) contains a blocking container at period \( t \) and is thus already candidate for \( D_t \). Following the arguments developed above, all positions in \( D_t \) at tiers \( h < h_{\text{max}}^h \) are included in \( D_{t+1} \) and all positions except one that were in \( D_t \) with \( h(p) = h_{\text{max}}^h \) are also in \( D_{t+1} \). □

We now prove Lemma 2–6.

**Lemma 2.** \( \lambda_t = \lambda_t^1 \cup \lambda_t^2 \cup \lambda_t^\ast \)

**Proof.** We prove that the leveling heuristic \( L \) never relocates a container \( b \in B_t \) from position \( p_b^t \notin D_t \) to position \( p_b^t \notin D_{t+1} \). The proof is illustrated with Fig. 7. Consider a container \( b \in B_t \) relocated from position \( p_b^t \notin D_t \) at period \( t \). From the definition of \( D_t \) (remember that \( |D_t| = |B_t| \)), it follows that it is relocated to an empty position \( e \in D_t \). We show that \( e \in D_{t+1} \) is always true. Let us assume \( e \notin D_{t+1} \).

**Property 7** states that either \( D_{t+1} = D_t \), \( D_{t+1} = D_t \cup \{p_b^t\} \setminus \{p\} \) or \( D_{t+1} = D_t \setminus \{p\} \), where \( p \) is a position in \( D_t \) with \( h(p) = h_{\text{max}}^h \). Hypothesis \( e \notin D_{t+1} \) implies \( D_{t+1} \neq D_t \) and \( e = p \). Furthermore, because \( b \in B \) and \( p_b^t \notin D_t \), \( h(p_b^t) > h_{\text{max}}^h \). Let us now consider two cases:
Proof. If \( h(D_t) = \max_{D_i} \) \( p_i \) may or may not enter \( D_{t+1} \) depending on the bay configuration (Fig. 3c and d): either \( D_{t+1} = D_t \) or there exists a position \( p \) with \( h(p) = \max_{D_i} \) such that \( D_{t+1} = D_t \cup \{ p \} \setminus \{ p \} \). → \( h(D_{t+1}) = h(D_t) \) in both cases.

The following equation summarizes the three cases:

\[
h(D_{t+1}) = \begin{cases} 
  h(D_t) + h(p') - h_{\max}^{D_i} & \text{if } h(p') < h_{\max}^{D_i} \\
  h(D_t) & \text{if } h(p') \geq h_{\max}^{D_i}
\end{cases}
\]

Since either \( |X_t'| + |X_t'| = 0 \) or by Property 5, \( h(p') < h_{\max}^{D_i} \), \( h(p') + |X_t'| + |X_t'| \leq h_{\max}^{D_i} \).

Then:

\[
h(D_{t+1}) \leq \begin{cases} 
  h(D_t) + h(p') - (h(p') + |X_t'| + |X_t'|) & \text{if } h(p') < h_{\max}^{D_i} \\
  h(D_t) & \text{if } h(p') \geq h_{\max}^{D_i}
\end{cases}
\]

and equivalently,

\[
h(D_{t+1}) \leq \begin{cases} 
  h(D_t) - |X_t'| - |X_t'| & \text{if } h(p') < h_{\max}^{D_i} \\
  h(D_t) & \text{if } h(p') \geq h_{\max}^{D_i}
\end{cases}
\]

Using Property 6, it follows that \( h(D_{t+1}) \leq h(D_t) - |X_t'| - |X_t'| \) \( \square \)

**Lemma 4.** If container \( y_t \in B_t \), the following inequality holds:

\( h(D_{t+1}) \leq h(D_t) - |X_t'| - |X_t'| \).

**Proof.** From Property 7, a position \( p \) with \( h(p) = h_{\max}^{B_t} \) exits \( D_t \):

\( D_{t+1} = D_t \setminus \{ p \} \) (note that \( p' \) might or not belong to \( D_t \) or \( D_{t+1} \) - see Fig. 4a–c):

\( h(D_{t+1}) = h(D_t) - h_{\max}^{B_t} \)

Since either \( |X_t'| + |X_t'| = 0 \) or by Property 5, \( h(p') < h_{\max}^{B_t} \), \( h(p') + |X_t'| + |X_t'| \leq h_{\max}^{B_t} \). Then:

\[
h(D_{t+1}) \leq \begin{cases} 
  h(D_t) - (h(p') + |X_t'| + |X_t'|) & \text{if } h(p') < h_{\max}^{B_t} \\
  h(D_t) & \text{if } h(p') \geq h_{\max}^{B_t}
\end{cases}
\]

Because \( y_t \in B_t \), \( D_t \) is not empty and \( h_{\max}^{B_t} \geq 1 \). Also, \( h(p') \geq 1 \).

Thus:

\[
h(D_{t+1}) \leq \begin{cases} 
  h(D_t) - |X_t'| - |X_t'| - 1 & \text{if } h(p') < h_{\max}^{B_t} \\
  h(D_t) - 1 & \text{if } h(p') \geq h_{\max}^{B_t}
\end{cases}
\]

**A5**

Because of Property 6, it shows \( h(D_{t+1}) \leq h(D_t) - |X_t'| - |X_t'| - 1 \). \( \square \)

**Lemma 5.** If container \( y_t \notin B_t \), the following inequality holds:

\( h(D_{t+1}) + h_{\text{out}}^{\text{B}} \leq h(D_t) + h_{\text{out}}^{\text{B}} - |X_t'| - |X_t'| \).

**Proof.** The proof consists of three steps:

1. **Relation between** \( h(D_{t+1}) \) **and** \( h(D_t) \)

   The first refine the relation (4) established in the proof of Lemma 3. We consider the case when \( h(p') < h_{\max}^{B_t} \). We showed in the proof of Lemma 3 that \( h(D_{t+1}) = h(D_t) + h(p') - h_{\max}^{B_t} \) and that \( h(p') + |X_t'| + |X_t'| \leq h_{\max}^{B_t} \). Then, if \( h(p') + |X_t'| + |X_t'| < h_{\max}^{B_t} \), \( h(D_{t+1}) \leq h(D_t) - |X_t'| - |X_t'| - 1 \).

   It permits to develop (4) and obtain:

   \[
h(D_{t+1}) \leq \begin{cases} 
  h(D_t) - |X_t'| - |X_t'| - 1 & \text{if } h(p') < h_{\max}^{B_t} \\
  h(D_t) - |X_t'| - |X_t'| & \text{if } h(p') \geq h_{\max}^{B_t}
\end{cases}
\]

2. **Relation between** \( h_{\text{out}}^{\text{B}} \) **and** \( h_{\text{out}}^{\text{B}} \)

   Let us recall that \( B_t \) is the set of blocking containers \( b \in B_t \) that are located at positions \( p_b \notin D_t \) at period \( t \), and that \( h_{\text{out}}^{\text{B}} \) is its cardinality. We partition set \( B_t \) into two subsets:

   - \( B_t \)
   - \( B_t \setminus \text{out} \).
Fig. 8. Impact of the retrieval of \( y_t \) on \( h(D_{t+1}) \).

(a) \( h(p_t^y) < h_{D_t}^{\text{max}} \): \( h(D_{t+1}) = h(D_t) + h(p_t^y) - h_{D_t}^{\text{max}} \)

(b) \( h(p_t^y) > h_{D_t}^{\text{max}} \): \( h(D_{t+1}) = h(D_t) \)

(c) \( h(p_t^y) = h_{D_t}^{\text{max}} \): Case 1: \( h(D_{t+1}) = h(D_t) + h(p_t^y) - h_{D_t}^{\text{max}} = h(D_t) \)

(d) \( h(p_t^y) = h_{D_t}^{\text{max}} \): Case 2: \( h(D_{t+1}) = h(D_t) \)
For each subset we evaluate the maximum number of containers that can belong to $B_{t+1}^\text{out}$.

At most, all containers in $B_t^\text{out}$ belong to $B_{t+1}^\text{out}$ except those that are relocated at positions in $D_{t+1}$, that is, those in $X_t^-$. The maximal number of containers from $B_t^\text{out}$ that belong to $B_{t+1}^\text{out}$ is thus $B_t^\text{out} - |X_t^-|$.

Let us now evaluate this number for containers in $B_t \setminus B_t^\text{out}$. These containers are in $D_t$ at period $t$. Again we split the containers of $B_t \setminus B_t^\text{out}$ in two subsets: those that are relocated at period $t$, and those that are not. Regarding the first subset, $X_t^-$ represents exactly those that belong to $B_{t-1}^\text{out}$. Their number is $|X_t^-|$. Regarding those that are not relocated, we consider three cases (Fig. 10):

1. If $h(p_t') < h_{D_t}^\text{max}$, $D_{t+1} = D_t \cup \{p_t'\} \setminus \{p\}$, where $p$ is a position in $D_t$ (see Property 7). A non-relocated container that would be located in a position in $D_t$ but not in $D_{t+1}$, is necessarily located in position $p$.

   (a) In general, it can thus happen that a non-relocated container belonging to $B_t \setminus B_t^\text{out}$ belongs to $B_{t+1}^\text{out}$, it concerns at most 1 container.

   (b) Let us show that in the special case when $h(p_t') + |X_t^-| + |X_t'^+| = h_{D_t}^\text{max}$, it cannot happen. Assume that position $p$ contains a blocking container (non-relocated at period $t$). Position $(w(p_t'), h_{D_t}^\text{max})$ is in $D_t$ and is empty at period $t+1$.

   See that Algorithm 1 gives priority to position containing blocking containers, it is not possible to have $p \notin D_{t+1}$ and $(w(p_t'), h_{D_t}^\text{max}) \in D_{t+1}$. Furthermore, it is not possible to have $p \notin D_{t+1}$ and $(w(p_t'), h_{D_t}^\text{max}) \notin D_{t+1}$ unless $p = (w(p_t'), h_{D_t}^\text{max})$ because only one position is in $D_t \setminus D_{t+1}$, which is absurd and permits to conclude.

2. If $h(p_t') \geq h_{D_t}^\text{max}$, either $D_{t+1} = D_t$ or $D_{t+1} = D_t \cup \{p_t'\} \setminus \{p\}$, where $p$ is a position in $D_t$ (see Property 7). In the first case, trivially, no non-relocated container can be in $D_t \setminus D_{t+1}$. In the second case, the empty position $p_t'$ enters $D_{t+1}$ hence meaning (seeing the priorities of Algorithm 1) that all positions with non-relocated blocking containers at tier $h_{D_t}^\text{max}$ also belong to $D_{t+1}$. Again, no non-relocated container can be in $D_t \setminus D_{t+1}$.

Noting that $X_t^- = \emptyset$ when $h(p_t') \geq h_{D_t}^\text{max}$, the following equation summarizes the different cases.

$$B_{t+1}^\text{out} \leq \begin{cases} B_t^\text{out} - |X_t^-| + |X_t'^+| + 1 & \text{if } h(p_t') < h_{D_t}^\text{max} \\ B_t^\text{out} - |X_t^-| + |X_t'^+| & \text{if } h(p_t') \leq h_{D_t}^\text{max} \end{cases}$$
3. Relation between $h(D_{t+1}) + B_{t+1}^{\text{out}}$, and $h(D_t) + B_t^{\text{out}}$

We combine the inequalities on $h(D_{t+1})$ and $B_{t+1}^{\text{out}}$.

$$h(D_{t+1}) + B_{t+1}^{\text{out}} \leq \begin{cases} h(D_t) - |x_t^-| + B_t^{\text{out}} - |x_t^+| & \text{if } h(p_t^y) < h_{D_t}^{\text{max}} \\ h(D_t) - |x_t^-| + B_t^{\text{out}} - |x_t^-| & \text{if } h(p_t^y) < h_{D_t}^{\text{max}} \\ h(D_t) + B_t^{\text{out}} - |x_t^+| & \text{if } h(p_t^y) \geq h_{D_t}^{\text{max}} \end{cases}$$

Because of Property 6, it shows: $h(D_{t+1}) + B_{t+1}^{\text{out}} \leq h(D_t) + B_t^{\text{out}} - |x_t^-| - |x_t^+|$. □

**Lemma 6.** If container $y_t \in B_t$, the following inequality holds:

$h(D_{t+1}) + B_{t+1}^{\text{out}} \leq h(D_t) + B_t^{\text{out}} - |x_t^-| - |x_t^+| - 1$.

**Proof.** As before, the proof consists of three steps.

1. Relation between $h(D_{t+1})$ and $h(D_t)$

We first refine the relation (A.5) established in the proof of Lemma 4. We consider the case when $h(p_t^y) < h_{D_t}^{\text{max}}$. We showed in the proof of Lemma 4 that $h(D_{t+1}) = h(D_t) - h_{D_t}^{\text{max}}$ and that $1 + |x_t^-| + |x_t^+| \leq h(p_t^y) + |x_t^-| + |x_t^+| \leq h_{D_t}^{\text{max}}$. Then, if $h(p_t^y) + |x_t^-| + |x_t^+| < h_{D_t}^{\text{max}}$, $h(D_{t+1}) \leq h(D_t) - |x_t^-| - |x_t^+| - 1 - 1$.

It permits to develop (A.5) and obtain:

$$h(D_{t+1}) \leq \begin{cases} h(D_t) - |x_t^-| - |x_t^+| - 2 & \text{if } h(p_t^y) < h_{D_t}^{\text{max}} \\ h(D_t) - |x_t^-| - |x_t^-| - 1 & \text{if } h(p_t^y) < h_{D_t}^{\text{max}} \\ h(D_t) - 1 & \text{if } h(p_t^y) \geq h_{D_t}^{\text{max}} \end{cases}$$

2. Relation between $B_{t+1}^{\text{out}}$ and $B_t^{\text{out}}$

Following the proof of Step 2 of Lemma 5, we partition set $B_t$ in three subsets:

- $B_t^{\text{out}}$ containers from $B_t \setminus B_t^{\text{out}}$ relocated at period $t$
- $B_t^{\text{not out}}$ containers from $B_t \setminus B_t^{\text{out}}$ not relocated at period $t$

The maximal number of containers from $B_t^{\text{out}}$ that belong to $B_{t+1}^{\text{out}}$ is $B_t^{\text{out}} - |x_t^+|$ if $y \in D_t$ and $B_t^{\text{out}} - |x_t^-| - 1$ if $y \notin D_t$. The number of containers from $B_t \setminus B_t^{\text{out}}$ relocated at period $t$ is $|x_t^-|$. Regarding the third subset, Property 7 states that $D_{t+1} = D_t \setminus \{p\}$ with $p$ being a position in $D_t$ at tier $h_{D_t}^{\text{max}}$. At most one non-relocated container could belong to $D_t \setminus \{p\}$ (i.e., $B_{t+1}^{\text{out}}$), and it has to be located in position $p$. Let us precise
Fig. 11. Impact of the retrieval of $y_t$ on $B_{t+1}^{\text{out}}$.

(a) $h(p^y_t) < h_{D_t}^{\text{max}}$, general case: $B_{t+1}^{\text{out}} \leq B_t^{\text{out}} + |X_t^-|-|X_t^+| + 1$

(b) $h(p^y_t) < h_{D_t}^{\text{max}}$ and $h(p^y_t) + |X_t^-| + |X_t^+| = h_{D_t}^{\text{max}} : B_{t+1}^{\text{out}} = B_t^{\text{out}} + |X_t^-|-|X_t^+|$

(c) $h(p^y_t) \geq h_{D_t}^{\text{max}}$, $p^y_t \notin D_t : B_{t+1}^{\text{out}} \leq B_t^{\text{out}} - |X_t^+| - 1 + 1$

(d) $h(p^y_t) \geq h_{D_t}^{\text{max}}$, $p^y_t \in D_t : B_{t+1}^{\text{out}} = B_t^{\text{out}} - |X_t^+|$
situations where it is not possible that p contains a non-relocated container and is not in D_{1,1} simultaneously:

1. If \( h(p_i^y) < h_{\text{max}} \) and \( h(p_i^t) + |x_i^+| + |x_i^-| = h_{\text{max}} \), the retrieval of \( y_i \) and the associated relocations leave an empty position at tier \( h_{\text{max}} \); this empty position is in \( D_1 \) at period \( t \); following the proof of Lemma 5, \( p \in D_{1,1} \).

2. If \( h(p_i^y) \geq h_{\text{max}} \) and \( y_i \in D_1 \): \( p \in D_{1,1} \) for the same reason.

As a conclusion, given that \( B_{t+1} \subset B_t \), the equation given in Lemma 5 still holds (see also Fig. 11a–d):

\[
\encircled{B}_{t+1} \leq \begin{cases} 
B_{t+1} - |x_i^+| + |x_i^-| + 1 & \text{if } h(p_i^y) < h_{\text{max}} \\
B_{t+1} - |x_i^+| + |x_i^-| & \text{if } h(p_i^y) < h_{\text{max}} \\
B_{t+1} - |x_i^+| & \text{if } h(p_i^y) \geq h_{\text{max}} 
\end{cases}
\]

3. Relation between \( h(D_{1,1}) + \encircled{B}_{t+1} \) and \( h(D_t) + \encircled{B}_{t+1} \).

We combine the inequalities on \( h(D_{1,1}) \) and \( \encircled{B}_{t+1} \):

\[
\begin{align*}
\text{if } h(p_i^y) < h_{\text{max}} & \quad \text{and } h(p_i^t) + |x_i^+| + |x_i^-| < h_{\text{max}} \\
\text{if } h(p_i^y) < h_{\text{max}} & \quad \text{and } h(p_i^t) + |x_i^+| + |x_i^-| < h_{\text{max}} \\
\text{if } h(p_i^y) \geq h_{\text{max}} & \quad \text{and } h(p_i^t) + |x_i^+| + |x_i^-| = h_{\text{max}}
\end{align*}
\]

Because of Property 6, it shows: \( h(D_{1,1}) + \encircled{B}_{t+1} \leq h(D_t) + \encircled{B}_{t+1} - |x_i^+| - |x_i^-| - 1 \).
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