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Abstract

The World Wide Web (WWW) can be seen as an ideal platform for enhancing argumentative expression and
communication, due to its ubiquity and openness. Much argumentation takes place on personal blogs and on unstruc-
tured or semi-structured discussion forums. Recently, an increasing number of Web 2.0 applications provide specific
support for large-scale socially-contributed argumentative content. When compared with traditional methods of Web
discourse, these tools enable better visualisation, navigation and analysis of the ‘state of the debate’ by participants
and, potentially, by automated tools. In this paper, I outline some potential benefits of Semantic Web techniques in
supporting mass-scale, socially-contributed argument tagging. I also present some recent research in this direction.
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1. Argumentation Theory: A Crash Course

Argumentation can be defined as “a verbal and
social activity of reason aimed at increasing (or de-
creasing) the acceptability of a controversial stand-
point for the listener or reader, by putting forward
a constellation of propositions intended to justify
(or refute) the standpoint before a rational judge”
[1, page 5]. In the next subsections, I outline some
key concepts in describing and evaluating arguments
and argumentative processes.

1.1. Elements of Argument

Superficially, an argument consists of a conclu-
sion, which is a claim made by the arguer, and a set
of premises that support the conclusion.
Example 1 (Argument)

Email address: irahwan@acm.org (Iyad Rahwan).
URL: http://homepages.inf.ed.ac.uk/irahwan/ (Iyad

Rahwan).

– Premise: If Iraq has weapons of mass destruction
(WMDs), then it poses a threat to world peace;

– Premise: Iraq has WMDs;
– Conclusion: Iraq poses a threat to world peace.
Walton [2] identifies three major types of argument.
In a deductive argument (e.g. mathematical proof in
propositional logic), if the premises are true, then
the conclusion is necessarily true. An inductive argu-
ment involves a kind of generalisation from gathered
empirical evidence. Inductive arguments sometimes
use statistical techniques to establish the strength
(or confidence) of the supported claim. Finally, in a
presumptive argument, the conclusions are said to be
plausible given the premises. Plausibility is different
from probability. While probability is determined
by reasoning from statistical evidence, plausibility
states that the conclusion holds by default provided
no sufficient evidence supports the contrary. Argu-
ments can be depicted graphically using argument
diagramming techniques. Figure 1 shows a simple
graphical presentation of a deductive argument in
propositional logic.
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Fig. 1. A simple argument
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Fig. 2. The general form of Toulmin’s model of argument

Other views of arguments –beyond the simple dis-
tinction between premises and conclusions– have
been proposed by argumentation theorists to aid the
analysis of argumentative prose or discourse. A no-
table model of argument is that presented by Toul-
min [3]. Toulmin proposed that an argument can be
usefully analysed using six interrelated components:

(i) Claim: a conclusion that is being established.
E.g. “Iraq poses a threat to world peace.”

(ii) Data: the facts we appeal to in order to sup-
port the claim. E.g. “Iraq has WMDs.”

(iii) Warrant: a statement authorizing concluding
the claim from the data. E.g. “Countries that
have WMDs pose a threat to world peace.”

(iv) Backing: credentials that certify the state-
ment expressed in the warrant. E.g. one may
back the above warrant by citing historical ev-
idence that countries with WMDs have indeed
disrupted world peace.

(v) Rebuttal: statements recognising the restric-
tions to which the claim may legitimately be
applied. E.g. “Countries that have WMDs pose
a threat to world peace, unless these countries
are democracies.” Rebuttals, in a way, provide
opportunities to attack the argument.

(vi) Qualifier: words expressing the degree of
force or certainty concerning the claim. Ex-
amples of such words include “possible,” “cer-
tainly,” “necessarily,” “presumably,” etc.

The general form of Toulmin’s model is depicted in
Figure 2 [3, page 104].

More recently, there has been increasing interest
in classifying different types (or schemes) of argu-
ments based on generic types of premises and con-
clusions they satisfy. Argumentation schemes are
forms of argument, representing stereotypical ways
of drawing inferences from particular patterns of

premises to conclusions. Schemes help categorise the
way arguments are built. As such, they are referred
to as presumptive inference patterns, in the sense
that if the premises are true, then the conclusion
may presumably be taken to be true.

Structures and taxonomies of schemes have been
proposed by many theorists, such as Perelman and
Olbrechts-Tyteca [4], and Katzav and Reed [5]. But
it is Walton’s exposition [6] that has been most
influential in computational work. Each Walton
scheme has a name, conclusion, set of premises and
a set of critical questions. Critical questions enable
contenders to identify the weaknesses of an argu-
ment based on this scheme, and potentially attack
the argument. A common example of Walton-style
schemes is the ‘Argument from Expert Opinion,’
which takes the following form:
Example 2 (Scheme for Argument from Ex-
pert Opinion)
– Premise: Source E is an expert in domain S.
– Premise: E asserts that proposition A is true.
– Conclusion: A may plausibly be taken to be true.
Other schemes include argument from consequence,
and argument from analogy, etc. Actual arguments
are instances of schemes.
Example 3 (Instance of Argument from Ex-
pert Opinion)
– Premise: The CIA say that Iraq has WMDs.
– Premise: The CIA are experts in WMDs.
– Conclusion: Iraq has WMDs.
Note that premises may not always be stated, in
which case we say that a given premise is implicit [2]
or unexpressed [7]. One of the benefits of argument
classification is that it enables analysts to uncover
the hidden premises behind an argument, once the
scheme has been identified.

1.2. Combining Arguments

The abstract arguments presented in the previous
sections are referred to as linked arguments [2], since
they link a set of premises which, together, lead to
the conclusion. A special case of linked arguments
are single arguments [2], which include only a single
premise. Single and linked arguments are shown in
Figure 3(i) and 3(ii).

It is often the case that arguers present complex
structures of multiple inter-connected arguments.
For example, one may present multiple (individual)
arguments in support of the same conclusion. The
resulting argument structure is referred to as conver-

2



A

B

C

A

BCC

BA

(iv) 
serial

(v) 
divergent

(iii)
convergent

C

BA

(ii)
linked

A

(i)
single

B

Fig. 3. Common basic argument structures

gent argument [2] (also referred to as multiple argu-
mentation [7]), and is depicted in Figure 3(iii). Note
the difference between linked and convergent argu-
ments: in convergent arguments, each premise alone
supports the conclusion (i.e., together with the con-
clusion, it constitutes a single argument by itself).
Another common structure is the serial argument
[2] (also referred to as subordinative argumentation
[7]). In this structure, the conclusion of one argu-
ment acts as a premise of another, whose conclu-
sion could also form a premise of another argument,
and so on, thus resulting in a chain of arguments as
shown in Figure 3(iv). A third important structure
is the divergent argument [2], in which a single state-
ment acts as a premise to support multiple conclu-
sions. This kind of structure is depicted in Figure
3(v). Note that combinations of these structures are
also possible, resulting in more complex arguments.

1.3. Argument Evaluation

The previous section outlined some major trends
in the description of argument structures as well as
argumentative dialogues. This section outlines key
ideas in the evaluation of argumentative statements
as well as argumentative discourse.

One way to evaluate arguments is through critical
questions, which serve to inspect arguments based
on a particular argument scheme. For example, Wal-
ton [6] identified six critical questions for “Argument
from expert opinion:”

(i) Expertise: How credible is expert E?
(ii) Field: Is E an expert in the field that the as-

sertion, A, is in?
(iii) Opinion: Does E’s testimony imply A?
(iv) Trustworthiness: Is E reliable?
(v) Consistency: Is A consistent with the testi-

mony of other experts?
(vi) Backup Evidence: IsA supported by evidence?

As discussed by Gordon and Walton in the
Carneades model [8], these questions are not all

alike. The first, second, third and sixth questions
refer to presumptions required for the inference to
go through (e.g., the critical question ‘How cred-
ible is expert E as an expert source? ’ questions a
presumption by the proponent that ‘Expert E is
credible’). The proponent of the argument retains
the burden of proof if these questions are asked.
Numbers four and five, however, shift the burden
of proof to the questioner (e.g., the opponent must
demonstrate that another expert disagrees with E).
These questions capture exceptions to the rule, and
correspond to Toulmin’s rebuttal [3].

In computer science, much interest is dedicated to
identifying criteria for argument acceptability based
on the complex chains of attacks. In his seminal
work, Dung [9] views arguments as abstract entities
with an attack (or defeat) relation among them. For-
mally, an argumentation framework is defined as a
pair AF = 〈A,→〉, where A is a set of arguments
and → is an attack relation. This corresponds to
an argument graph that characterises the conflicts
among arguments. With this structure in place, it
becomes possible to present various criteria for char-
acterising the possible sets of acceptable arguments.
For example, under sceptical acceptability, an argu-
ment A1 is acceptable if it is not attacked, or if is de-
fended against each of its attackers A′ by an accept-
able argument A2 (i.e., A2 is acceptable and attacks
A′). Under credulous acceptability, an argument is
acceptable if it is part of a maximal admissible (i.e.
self-defending) set of arguments.

In terms of evaluating argumentation dialogues, a
key question is to identify fallacies made by dialogue
participants. One of the most formally precise ways
of studying dialogues is through dialogue-games [10],
which are interactions between two or more players,
where each player makes a move by making some
utterance in a common communication language,
and according to some pre-defined rules.

2. Arguing on Today’s Web

The Web can be seen as an ideal platform for en-
hancing argumentative expression, due to its ubiq-
uity and openness. A variety of opinions and argu-
ments are presented every day on the Web, in dis-
cussion forums, blogs, news sites, etc. As such, the
Web acts as an enabler of large-scale argumentation,
where different views are presented, challenged, and
evaluated by contributors and readers.

However, these methods do not capture the struc-
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ture of argumentative viewpoints explicitly. This
makes the task of searching, evaluating, comparing
and identifying the relationships among arguments
difficult. Recently, a number of Web 2.0 tools have
begun to provide more explicit support for argu-
mentation, thus enabling a more explicit structuring
of arguments. Below, I describe some of these tools
briefly, outlining their key features and limitations.

Truthmapping 1 is a public argumentation sup-
port system that supports a large number of par-
ticipants. It enables users to create arguments that
consist of premises and conclusions. Arguments can
be chained, and can contain hyperlinks to other Web
addresses or to premises or conclusions of other argu-
ments (within or outside the given argument). More-
over, each user can present a single critique to each
premise. And the person asserting the argument can
add a single rebuttal to each critique.

Debatabase 2 is a database of arguments organ-
ised into topics, each of which is a (usually yes/no)
question. Each question is supplied with a context,
and a number of arguments pro and con that ques-
tion are listed. The database is intended as a re-
source for students interested in learning debating
skills. The topics are written by expert debaters,
judges and coaches, and included are background
summaries, links to websites of interest and rec-
ommended books, example motions and user com-
ments. At the time of writing, there are a total of
423 questions in the database. A similar approach
has been taken by Debatepedia. 3

Standpoint 4 is a Web-based system that enables a
user to make a claim, and then add links to resources
(e.g. blogs, websites, and books) that support this
claim. Once a claim is posted, any user can post
reasons why they agree with such claim, or what
they believe instead of it. A user can also rate the
evidence that others have posted. One of the aims
of the Web site is to enable users to find people who
share similar points of view.

Standpedia 5 is wiki-style encyclopedia of contro-
versy. Standpedia users work together to build maps
of controversial issues that everyone can agree on
– not because the map offers one right answer but
because all the perspectives are well-represented
within the map.

1 See http://www.truthmapping.com
2 http://www.idebate.org/debatabase/
3 http://www.debatepedia.com
4 http://www.standpoint.com
5 http://www.standpedia.com

3. Arguing on the Semantic Web

Existing Web 2.0 systems for supporting mass ar-
gumentation have a number of limitations. Firstly,
there is limited or no integration between the differ-
ent argument repositories. This limits the ability to
provide services (e.g. question answering systems)
that make use of arguments from multiple mass ar-
gumentation repositories.

Another, related limitation of existing systems
is that argument structure is relatively shallow.
Most Web 2.0 applications distinguish only be-
tween premises and conclusions, and possibly be-
tween pro- and con- arguments. But they do not
distinguish between different types of arguments,
or subtle types of attack among arguments. More-
over, existing tools do not provide semantically rich
links among arguments. For example, in truthmap-
ping, while user contributed text (i.e. premises,
conclusions, critiques and rebuttals) can contain
hyperlinks to any Web content including support-
ing material or even other “truthmaps” which does
enable cross-referencing among arguments, these
cross-references carry no explicit semantics. So, it
is not possible to connect multiple arguments ex-
plicitly in complex structures (e.g. that contain
combinations of convergent arguments, divergent
arguments, etc.). This limitation inhibits the pos-
sibilities for using meta-data about arguments to
enhance the automated search and/or evaluation of
arguments on the Web.

In the next sub-sections, I outline some directions
in which Semantic Web technologies can enhance
mass argumentation on today’s Web 2.0.

3.1. Integrating Mass Argumentation Tools

One of the main challenges in argumentation sup-
port tools on the Web is the lack of a shared ontology
(or interchange format) for representing arguments
and argumentation. As a result, arguments posted
on various sites such as truthmapping or debatabase
cannot be easily integrated. Such integration can al-
low users of one mass argumentation tool to easily
access arguments posted on another tool. It can also
allow third-party tools to aggregate content from a
variety of mass argumentation tools.

Semantic Web technologies are well placed to fa-
cilitate the integration among mass argumentation
tools. On one hand, a unified argument description
ontology could act as an inter-lingua between the
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different tools. If Web 2.0 mass argumentation tools
can provide access to their content through a com-
mon ontology (e.g. in RDF or OWL), then soft-
ware developers could easily build tools to exchange
(e.g. import and export) arguments between tools.
On the other hand, if a standard ontology of ar-
guments is not attainable, then ontology mapping
tools [11] can potentially provide means for the au-
tomatic translation of a variety of argument anno-
tation languages.

The most comprehensive and most recent attempt
to provide a general ontology of argument-related
concepts is the Argument Interchange Format [12],
which I shall return to later in the paper.

3.2. Rich Argument Ontologies for Question
Answering

Arguably, the key feature of Semantic Web tech-
nologies is that they represent Web information in
standard, machine-processable formats (e.g. in RDF
or OWL). Once this kind of explicit semantic mark-
up is in place, a wide variety of applications can ex-
ploit mark-up to offer better information services.
There is an opportunity for exploiting explicit se-
mantic mark-up of arguments to support mass ar-
gumentation on the Web.

Semantic mark-up can enable us to explicitly an-
notate arguments, and to distinguish between the
different components of an argument. For exam-
ple, one can use an XML document to describe the
premises and the conclusion of an argument. This is
the approach taken in the Argument Markup Lan-
guage (AML) used in the argument annotation tools
Araucaria [13]. The syntax of AML is specified in
a Document Type Definition (DTD) which imposes
structural constraints on the form of valid AML
documents. AML was primarily produced for use in
the Araucaria tool, though has more recently been
adopted elsewhere. A corpus of analysed and anno-
tated arguments is available in XML format from
the AraucariaDB on-line repository, which can be
searched using XPath queries. 6 Search can be fil-
tered by text, analyst, date, argument scheme, etc.

A variety of other argument mark-up languages
have been proposed in the context of argument visu-
alisation and mapping tools. ClaiMaker and related
technologies [14] provide a set of tools for individuals
or distributed communities to publish and contest

6 http://araucaria.computing.dundee.ac.uk/search.php

ideas and arguments, as is required in contested do-
mains such as research literatures, intelligence anal-
ysis, or public debate. This system makes use of the
ScholOnto ontology [15], which can express a num-
ber of basic reasoning schemes (causality, support)
and relationships between concepts found in schol-
arly discourse (e.g. similarity of ideas, taxonomies
of concepts, etc.). Another mark-up language was
developed for Compendium, 7 a semantic hypertext
concept mapping tool. The Compendium argument
ontology enables constructing Issue Based Informa-
tion System (IBIS) networks, in which nodes repre-
sent issues, positions and arguments [16]. The As-
surance and Safety Case Environment (ASCE) 8 is a
graphical and narrative authoring tool for develop-
ing and managing assurance cases, safety cases and
other complex project documentation. ASCE relies
on an ontology for arguments about safety based on
claims, arguments and evidence [17].

These various attempts at providing argument
mark-up languages share a limitation. Each partic-
ular language is designed for use with a specific tool
(usually for the purpose of facilitating argument vi-
sualisation). As a consequence, the semantics of ar-
guments specified using these languages is tightly
coupled with particular schemes to be interpreted
in a specific tool and according to a specific under-
lying theory. Thus, for example, arguments in the
Compendium concept mapping tool are to be inter-
preted in relation to a rigorous theory of issue-based
information systems.

Semantic Web ontologies can offer a unified on-
tology for describing and annotating arguments. If
Web 2.0 mass argumentation tools can provide ac-
cess to their content through a common ontology
(e.g. in RDF or OWL), then software developers
could easily build tools that aggregate content from
various tools. An obvious application of such seman-
tic argument mark-up is to exploit the variety of
ideas and techniques for improving question answer-
ing by exploiting features of the Semantic Web [18].
Prospects range from using query refinement tech-
niques to interactively assist users find arguments
of interest through Web-based forms, to processing
natural language questions like ‘List all arguments
that support the War on Iraq on the basis of expert
assessment that Iraq has WMDs.’ Marking-up ar-
guments using more expressive Semantic Web on-
tology languages such as OWL [19] can also enable

7 http://www.compendiuminstitute.org/tools/compendium.htm
8 http://www.adelard.co.uk/software/asce/
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ontological reasoning over argument structures, for
example, to automatically classify arguments, or to
identify semantic similarities among arguments.

3.3. Argumentative Semantic Blogging

One of the major challenges in any Semantic Web
application is the so-called knowledge acquisition
bottleneck. How can we produce a large amount of
semantically marked-up arguments? One way is to
provide easy tools for annotating arguments as part
of existing Web 2.0 tools. A notable emerging type
of tools are Semantic Blogging tools [20], which en-
able users to annotate their blog entries with various
mark-ups. In the context of mass argumentation,
one can conceive of a semantic blogging tool which
enables users to annotate their views explicitly as
arguments, to enable other users to easily identify
them. A primitive form of this feature has been ex-
plored to some extent in the ‘Standpoint’ system de-
scribed above, where users can publish their claims
as RSS feeds, or subscribe to other people’s feeds.
A natural extension of this is to enable users to link
their arguments explicitly to arguments posted in
other blogs. Such links can be semantically rich, in-
dicating the type of relationship, be it an endorse-
ment, a rebuttal, etc. In general, semantic blogging
can represent a useful approach for building up large
amounts of annotations, which would in turn make
the question answering scenario mentioned above
more viable.

3.4. Semantic Mass-Collaborative Argument
Editing

Another approach to accumulating argument an-
notations is through mass-collaborative editing of
semantically connected argumentative documents
in the style of Semantic Wikipedia [21]. A basic
feature of this kind is already offered by Discourse
DB, 9 which was released to the public in 2006 and
started to accumulate sizable content. Discourse
DB is a forum for journalists and commentators to
post their opinions about ongoing political events
and issues. Positions on certain matters are organ-
ised by topic, and classified into three categories:
for, against, and mixed. Moreover, content may
be browsed by topic, author, or publication type.
Discourse DB provides facilities to export content

9 See http://discoursedb.org

into RDF format for use by other Semantic Web
applications.

4. An Infrastructure for Unified Semantic
Argument Annotation

In the previous section, I outlined a number of
potential uses of Semantic Web technologies in sup-
porting mass argumentation. Only a few of these
applications exist, and when they do, they make rel-
atively basic use of Semantic Web techniques, and
do not provide explicit integration of argumentative
content using a shared ontology.

In this section, I present a brief description of
an ontology which may be used as a seed for a va-
riety of Semantic Web argument annotation tools.
The ontology is described in detail in a recent joint
paper with other colleagues [22]. It enables the an-
notation of arguments using RDF, and is theoreti-
cally founded on the Argument Interchange Format
(AIF) [12] and Walton’s general theoretical account
of argumentation schemes [6]. I also describe a pilot
system built that exploits this ontology.

4.1. The Argument Interchange Format

The AIF is a core ontology of argument-related
concepts, and can be extended to capture a variety
of argumentation formalisms and schemes. The AIF
views argument components as nodes in a directed
graph called an argument network.

The core AIF has two types of nodes: information
nodes (or I-nodes) and scheme nodes (or S-nodes).
These are represented by two disjoint sets, NI ⊂ N
and NS ⊂ N , respectively. Information nodes are
used to represent passive information contained
in an argument, such as a claim, premise, data,
etc. S-nodes capture the application of schemes
(i.e. patterns of reasoning). Such schemes may be
domain-independent patterns of reasoning, which
resemble rules of inference in deductive logics but
broadened to include non-deductive inference. The
schemes themselves belong to a class, S, and are
classified into the types: rule of inference scheme,
conflict scheme, and preference scheme. We denote
these using the disjoint sets SR, SC and SP , re-
spectively. The predicate (uses : NS × S) is used to
express the fact that a particular scheme node uses
(or instantiates) a particular scheme. The AIF thus
provides an ontology for expressing schemes and
instances of schemes, and constrains the latter to
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to I-node to RA-node to PA-node to CA-node

from I-
node

I-node data
used in
applying an
inference

I-node data
used in
applying a
preference

I-node data in
conflict with in-
formation in node
supported by CA-
node

from
RA-
node

inferring a
conclusion
in the form
of a claim

inferring a
conclusion in
the form of an
inference
application

inferring a
conclusion in
the form of a
preference
application

inferring a conclu-
sion in the form
of a conflict defi-
nition application

from
PA-
node

applying a
preference
over data
in I-node

applying a
preference over
inference
application in
RA-node

meta-
preferences:
applying a
preference over
preference
application in
supported
PA-node

preference appli-
cation in support-
ing PA-node in
conflict with pref-
erence application
in PA-node sup-
ported by CA-
node

from
CA-
node

applying
conflict
definition
to data in
I-node

applying
conflict
definition to
inference
application in
RA-node

applying
conflict
definition to
preference
application in
PA-node

showing a conflict
holds between a
conflict definition
and some other
piece of informa-
tion

Table 1

Informal semantics of untyped edges in core AIF

the domain of the former via the function uses. I.e.,
that ∀n ∈ NS ,∃s ∈ S such that uses(n, s).

The present ontology has three different types of
scheme nodes: rule of inference application nodes
(or RA-nodes), preference application nodes (or
PA-nodes) and conflict application nodes (or CA-
nodes). These are represented as three disjoint sets:
NRA

S ⊆ NS , NPA
S ⊆ NS , and NCA

S ⊆ NS , respec-
tively. The word ‘application’ on each of these types
was introduced in the AIF as a reminder that these
nodes function as instances, not classes, of possibly
generic inference rules. Intuitively, NRA

S captures
nodes that represent (possibly non-deductive) rules
of inference, NCA

S captures applications of criteria
(declarative specifications) defining conflict (e.g.
among a proposition and its negation, etc.), and
NPA

S are applications of (possibly abstract) criteria
of preference among evaluated nodes.

The AIF specification does not type its edges. The
(informal) semantics of edges can be inferred from
the types of nodes they connect (see Table 1). One of
the restrictions imposed by the AIF is that no out-
going edge from an I-node can be directed directly
to another I-node. This ensures that the type of any
relationship between two pieces of information must
be specified explicitly via an intermediate S-node.
Definition 1 (Argument Network) An argu-
ment network Φ is a graph consisting of:
– a set N = NI ∪NS of vertices (or nodes); and

– a binary relation
edge−−−→: N×N representing edges.

where @(i, j) ∈ edge−−−→ where both i ∈ NI and j ∈ NI

A simple argument can be represented by linking a

p → q

p

qMP1

(a) Simple argument (b) Attack among two simple arguments

r → p

r

p MP2

neg1

A1

A2

p → q

p

qMP1

neg2

Fig. 4. Examples of simple arguments; S-Nodes denoted with

a thicker border

set of premises to a conclusion.
Definition 2 (Simple Argument) A simple ar-
gument, in network Φ and schemes S, is a tuple
〈P, τ, c〉 where:
– P ⊆ NI is a set of nodes denoting premises;
– τ ∈ NRA

S is a rule of inference application node;
– c ∈ NI is a node denoting the conclusion;
such that τ

edge−−−→ c, uses(τ, s) where s ∈ S, and ∀p ∈
P we have p

edge−−−→ τ .
Following is a description of a simple argument in
propositional logic, depicted in Figure 4(a).
Example 4 (Simple Argument)
The tuple A1 = 〈{p, p → q},MP1, q〉 is a sim-
ple argument in propositional language L, where
p ∈ NI and (p → q) ∈ NI are nodes representing
premises, and q ∈ NI is a node representing the
conclusion. In between them, the node MP1 ∈ NRA

S

is a rule of inference application nodes (i.e., RA-
node) that uses the modus ponens natural deduction
scheme, which can be formally written as follows:
uses(MP1,∀A,B ∈ L A A→B

B ).
An attack or conflict from one information or scheme
node to another information or scheme node is cap-
tured through a CA-node, which captures the type
of conflict. The attacker is linked to the CA-node,
and the CA-node is subsequently linked to the at-
tacked node. Note that since edges are directed, each
CA-node captures attack in one direction. Symmet-
ric attack would require two CA-nodes, one in each
direction. The following example describes a conflict
between two simple arguments (see Figure 4(b)).
Example 5 (Simple Arguments in Conflict)
Recall the simple argument A1 = 〈{p, p →
q},MP1, q〉. And consider another simple argument
A2 = 〈{r, r → ¬p},MP2,¬p〉. Argument A2 under-
mines A1 by supporting the negation of the latter’s
premise. This (symmetric) propositional conflict is
captured through two CA-nodes: neg1 and neg2 .
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4.2. Representing Argument Schemes

Recall that schemes are forms of argument, rep-
resenting stereotypical ways of drawing inferences
from particular patterns of premises to conclusions.
We consider the set of schemes S as nodes in the ar-
gument network. And we introduce a new class of
nodes, called forms (or F-nodes), captured in the
set NF ⊆ N . Two distinct types of forms are pre-
sented: premise descriptors and conclusion descrip-
tors, denoted by NPrem

F ⊆ NF and NConc
F ⊆ NF ,

respectively. As can be seen in Figure 5, we can now
explicitly link each node in the actual argument (the
four unshaded nodes at the bottom right) to the
form node it instantiates (the four shaded nodes at
the top right). 10 Notice that here, we expressed the

predicate ‘uses’ with the edge
fulfilsScheme−−−−−−−−→: NS ×S.

Since each critical question corresponds either to
a presumption or an exception, we provide explicit
descriptions of the presumptions and exceptions as-
sociated with each scheme. To express the scheme’s
presumptions, we add a new type of F-node called
presumption, represented by the set NPres

F ⊆ NF ,
and linked to the scheme via a new edge type
hasPresumption−−−−−−−−−−→: S × NPres

F . This is shown in the
three (shaded) presumption nodes at the bottom
left of Figure 5. As for representing exceptions, the
AIF offers a more expressive possibility. In just the
same way that stereotypical patterns of the passage
of deductive, inductive and presumptive inference
can be captured as rule of inference schemes, so too
can the stereotypical ways of characterising conflict
be captured as conflict schemes. Conflict, like in-
ference, has some patterns that are reminiscent of
deduction in their absolutism (such as the conflict
between a proposition and its complement), as well
as others that are reminiscent of non-deductive in-
ference in their heuristic nature (such as the conflict
between two courses of action with incompatible
resource allocations). Thus, exceptions can most
accurately be presented as conflict scheme descrip-
tions (see top left of Figure 5).

Finally, in Walton’s account of schemes, some pre-
sumptions may be implicitly or explicitly entailed
by a premise. While the truth of a premise may be
questioned directly, questioning associated with the
underlying presumptions can be more specific, cap-

10 To improve readability, we will start using typed edges.

All typed edges will take the form
type−−−→, where type is the

type of edge, and
type−−−→⊆ edge−−−→.

turing the nuances expressed in Walton’s character-
isation. This relationship, between is captured ex-
plicitly using a predicate ( entails−−−−→: NPrem

F ×NPres
F ).

Definition 3 (Presumptive Inference Scheme
Description) A presumptive inference scheme de-
scription is a tuple 〈PD , α, cd ,Ψ,Γ, entails−−−−→〉 where:
– PD ⊆ NPrem

F is a set of premise descriptors;
– α ∈ SR is the scheme;
– cd ∈ NConc

F is a conclusion descriptor.
– Ψ ⊆ NPres

F is a set of presumption descriptors;
– Γ ⊆ SC is a set of exceptions; and
– entails−−−−→⊆ NPrem

F ×NPres
F

such that:
– α

hasConcDesc−−−−−−−−→ cd;
– ∀pd ∈ PD we have α hasPremiseDesc−−−−−−−−−−→ pd;
– ∀ψ ∈ Ψ we have α

hasPresumption−−−−−−−−−−→ ψ;
– ∀γ ∈ Γ we have α

hasException−−−−−−−−→ γ;
With the description of the scheme in place, we can
now show how argument structures can be linked
to scheme structures. In particular, we define a pre-
sumptive argument, which is an extension of the def-
inition of a simple argument.
Definition 4 (Presumptive Argument) A pre-
sumptive argument based on presumptive inference
scheme description 〈PD , α, cd ,Ψ,Γ, entails−−−−→〉 is a tu-
ple 〈P, τ, c〉 where:
– P ⊆ NI is a set of nodes denoting premises;
– τ ∈ NRA

S is a rule of inference application node;
– c ∈ NI is a node denoting the conclusion;
such that:
– τ

edge−−−→ c; ∀p ∈ P we have p
edge−−−→ τ ;

– τ
fulfilsScheme−−−−−−−−→ α; c

fulfilsConclusionDesc−−−−−−−−−−−−−−→ cd; and
–

fulfilsPremiseDesc−−−−−−−−−−−−→⊆ P ×PD corresponds to a one-
to-one correspondence from P to PD.

4.3. An Implementation: AIF-RDF and ArgDF

We implemented our extended ontology using
RDF and RDFS [23], and call the resulting ontol-
ogy AIF-RDF. In summary, we view elements of
arguments and schemes (e.g. premises, conclusions)
as RDF resources, and connect them using binary
predicates as described earlier.

ArgDF 11 is a Semantic Web-based system that
uses the AIF-RDF ontology. It uses a variety of soft-
ware components such as the Sesame RDF reposi-

11 ArgDF is currently a proof-of-concept prototype and can

be accessed at: http://www.argdf.org
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Conclusion descriptor:
A may plausibly be 
taken to be true

Presumptive inference scheme:
Argument from expert opinion

Premise descriptor:
E is an expert in 
domain D

Premise descriptor:
E asserts that A is 
known to be true

Presumption:
E is credible as 
an expert source

Presumption:
E’s testimony 
does imply A

Presumption:
E is an expert in the 
field that A is in

hasPresumption entails

hasConclusionDescription

hasPremiseDesc

Conflict scheme:
Conflict from testimonial 
inconsistency

Premise descriptor:
Other experts disagree

Conflict scheme:
Conflict from bias

Premise descriptor:
Speaker is biased

hasPremiseDescription

hasPremiseDescription hasException

hasException

Allen says that 
Brazil has the 
best football team

Allen is an 
expert in sports

RA-node

Brazil has the best 
football team

supportssupports

CA-node

CA_Node_attacks

Allen is biased attacks

fulfilsPrem
iseD

esc fulfilsPremiseDesc fulfilsPremiseDesc

fulfilsScheme

fulfilsC
onclusionD

esc

hasConclusion

Allen is not an 
expert in sport CA-nodeattacks

I-node or one of its sub-types

S-node or one of its sub-types

F-node or one of its sub-types

Scheme or one of its sub-types

underminesPresumption

Underlined: Node type

Fig. 5. An argument network showing an argument from expert opinion, two counter-arguments undermining a presumption
and an exception, and the descriptions of the schemes used by the argument and attackers. A: Brazil has the best football

team: Allen is a sports expert and he says so; B: But Allen is biased, and he is not an expert in sports!

tory, 12 PHP scripting, XSLT, the Apache Tomcat
server, 13 and MySQL database. The system also
uses Phesame, 14 a PHP class containing a set of
functions for communicating with Sesame through
PHP pages. The Sesame RDF repository offers the
central features needed by the system, namely: (i)
uploading RDF and RDFS single statements or com-
plete files; (ii) deleting RDF statements; (iii) query-
ing the repository using the Semantic Web query
language RQL; and (iv) returning RDF query re-
sults in a variety of computer processable formats
including XML, HTML or RDF.

Creating New Arguments: The system
presents the available schemes, and allows the user
to choose the scheme to which the argument be-
longs. Details of the selected scheme are then re-
trieved from the repository, and the form of the
argument is displayed to the user, who then creates
the conclusion followed by the premises.

Support/Attack of Existing Expressions:
The expressions (i.e. premises or conclusions) in the
repository can be displayed, supported or attacked.
When a user chooses to support an existing premise
through a new argument/scheme, this premise will
be both a premise in one argument, and a conclu-
sion in another. Thus, the system enables argument
chaining. If the user chooses to attack an expres-

12 See: http://www.openrdf.org
13 See: http://tomcat.apache.org/
14http://www.hjournal.org/phesame

sion, on the other hand, s/he will be redirected to
choose an appropriate conflict scheme, and create
a new argument whose conclusion is linked to the
existing conclusion via a conflict application node
(as in Example 5).

Searching through Arguments: The system
enables users to search existing arguments, by spec-
ifying text found in the premises or the conclusion,
the type of relationship between these two (i.e. sup-
port or attack), and the scheme(s) used. For exam-
ple, one can search for arguments, based on expert
opinion, against the ‘war on Iraq,’ and mentioning
‘weapons of mass destruction’ in their premises. An
RQL query is generated in the background.

Linking Existing Premises to a New Argu-
ment: While creating premises supporting a given
conclusion through a new argument, the user can re-
use existing premises from the system. This premise
thus contributes to multiple arguments in a diver-
gent structure. This functionality can be useful, for
example, in Web-based applications that allow users
to use existing Web content (e.g. a news article, a
legal document) to support new or existing claims.

Attacking Arguments through Implicit As-
sumptions: With our account of presumptions and
exceptions, it becomes possible to construct an au-
tomatic mechanism for presuming. ArgDF allows
the user to inspect an existing argument, allowing
the exploration of the hidden assumptions (i.e. pre-
sumptions and exceptions) by which its inference is

9



warranted. This leads the way for possible implicit
attacks on the argument through pointing out an
exception, or through undermining one of its pre-
sumptions (as shown in Figure 5). This is exactly the
role that Walton envisaged for his critical questions
[6]. Thus, ArgDF exploits knowledge about implicit
assumptions in order to enable richer interaction be-
tween the user and the arguments.

Creation of New Schemes: The user can cre-
ate new schemes through the interface of ArgDF
without having to modify the ontology. This feature
enables a variety of user-created schemes to be in-
corporated, thus offering flexibility not found in any
other argument-support system.

5. Conclusion

In this paper, I surveyed some existing Web
2.0 applications that support mass-scale, socially-
contributed argument tagging. I outlined some
potential benefits of Semantic Web techniques in
such applications. I then summarised recent work
towards a standard argument ontology [12] and its
realisation in a Semantic Web pilot system [22]. A
major issue of future work is the adoption of the
proposed ontology. One would not expect normal
Web users to use the ontology directly to author
complex argument structures. A more realistic ap-
proach is to attempt to create as much annotation
as possible in the background without direct user
intervention (e.g. using natural language processing
techniques to classify arguments automatically).
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