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Abstract—Generating random bits from a source of biased coins (the bias is unknown) is a classical question that was originally studied by von Neumann. There are a number of known algorithms that have asymptotically optimal information efficiency, namely, the expected number of generated random bits per input bit is asymptotically close to the entropy of the source. However, only the original von Neumann algorithm has a ‘streaming property’ — it operates on a single input bit at a time and it generates random bits when possible, alas, it does not have an optimal information efficiency.

The main contribution of this paper is an algorithm that generates random bit streams from biased coins, uses bounded space and runs in expected linear time. As the size of the allotted space increases, the algorithm approaches the information-theoretic upper bound on efficiency. In addition, we discuss how to extend this algorithm to generate random bit streams from m-sided dice or correlated sources such as Markov chains.

Index Terms—Random Number Generation, Biased Coins, Markov Chains, Streams.

I. INTRODUCTION

The question of generating random bits from a source of biased coins dates back to von Neumann [9] who observed that whenever one focuses on a pair of coin tosses, the events HT and TH have the same probability (H is for ‘head’ and T is for ‘tail’) of being generated; hence, HT produces the output symbol 1 and TH produces the output symbol 0. The other two possible events, namely, HH and TT, are ignored, namely, they do not produce any output symbols. However, von Neumann’s algorithm is not optimal in terms of the number of random bits that are generated. This problem was solved, specifically, given a fixed number of biased coin tosses with unknown probability, it is well known how to generate random bits with asymptotically optimal efficiency, namely, the expected number of unbiased random bits generated per coin toss is asymptotically equal to the entropy of the biased coin [3]–[6]. However, these solutions, including Elias’s algorithm and Peres’s algorithm, can generate random bits only after receiving the complete input sequence (or a fixed number of input bits), and the number of random bits generated is a random variable.

We consider the setup of generating a “stream” of random bits; that is, whenever random bits are required, the algorithm reads new coin tosses and generates random bits dynamically. Our new streaming algorithm is more efficient (in the number of input bits, memory and time) for producing the required number of random bits and is a better choice for implementation in practical systems. The concept of streaming algorithms can be treated as an extension of the concept of variable to fixed-length random number generators [8], [11], where the output length is not known in advance. We notice that von Neumann scheme is the one which is able to generate a stream of random bits, but its efficiency is far from optimal. Our goal is to modify this scheme such that it can achieve the information-theoretic upper bound on efficiency. Specifically, we would like to construct a function \( f : \{H,T\}^* \to \{0,1\}^* \) which satisfies the following conditions:

1) \( f \) generates a stream. For any two sequences of coin tosses \( x, y \in \{H,T\}^* \), \( f(x) \) is a prefix of \( f(xy) \).

2) \( f \) generates random bits. Let \( X_k \in \{0,1\}^* \) be the sequence of coin tosses inducing \( k \) bits; that is, \( |f(X_k)| \geq k \) but for any strict prefix \( X \) of \( X_k \), \( |f(X)| \leq k \). Then the first \( k \) bits of \( f(X_k) \) are independent and unbiased.

3) \( f \) has asymptotically optimal efficiency. That is, for any \( k > 0 \),

\[
\frac{E[|X_k|]}{k} \to \frac{1}{H(p)}
\]

as \( k \to \infty \), where \( H(p) \) is the entropy of the biased coin [2].

The von Neumann scheme uses only 3 states, i.e., a symbol in \( \{\phi,H,T\} \), for storing state information. For example, the output bit is 1 if and only if the current state is H and the input symbol is T. In this case, the new state is \( \phi \). Similarly, the output bit is 0 if and only if the current state is T and the input symbol is H. In this case, the new state is \( \phi \). Our approach for generalizing von Neumann’s scheme is by increasing the memory (or state) of our algorithm such that we do not lose information that might be useful for generating future random bits. We represent the state information as a binary tree, called status tree, in which each node is labeled by a symbol in \( \{\phi,H,T,0,1\} \). When a source symbol (a coin toss) is received, we modify the status tree based on certain simple rules and generate random bits in a dynamic way. This is the key idea in our algorithm; we call this approach the random-stream algorithm. In some sense, the random-stream algorithm is the streaming version of Peres’s algorithm. We show that this algorithm satisfies all three conditions above, namely, it can generate a stream of random bits with asymptotically optimal efficiency. In practice, we can reduce the space size by limiting the depth of the status tree. We will demonstrate
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that as the depth of the status tree increases, the efficiency of the algorithm quickly converges to the information-theoretic upper bound.

An extension of the question is to generate random bit streams from an arbitrary Markov chain with unknown transition probabilities. The non-streaming version of this problem was first studied by Samuelson [7], and his algorithm was later improved by Blum [1]. Recently, we proposed the first known algorithm that runs in expected linear time and achieves the information-theoretic upper bound on efficiency [10]. In this paper, we generalize the random-stream algorithm so that it can generate random-bit streams from an arbitrary Markov chain.

The rest of the paper is organized as follows. Section II presents our key result, the random-stream algorithm that generates random bit streams from arbitrary biased coins and achieves the information-theoretic upper bound on efficiency. In Section III, we generalize the random-stream algorithm to generate random bit streams from arbitrary loaded dice (biased coins with more than two faces). An extension for Markov chains is provided in Section IV, followed by the concluding remarks.

II. THE RANDOM-STREAM ALGORITHM

A. Description

Many algorithms have been proposed for efficiently generating random bits from a fixed number of coin tosses, including Elias’s algorithm and Peres’s algorithm. However, in these algorithms, the input bits can be processed only after all of them have been received, and the number of random bits generated cannot be controlled. In this section, we focus on deriving a new algorithm, the random-stream algorithm, that generates a stream of random bits from an arbitrary biased-coin source and achieves the information-theoretic upper bound on efficiency. Given an application that requires random bits, the random-stream algorithm can generate random bits dynamically based on requests from the application.

While von Neumann’s scheme can generate a stream of random bits from an arbitrary biased coin, its efficiency is far from being optimal. The main reason is that it uses minimal state information, recorded by a symbol of alphabet size three in \( \{ \phi, H, T \} \). The key idea in our algorithm is to create a binary tree for storing the state information, called a status tree. A node in the status tree stores a symbol in \( \{ \phi, H, T, 0, 1 \} \). The following procedure shows how the status tree is created and is dynamically updated in response to arriving input bits. At the beginning, the tree has only a single root node labeled as \( \phi \). When reading a coin toss from the source, we modify the status tree based on certain rules. For each node in the status tree, if it receives a message (H or T), we do operations on the node. Meanwhile, this node may pass some new messages to its children. Iteratively, we can process the status tree until no more messages are generated. Specifically, let \( u \) be a node in the tree. Assume the label of \( u \) is \( x \in \{ \phi, H, T, 1, 0 \} \) and it receives a symbol \( y \in \{ H, T \} \) from its parent node (or from the source if \( u \) is the root node). Depending on the values of \( x \) and \( y \), we do the following operations on node \( u \).

1) When \( x = \phi \), set \( x = y \).
2) When \( x = 1 \) or \( 0 \), output \( x \) and set \( x = y \).
3) When \( x = H \) or \( T \), we first check whether \( u \) has children. If it does not have, we create two children with label \( \phi \) for it. Let \( u_l \) and \( u_r \) denote the two children of \( u \).
   - If \( xy = HH \), we set \( x = \phi \) and pass a symbol T to \( u_l \) and a symbol H to \( u_r \).
   - If \( xy = TT \), we set \( x = \phi \) and pass a symbol T to \( u_l \) and a symbol T to \( u_r \).
   - If \( xy = HT \), we set \( x = 1 \) and pass a symbol H to \( u_l \).
   - If \( xy = TH \), we set \( x = 0 \) and pass a symbol H to \( u_l \).

We see that the node \( u \) passes a symbol \( x + y \mod 2 \) to its left child and if \( x = y \) it passes a symbol \( x \) to its right child.

Note that the timing is crucial that we output a node’s label (when it is 1 or 0) only after it receives the next symbol from its parent or from the source. This is different from von Neumann’s scheme where a 1 or a 0 is generated immediately without waiting for the next symbol. If we only consider the output of the root node in the status tree, then it is similar to von Neumann’s scheme. And the other nodes correspond to the information discarded by von Neumann’s scheme. In some sense, the random-stream algorithm can be treated as a “stream” version of Peres’s algorithm. The following example is constructed for the purpose of demonstration.

Example 1. Assume we have a biased coin and our randomized application requires 2 random bits. Fig. 1 illustrates how the random-stream algorithm works when the incoming stream is HTTTHT... In this figure, we can see the changes of the status tree and the messages (symbols) passed throughout the tree for each step. We see that the output stream is 11...

Lemma 1. Let \( X \) be the current input sequence and let \( T \) be the current status tree. Given \( T \) and the bits generated by each node in \( T \), we can reconstruct \( X \) uniquely.

Proof: Let us prove this lemma by induction. If the maximum depth of the status tree is 0, it has only a single node. In this case, \( X \) is exactly the label on the single node. Hence the conclusion is trivial. Now we show that if the conclusion holds for all status trees with maximum depth at most \( k \), then it also holds for all status trees with maximum depth \( k + 1 \).

Given a status tree \( T \) with maximum depth \( k + 1 \), we let \( Y \in \{ 0, 1 \}^* \) denote the binary sequence generated by the root node, and \( L, R \in \{ H, T \}^* \) are the sequences of symbols received by its left child and right child. If the label of the root node is in \( \{ 0, 1 \} \), we add it to \( Y \). According to the random-stream algorithm, it is easy to get that

\[
|L| = |Y| + |R|.
\]

Based on our assumption, \( L, R \) can be constructed from the left and right subtrees and the bits generated by each node in the subtree since their depths are at most \( k \). We show that once \( L, R, Y \) satisfy the equality above, the input sequence \( X \) can be uniquely constructed from \( L, R, Y \) and \( \alpha \), where \( \alpha \) is
the label of the root node. The procedure is as follows: Let us start from an empty string for $X$ and read symbols from $L$ sequentially. If a symbol read from $L$ is $H$, we read a bit from $Y$. If this bit is 1 we add HT to $X$, otherwise we add TH to $X$. If a symbol read from $L$ is $T$, we read a symbol (H or T) from $R$. If this symbol is $H$ we add HH to $X$, otherwise we add TT to $X$.

After reading all the elements in $L$, $R$, and $Y$, the length of the resulting input sequence is $2|L|$. Now, we add $\alpha$ to the resulting input sequence if $\alpha \in \{H,T\}$. This leads to the final sequence $X$, which is unique.

**Example 2.** Let us consider the status tree in Fig. 1(f). And we know that the root node generates 1 and the first node in the second level generates 1. We can have the following conclusions iteratively.

- In the third level, the symbols received by the node with label $H$ are $H$, and the node with label $\phi$ does not receive any symbols.
- In the second level, the symbols received by the node with label 1 are HTT, and the symbols received by the node with label $T$ are $T$.
- For the root node, the symbols received are HHTTTHT, which accords with Example 1.

Let $f : \{H,T\}^* \rightarrow \{0,1\}^*$ be the function of the random-stream algorithm. We show that this function satisfies all the three conditions described in the introduction. It is easy to see that the first condition holds, i.e., for any two sequences $x, y \in \{H,T\}^*$, $f(x)$ is a prefix of $f(xy)$, hence it generates streams. The following two theorems indicate that $f$ also satisfies the other two conditions.

**Theorem 2.** Given a source of biased coin with unknown probability, the random-stream algorithm generates a stream of random bits, i.e., for any $k > 0$, if we stop running the algorithm after generating $k$ bits then these $k$ bits are independent and unbiased.

Let $S_Y$ with $Y \in \{0,1\}^k$ denote the set consisting of all the binary sequences yielding $Y$. Here, we say that a binary sequence $X$ yields $Y$ if and only if $X[1 : |X| − 1]$ (the prefix of $X$ with length $|X| − 1$) generates a sequence shorter than $Y$ and $X$ generates a sequence with $Y$ as a prefix (including $Y$ itself). To prove that the algorithm can generate random-bit streams, we show that for any distinct binary sequences $Y_1, Y_2 \in \{0,1\}^k$, the elements in $S_{Y_1}$ and those in $S_{Y_2}$ are one-to-one mapping. The detailed proof is given in Subsection II-B.

**Theorem 3.** Given a biased coin with probability $p$ being $H$, let $n$ be the number of coin tosses required for generating $k$ random bits in the random-stream algorithm, then

$$
\lim_{k \to \infty} \frac{E[n]}{k} = \frac{1}{H(p)}.
$$

The proof of Theorem 3 is based on the fact that the random-stream algorithm is as efficient as Peres’s algorithm. The difference is that in Peres’s algorithm the input length is fixed and the output length is variable. But in the analysis of random-stream algorithm, we assume that the output length is fixed and the input length is variable. So the key of the proof is to connect these two cases. The detailed proof is given in Subsection II-C.

So far, we can conclude that the random-stream algorithm can generate a stream of random bits from an arbitrary biased coin with asymptotically optimal efficiency. However, the size of the binary tree increases as the number of input coin tosses.
increases. The longest path of the tree is the left-most path, in which each node passes one message to the next node when it receives two messages from its parent node. Hence, the maximum depth of the tree is \( \log_2 n \) for \( n \) input bits. This linear increase in space is a practical challenge. Our observation is that we can control the size of the space by limiting the maximum depth of the tree – if a node’s depth reaches a certain threshold, it will stop creating new leaves. We can prove that this method correctly generates a stream of random bits from an arbitrary biased coin. We call this method the random-stream algorithm with maximum depth \( d \).

**Theorem 5.** Given a source of a biased coin with unknown probability, the random-stream algorithm with maximum depth \( d \) generates a stream of random bits, i.e., for any \( k > 0 \), if we stop running the algorithm after generating \( k \) bits then these \( k \) bits are independent and unbiased.

The proof of Theorem 4 is a simple modification of the proof of Theorem 2, given in Subsection II-D. In order to save memory space, we need to reduce the efficiency. Fortunately, as the maximum depth increases, the efficiency of this method can quickly converge to the theoretical limit.

**Example 3.** When the maximum depth of the tree is 0 (it has only the root node), then the algorithm is approximately von Neumann’s scheme. The expected number of coin tosses required per random bit is

\[
\frac{1}{pq}
\]

asymptotically, where \( q = 1 - p \) and \( p \) is the probability for the biased coin being \( H \).

**Example 4.** When the maximum depth of the tree is 1, the expected number of coin tosses required per random bit is

\[
\frac{1}{pq + \frac{1}{2}(p^2 + q^2)(2pq) + \frac{1}{2}(p^2 + q^2)(p^2 + q^2)}
\]

asymptotically, where \( q = 1 - p \) and \( p \) is the probability for the biased coin being \( H \).

Generally, if the maximum depth of the tree is \( d \), then we can calculate the efficiency of the random-stream algorithm by iteration in the following way:

**Theorem 5.** When the maximum depth of the tree is \( d \) and the probability of the biased coin is \( p \) of being \( H \), the expected number of coin tosses required per random bit is

\[
\frac{1}{\rho_d(p)}
\]

asymptotically, where \( \rho_d(p) \) can be obtained by iterating

\[
\rho_d(p) = pq + \frac{1}{2}\rho_{d-1}(p^2 + q^2) + \frac{1}{2}(p^2 + q^2)\rho_{d-1}\left(\frac{p^2}{p^2 + q^2}\right)
\]

with \( q = 1 - p \) and \( \rho_0(p) = pq \).

Theorem 5 shows that the efficiency of a random-stream algorithm with maximum depth \( d \) can be easily calculated by iteration. One thing that we can claim is,

\[
\lim_{d \to \infty} \rho_d(p) = H(p).
\]

However, it is difficult to get an explicit expression for \( \rho_d(p) \) when \( d \) is finite. As \( d \) increases, the convergence rate of \( \rho_d(p) \) depends on the value of \( p \). The following extreme case implies that \( \rho_d(p) \) can converge to \( H(p) \) very quickly.

**Example 5.** Let us consider the case that \( p = \frac{1}{2} \). According to Equ. (1), we have

\[
\rho_d\left(\frac{1}{2}\right) = \frac{1}{4} + \frac{1}{2}\rho_{d-1}\left(\frac{1}{2}\right) + \frac{1}{4}\rho_{d-1}\left(\frac{1}{2}\right),
\]

where \( \rho_0\left(\frac{1}{2}\right) = \frac{1}{4} \). Based on this iterative relation, it can be obtained that

\[
\rho_d\left(\frac{1}{2}\right) = 1 - \left(\frac{3}{4}\right)^{d+1}.
\]

So when \( p = \frac{1}{2} \), \( \rho_d(p) \) can converge to \( H(p) = 1 \) very quickly as \( d \) increases.

In Table I, we tabulate the expected number of coin tosses required per random bit in the random-stream algorithm with different maximum depths. We see that as the maximum depth increases, the efficiency of the random-stream algorithm approaches the theoretical limitation quickly. Let us consider

<table>
<thead>
<tr>
<th>Maximum Depth</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>11.1111</td>
</tr>
<tr>
<td>1</td>
<td>5.9263</td>
</tr>
<tr>
<td>2</td>
<td>4.2857</td>
</tr>
<tr>
<td>3</td>
<td>3.5102</td>
</tr>
<tr>
<td>4</td>
<td>3.0655</td>
</tr>
<tr>
<td>5</td>
<td>2.7876</td>
</tr>
<tr>
<td>6</td>
<td>2.4764</td>
</tr>
<tr>
<td>7</td>
<td>2.2732</td>
</tr>
<tr>
<td>8</td>
<td>2.1662</td>
</tr>
<tr>
<td>9</td>
<td>2.1322</td>
</tr>
<tr>
<td>10</td>
<td>2.0101</td>
</tr>
<tr>
<td>11</td>
<td>1.9408</td>
</tr>
<tr>
<td>12</td>
<td>1.8772</td>
</tr>
<tr>
<td>13</td>
<td>1.8199</td>
</tr>
<tr>
<td>14</td>
<td>1.7680</td>
</tr>
<tr>
<td>15</td>
<td>1.7223</td>
</tr>
<tr>
<td>16</td>
<td>1.6811</td>
</tr>
<tr>
<td>17</td>
<td>1.6438</td>
</tr>
<tr>
<td>18</td>
<td>1.6099</td>
</tr>
<tr>
<td>19</td>
<td>1.5801</td>
</tr>
<tr>
<td>20</td>
<td>1.5539</td>
</tr>
<tr>
<td>21</td>
<td>1.5299</td>
</tr>
<tr>
<td>22</td>
<td>1.5081</td>
</tr>
<tr>
<td>23</td>
<td>1.4874</td>
</tr>
<tr>
<td>24</td>
<td>1.4678</td>
</tr>
<tr>
<td>25</td>
<td>1.4492</td>
</tr>
<tr>
<td>26</td>
<td>1.4317</td>
</tr>
<tr>
<td>27</td>
<td>1.4151</td>
</tr>
<tr>
<td>28</td>
<td>1.4000</td>
</tr>
<tr>
<td>29</td>
<td>1.3857</td>
</tr>
<tr>
<td>30</td>
<td>1.3725</td>
</tr>
<tr>
<td>31</td>
<td>1.3603</td>
</tr>
<tr>
<td>32</td>
<td>1.3484</td>
</tr>
<tr>
<td>33</td>
<td>1.3365</td>
</tr>
<tr>
<td>34</td>
<td>1.3250</td>
</tr>
<tr>
<td>35</td>
<td>1.3137</td>
</tr>
<tr>
<td>36</td>
<td>1.3027</td>
</tr>
<tr>
<td>37</td>
<td>1.2920</td>
</tr>
<tr>
<td>38</td>
<td>1.2814</td>
</tr>
<tr>
<td>39</td>
<td>1.2710</td>
</tr>
<tr>
<td>40</td>
<td>1.2607</td>
</tr>
<tr>
<td>41</td>
<td>1.2505</td>
</tr>
<tr>
<td>42</td>
<td>1.2404</td>
</tr>
<tr>
<td>43</td>
<td>1.2304</td>
</tr>
<tr>
<td>44</td>
<td>1.2205</td>
</tr>
<tr>
<td>45</td>
<td>1.2106</td>
</tr>
<tr>
<td>46</td>
<td>1.2009</td>
</tr>
<tr>
<td>47</td>
<td>1.1913</td>
</tr>
<tr>
<td>48</td>
<td>1.1818</td>
</tr>
<tr>
<td>49</td>
<td>1.1724</td>
</tr>
<tr>
<td>50</td>
<td>1.1631</td>
</tr>
<tr>
<td>51</td>
<td>1.1539</td>
</tr>
<tr>
<td>52</td>
<td>1.1448</td>
</tr>
<tr>
<td>53</td>
<td>1.1357</td>
</tr>
<tr>
<td>54</td>
<td>1.1267</td>
</tr>
<tr>
<td>55</td>
<td>1.1178</td>
</tr>
<tr>
<td>56</td>
<td>1.1090</td>
</tr>
<tr>
<td>57</td>
<td>1.0999</td>
</tr>
<tr>
<td>58</td>
<td>1.0912</td>
</tr>
<tr>
<td>59</td>
<td>1.0821</td>
</tr>
<tr>
<td>60</td>
<td>1.0732</td>
</tr>
<tr>
<td>61</td>
<td>1.0644</td>
</tr>
<tr>
<td>62</td>
<td>1.0557</td>
</tr>
<tr>
<td>63</td>
<td>1.0471</td>
</tr>
<tr>
<td>64</td>
<td>1.0386</td>
</tr>
<tr>
<td>65</td>
<td>1.0303</td>
</tr>
<tr>
<td>66</td>
<td>1.0220</td>
</tr>
<tr>
<td>67</td>
<td>1.0139</td>
</tr>
<tr>
<td>68</td>
<td>1.0059</td>
</tr>
<tr>
<td>69</td>
<td>0.9980</td>
</tr>
<tr>
<td>70</td>
<td>0.9903</td>
</tr>
<tr>
<td>71</td>
<td>0.9826</td>
</tr>
<tr>
<td>72</td>
<td>0.9751</td>
</tr>
<tr>
<td>73</td>
<td>0.9676</td>
</tr>
<tr>
<td>74</td>
<td>0.9603</td>
</tr>
<tr>
<td>75</td>
<td>0.9530</td>
</tr>
<tr>
<td>76</td>
<td>0.9458</td>
</tr>
<tr>
<td>77</td>
<td>0.9386</td>
</tr>
<tr>
<td>78</td>
<td>0.9315</td>
</tr>
<tr>
<td>79</td>
<td>0.9245</td>
</tr>
<tr>
<td>80</td>
<td>0.9174</td>
</tr>
<tr>
<td>81</td>
<td>0.9104</td>
</tr>
<tr>
<td>82</td>
<td>0.9034</td>
</tr>
<tr>
<td>83</td>
<td>0.8964</td>
</tr>
<tr>
<td>84</td>
<td>0.8895</td>
</tr>
<tr>
<td>85</td>
<td>0.8826</td>
</tr>
<tr>
<td>86</td>
<td>0.8757</td>
</tr>
<tr>
<td>87</td>
<td>0.8689</td>
</tr>
<tr>
<td>88</td>
<td>0.8620</td>
</tr>
<tr>
<td>89</td>
<td>0.8552</td>
</tr>
<tr>
<td>90</td>
<td>0.8483</td>
</tr>
<tr>
<td>91</td>
<td>0.8415</td>
</tr>
<tr>
<td>92</td>
<td>0.8346</td>
</tr>
<tr>
<td>93</td>
<td>0.8278</td>
</tr>
<tr>
<td>94</td>
<td>0.8210</td>
</tr>
<tr>
<td>95</td>
<td>0.8142</td>
</tr>
<tr>
<td>96</td>
<td>0.8074</td>
</tr>
<tr>
<td>97</td>
<td>0.8006</td>
</tr>
<tr>
<td>98</td>
<td>0.7938</td>
</tr>
<tr>
<td>99</td>
<td>0.7870</td>
</tr>
<tr>
<td>100</td>
<td>0.7802</td>
</tr>
</tbody>
</table>

Fig. 2. The efficiency for different probability \( p \) and different maximum depths.
TABLE II

THE EXPECTED TIME FOR PROCESSING A SINGLE INPUT COIN TOSS FOR DIFFERENT PROBABILITY p AND DIFFERENT MAXIMUM DEPTHS

<table>
<thead>
<tr>
<th>maximum depth</th>
<th>p=0.1</th>
<th>p=0.2</th>
<th>p=0.3</th>
<th>p=0.4</th>
<th>p=0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>1</td>
<td>1.9100</td>
<td>1.8400</td>
<td>1.7900</td>
<td>1.7600</td>
<td>1.7500</td>
</tr>
<tr>
<td>2</td>
<td>2.7413</td>
<td>2.5524</td>
<td>2.4202</td>
<td>2.3398</td>
<td>2.3125</td>
</tr>
<tr>
<td>3</td>
<td>3.5079</td>
<td>3.1650</td>
<td>2.9275</td>
<td>2.7840</td>
<td>2.7344</td>
</tr>
<tr>
<td>4</td>
<td>4.2230</td>
<td>3.6996</td>
<td>3.3414</td>
<td>3.1256</td>
<td>3.0508</td>
</tr>
<tr>
<td>5</td>
<td>4.8968</td>
<td>4.1739</td>
<td>3.6838</td>
<td>3.3901</td>
<td>3.2881</td>
</tr>
<tr>
<td>6</td>
<td>6.1540</td>
<td>4.9940</td>
<td>4.2188</td>
<td>3.7587</td>
<td>3.5995</td>
</tr>
<tr>
<td>7</td>
<td>7.9002</td>
<td>6.0309</td>
<td>4.8001</td>
<td>4.0783</td>
<td>3.8311</td>
</tr>
<tr>
<td>10</td>
<td>10.6458</td>
<td>7.5383</td>
<td>5.5215</td>
<td>4.3539</td>
<td>3.9599</td>
</tr>
</tbody>
</table>

Fig. 3. An example for demonstrating Lemma 6, where the input sequence for (a) is HTTHT, and the input sequence for (b) is THHTHT.

the case of $p = 0.3$ as an example. If the maximum depth is 0, the random-stream algorithm is as efficient as von Neumann’s scheme, which requires expected 4.76 coin tosses to generate one random bit. If the maximum depth is 7, it requires only expected 1.27 coin tosses to generate one random bit. That is very close to the theoretical lower bound and the real value of the expected number of coin tosses, that requires us to balance the efficiency and the space cost in real applications. Specifically, if we define efficiency as the ratio between the theoretical lower bound and the space cost of the algorithm has an exponential dependence on the maximum depth. That requires us to balance the efficiency and the space cost in real applications. Specifically, if we define efficiency as the ratio between the theoretical lower bound and the real value of the expected number of coin tosses, then Fig. 2 shows the relation between the efficiency and the maximum depth for different probability $p$.

Another property that we consider is the expected time for processing a single coin toss. Assume that it takes a single unit of time to process a message received at a node, then the expected time is exactly the expected number of messages that have been generated in the status tree (including the input coin toss itself). Table II shows the expected time for processing a single input bit when the input is infinitely long, implying the computational efficiency of the random-stream algorithm with limited depth. It can be proved that for an input generated by an arbitrary biased coin the expected time for processing a single coin toss is upper bounded by the maximum depth plus one (it is a tight bound).

B. Proof of Theorem 2

In this subsection, we prove Theorem 2.

Lemma 6. Let $T$ be the status tree induced by $X_A \in \{H,T\}^*$, and let $k_1, k_2, ..., k_{|T|}$ be the number of bits generated by the nodes in $T$, where $|T|$ is the number of nodes in $T$. Then for any $y_i \in \{0,1\}^{k_i}$ with $1 \leq i \leq |T|$, there exists an unique sequence $X_B \in \{H,T\}^*$ such that it induces the same status tree $T$, and the bits generated by the $i$th node in $T$ is $y_i$. For such a sequence $X_B$, it is a permutation of $X_A$ with the same last element.

Proof: To prove this conclusion, we can apply the idea of Lemma 1. It is obviously that if the maximum depth of $T$ is zero, then the conclusion is trivial. Assume that the conclusion holds for any status tree with maximum depth at most $k$, then we show that it also holds for any status tree with maximum depth $k + 1$.

Given a status tree $T$ with maximum depth $k + 1$, we use $Y_A \in \{0,1\}^*$ to denote the binary sequence generated by the root node based on $X_A$, and $L_A, R_A$ to denote the sequences of symbols received by its left child and right child. According to our assumption, by flipping the bits generated by the left subtree, we can construct an unique sequence $L_B \in \{H,T\}^*$ uniquely such that $L_B$ is a permutation of $L_A$ with the same last element. Similarly, for the right subtree, we have $R_B \in \{H,T\}^*$ uniquely such that $R_B$ is a permutation of $R_A$ with the same last element.

Assume that by flipping the bits generated by the root node, we get a binary sequence $Y_B$ such that $|Y_B| = |Y_A|$ (if the label $\alpha \in \{0,1\}$, we add it to $Y_A$ and $Y_B$), then

$$|L_B| = |Y_B| + |R_B|,$$

which implies that we can construct $X_B$ from $L_B, R_B, Y_B$ and the label $\alpha$ on the root node uniquely (according to the proof of the above lemma). Since the length of $X_B$ is uniquely determined by $|L_B|$ and $\alpha$, we can also conclude that $X_A$ and $X_B$ have the same length.

To see that $X_B$ is a permutation of $X_A$, we show that $X_B$ has the same number of H’s as $X_A$. Given a sequence $X \in \{H,T\}^*$, let $w_H(X)$ denote the number of H’s in $X$. It is not hard to see that

$$w_H(X_A) = w_H(L_A) + w_H(R_A) + w_H(\alpha),$$

$$w_H(X_B) = w_H(L_B) + w_H(R_B) + w_H(\alpha),$$

where $w_H(L_A) = w_H(L_B)$ and $w_H(R_A) = w_H(R_B)$ due to our assumption. Hence $w_H(X_A) = w_H(X_B)$ and $X_B$ is a permutation of $X_A$.

Finally, we would like to see that $X_A$ and $X_B$ have the same last element. That is because if $\alpha \in \{H,T\}$, then both $X_A$ and $X_B$ end with $\alpha$. If $\alpha \in \{\phi,0,1\}$, the last element of $X_B$ depends on the last element of $L_B$, the last element of $R_B$, and $\alpha$. Our assumption gives that $L_B$ has the same element as $L_A$ and $R_B$ has the same element as $R_A$. So we can conclude that $X_A$ and $X_B$ have the same last element.

This completes the proof. 

$\blacksquare$
Example 6. The status tree of a sequence $HTTTHT$ is given by Fig. 3(a). If we flip the second bit 1 into 0, see Fig. 3(b), we can construct a sequence of coin tosses, which is $THHTTH$.

Now, we define an equivalence relation on $\{H, T\}^*$.

Definition 1. Let $T_A$ be the status tree of $X_A$ and $T_B$ be the status tree of $X_B$. Two sequences $X_A, X_B \in \{H, T\}^*$ are equivalent denoted by $X_A \equiv X_B$ if and only if $T_A = T_B$, and for each pair of nodes $(u, v)$ with $u \in T_A$ and $v \in T_B$ at the same position they generate the same number of bits.

Let $S_Y$ with $Y \in \{0, 1\}^k$ denote the set consisting of all the binary sequences yielding $Y$. Here, we say that a binary sequence $X$ yields $Y$ if and only if $X[1 : |X| - 1]$ generates a sequence shorter than $Y$ and $X$ generates a sequence with $Y$ as a prefix (including $Y$ itself). Namely, let $f$ be the function of the random-stream algorithm, then

$$|f(X[1 : |X| - 1])| < |Y|, \quad f(X) = Y \Delta \text{ with } \Delta \in \{0, 1\}^*.$$  

To prove that the algorithm can generate random-bit streams, we show that for any distinct binary sequences $Y_1, Y_2 \in \{0, 1\}^k$, the elements in $S_{Y_1}$ and those in $S_{Y_2}$ are one-to-one mapping.

Lemma 7. Let $f$ be the function of the random-stream algorithm. For any distinct binary sequences $Y_1, Y_2 \in \{0, 1\}^k$, if $X_A \in S_{Y_1}$, there are exactly one sequence $X_B \in S_{Y_2}$ such that

- $X_B \equiv X_A$,
- $f(X_A) = Y_1 \Delta$ and $f(X_B) = Y_2 \Delta$ for some binary sequence $\Delta \in \{0, 1\}^*$.

Proof: Let us prove this conclusion by induction. Here, we use $X_A'$ to denote the prefix of $X_A$ of length $|X_A| - 1$ and use $\beta$ to denote the last symbol of $X_A$. So $X_A = X_A' \beta$.

When $k = 1$, if $X_A \in S_0$, we can write $f(X_A)$ as $0\Delta$ for some $\Delta \in \{0, 1\}^*$. In this case, we assume that the status tree of $X_A'$ is $T_A'$, and in which node $u$ generates the first bit 0 when reading the symbol $\beta$. If we flip the label of $u$ from 0 to 1, we get another status tree, denoted by $T_B'$. Using the same argument as Lemma 1, we are able to construct a sequence $X_B'$ such that its status tree is $T_B'$ and it does not generate any bits. Concatenating $X_B'$ with $\beta$ results in a new sequence $X_B$, i.e., $X_B = X_B' \beta$, such that $X_B \equiv X_A$ and $f(X_B) = 1\Delta$.

Similarly, for any sequence $X_B$ that yields 1, i.e., $X_B \in S_1$, if $f(X_B) = 1\Delta$, we can find a sequence $X_A \in S_0$ such that $X_A \equiv X_B$ and $f(X_A) = 0\Delta$. So we can say that the elements in $S_0$ and $S_1$ are one-to-one mapping.

Now we assume that all the elements in $S_{Y_1}$ and $S_{Y_2}$ are one-to-one mapping for all $Y_1, Y_2 \in \{0, 1\}^k$, then we show that this conclusion also holds for any $Y_1, Y_2 \in \{0, 1\}^{k+1}$. Two cases need to be considered.

1) $Y_1, Y_2$ end with the same bit. Without loss of generality, we assume this bit is 0, then we can write $Y_1 = Y_1'0$ and $Y_2 = Y_2'0$. If $X_A \in S_{Y_1'}$, then we can write $f(X_A) = Y_1' \Delta'$ in which the first bit of $\Delta'$ is 0. According to our assumption, there exists a sequence $X_B \in S_{Y_2'}$ such that $X_B \equiv X_A$ and $f(X_B) = Y_2' \Delta'$. In this case, if we write $f(X_A) = Y_1 \Delta = Y_1'0\Delta$, then $f(X_B) = Y_2' \Delta' = Y_2'0\Delta = Y_2\Delta$. So such a sequence $X_B$ satisfies our requirements.

If $X_A \not\equiv S_{Y_1'}$, that means $Y_1'$ has been generated before reading the symbol $\beta$. Let us consider a prefix of $X_A$, denote by $X_A'$, such that it yields $Y_1'$. In this case, $f(X_A') = Y_1'$ and we can write $X_A = X_A'Z$. According to our assumption, there exists exactly one sequence $X_B$ such that $X_B' = X_A'$ and $f(X_B') = Y_2'$. Since $X_A'$ and $X_B'$ induce the same status tree, if we construct a sequence $X_B = X_B'Z$, then $X_B \equiv X_A$ and $X_B$ generates the same bits as $X_A$ when reading symbols from $Z$. It is easy to see that such a sequence $X_B$ satisfies our requirements.

Since this result is also true for the inverse case, if $Y_1, Y_2$ end with same bit the elements in $S_{Y_1}$ and $S_{Y_2}$ are one-to-one mapping.

2) Let us consider the case that $Y_1, Y_2$ end with different bits. Without loss of generality, we assume that $Y_1 = Y_1'0$ and $Y_2 = Y_2'1$. According to the argument above, the elements in $S_{000...0}$ and $S_{100...1}$ are one-to-one mapping; and the elements in $S_{000...1}$ and $S_{101...1}$ are one-to-one mapping. So our task is to prove that the elements in $S_{000...0}$ and $S_{000...1}$ are one-to-one mapping. For any sequence $X_A \in S_{000...0}$, let $X_A'$ be its prefix of length $|X_A| - 1$. Here, $X_A$ generates only zeros whose length is at most $k$. Let $T_A'$ denote the status tree of $X_A'$ and let $u$ be the node in $T_A'$ that generates the $k + 1th$ bit (zero) when reading the symbol $\beta$. Then we can construct a new sequence $X_B'$ with status tree $T_B'$ such that

- $T_B'$ and $T_A'$ are the same except the label of $u$ is 0 and the label of the node at the same position in $T_B'$ is 1.
- For each node $v$ in $T_A'$, let $v$ be its corresponding node at the same position in $T_B'$, then $u$ and $v$ generate the same bits.

The construction of $X_B'$ follows the proof of Lemma 6. If we construct a sequence $X_B = X_B' \beta$, it is not hard to show that $X_B$ satisfies our requirements, i.e.,

- $X_B \equiv X_A'$;
- $X_B$ generates less than $k + 1$ bits, i.e., $|f(X_B')| \leq k$;
- If $f(X_A) = 0^k0\Delta$, then $f(X_B) = 0^k1\Delta$, where $0^k$ is for $k$ zeros.

Also based on the inverse argument, we see that the elements in $S_{000...0}$ and $S_{000...1}$ are one-to-one mapping. So if $Y_1, Y_2$ end with different bits, the elements in $S_{Y_1}$ and $S_{Y_2}$ are one-to-one mapping.

Finally, we can conclude that the elements in $S_{Y_1}$ and $S_{Y_2}$ are one-to-one mapping for any $Y_1, Y_2 \in \{0, 1\}^k$ with $k > 0$.

This completes the proof.

Theorem 2. Given a source of biased coin with unknown probability, the random-stream algorithm generates a stream of random bits, i.e., for any $k > 0$, if we stop running the algorithm after generating $k$ bits then these $k$ bits are independent and unbiased.

Proof: According to Lemma 7, for any $Y_1, Y_2 \in \{0, 1\}^k$, the elements in $S_{Y_1}$ and $S_{Y_2}$ are one-to-one mapping. If two sequences are one-to-one mapping, they have to be equivalent, which implies that their probabilities of being generated are the same. Hence, the probability of generating a sequence in
$S_{Y_1}$ is equal to that of generating a sequence in $S_{Y_2}$. It implies that $Y_1$ and $Y_2$ have the same probability of being generated for a fixed number $k$. Since this is true for any $Y_1, Y_2 \in \{0, 1\}^k$, the probability of generating an arbitrary binary sequence $Y \in \{0, 1\}^k$ is $2^{-k}$. Finally, we have the statement in the theorem.

This completes the proof.

C. Proof of Theorem 3

Lemma 8. Given a stream of biased coin tosses, where the probability of generating $H$ is $p$, we run the random-stream algorithm until the number of coin tosses reaches $l$. In this case, let $m$ be the number of random bits generated, then for any $\epsilon, \delta > 0$, if $l$ is large enough, we have that

$$P \left( \frac{m - lH(p)}{lH(p)} < -\epsilon \right) < \delta,$$

where

$$H(p) = -p \log_2 p - (1-p) \log_2 (1-p)$$

is the entropy of the biased coin.

Proof: If we consider the case of fixed input length, then the random-stream algorithm is as efficient as Peres’s algorithm asymptotically. Using the same proof given in [5] for Peres’s algorithm, we can get

$$\lim_{l \to \infty} \frac{E[m]}{l} = H(p).$$

Given a sequence of coin tosses of length $l$, we want to prove that for any $\epsilon > 0$,

$$\lim_{l \to \infty} P \left( \frac{m - E[m]}{E[m]} < -\epsilon \right) = 0.$$

To prove this result, we assume that this limitation holds for $\epsilon = \epsilon_1$, i.e., for any $\delta > 0$, if $l$ is large enough, then

$$P \left( \frac{m - E[m]}{E[m]} < -\epsilon_1 \right) < \delta.$$

Under this assumption, we show that there always exists $\epsilon_2 < \epsilon_1$ such that the limitation also holds for $\epsilon = \epsilon_2$. Hence, the value of $\epsilon$ can be arbitrarily small.

In the random-stream algorithm, $l$ is the number of symbols (coin tosses) received by the root. Let $m_1$ be the number of random bits generated by the root, $m_{(l)}$ be the number of random bits generated by its left subtree and $m_{(r)}$ be the number of random bits generated by its right subtree. Then it is easy to get

$$m = m_1 + m_{(l)} + m_{(r)}.$$

Since the $m_1$ random bits generated by the root node are independent, we can always make $l$ large enough such that

$$P \left( \frac{m_1 - E[m_1]}{E[m_1]} < -\epsilon_1 / 2 \right) < \delta / 3.$$

At the same time, by making $l$ large enough, we can make both $m_{(l)}$ and $m_{(r)}$ large enough such that (based on our assumption)

$$P \left( \frac{m_{(l)} - E[m_{(l)}]}{E[m_{(l)}]} < -\epsilon_1 \right) < \delta / 3$$

and

$$P \left( \frac{m_{(r)} - E[m_{(r)}]}{E[m_{(r)}]} < -\epsilon_1 \right) < \epsilon / 3.$$

Based on the three inequalities above, we can get

$$P \left( m - E[m] \leq -\epsilon_1 \left( \frac{E[m_1]}{2} + E[m_{(l)}] + E[m_{(r)}] \right) \right) < \delta.$$

If we set

$$\epsilon_2 = \epsilon_1 \frac{E[m_1]}{E[m_1] + E[m_{(l)}] + E[m_{(r)}]},$$

then

$$P \left( m - E[m] \leq -\epsilon_2 \right) < \delta.$$

Given the probability $p$ of the coin, when $l$ is large,

$$E[m_1] = \Theta(E[m]), E[m_{(l)}] = \Theta(E[m]), E[m_{(r)}] = \Theta(E[m]),$$

which implies that $\epsilon_2 < \epsilon_1$.

So we can conclude that for any $\epsilon > 0, \delta > 0$, if $l$ is large enough then

$$P \left( \frac{m - E[m]}{E[m]} < -\epsilon \right) < \epsilon.$$

And based on the fact that $E[m] \to lH(p)$, we get the result in the lemma.

Theorem 3. Given a biased coin with probability $p$ being $H$, let $n$ be the number of coin tosses required for generating $k$ random bits in the random-stream algorithm, then

$$\lim_{k \to \infty} \frac{E[n]}{k} = \frac{1}{H(p)}.$$

Proof: For any $\epsilon, \delta > 0$, we set $l = \frac{k}{H(p)} (1+\epsilon)$, according to the conclusion of the previous lemma, with probability at least $1-\delta$, the output length is at least $k$ if the input length $l$ is fixed and large enough. In another word, if the output length is $k$, which is fixed, then with probability at least $1-\delta$, the input length $n \leq l$.

So with probability less than $\delta$, we require more than $l$ coin tosses. The worst case is that we did not generate any bits for the first $l$ coin tosses. In this case, we need to generate $k$ more random bits. As a result, the expected number of coin tosses required is at most $l + E[n]$.

Based on the analysis above, we derive

$$E[n] \leq (1-\delta)l + (\delta)(l + E[n]),$$

then

$$E[n] \leq \frac{l}{1-\delta} = \frac{k}{H(p)} (1+\epsilon).$$

Since $\epsilon, \delta$ can be arbitrarily small when $l$ (or $k$) is large enough

$$\lim_{k \to \infty} \frac{E[n]}{k} \leq \frac{1}{H(p)}.$$

Based on Shannon’s theory [2], it is impossible to generate $k$ random bits from a source with expected entropy less than $k$. Hence

$$\lim_{k \to \infty} E[nH(p)] \geq k,$$
i.e.,  
\[ \lim_{k \to \infty} \frac{E[n]}{k} \geq \frac{1}{H(p)}. \]

Finally, we get the conclusion in the theorem. This completes the proof.

**D. Proof of Theorem 4**

The proof of Theorem 4 is very similar as the proof of Theorem 2. Let \( S_Y \) with \( Y \in \{0,1\}^k \) denote the set consisting of all the binary sequences yielding \( Y \) in the random-stream algorithm with limited maximum depth. Then for any distinct binary sequences \( Y_1, Y_2 \in \{0,1\}^k \), the elements in \( S_{Y_1} \) and those in \( S_{Y_2} \) are one-to-one mapping. Specifically, we can get the following lemma.

**Lemma 9.** Let \( f \) be the function of the random-stream algorithm with maximum depth \( d \). For any distinct binary sequences \( Y_1, Y_2 \in \{0,1\}^k \), if \( X_A \in S_{Y_1} \), there exists one sequence \( X_B \in S_{Y_2} \) such that

- \( X_A \equiv X_B \).
- Let \( T_A \) be the status tree of \( X_A \) and \( T_B \) be the status tree of \( X_B \). For any node \( u \) with depth larger than \( d \) in \( T_A \), let \( v \) be its corresponding node in \( T_B \) at the same position, then \( u \) and \( v \) generate the same bits.
- \( f(X_A) = Y_1 \Delta \) and \( f(X_B) = Y_2 \Delta \) for some binary sequence \( \Delta \in \{0,1\}^* \).

**Proof:** The proof of this lemma is a simple modification of that for Lemma 7, which is by induction. A simple sketch is given as follows.

First, similar as the proof for Lemma 7, it can be proved that: when \( k = 1 \), for any sequence \( X_A \in S_0 \), there exists one sequence \( X_B \in S_1 \) such that \( X_A, X_B \) satisfy the conditions in the lemma, and vice versa. So we can say that the elements in \( S_0 \) and \( S_1 \) are one-to-one mapping. Then we assume that all the elements in \( S_{Y_1} \) and \( S_{Y_2} \) are one-to-one mapping for all \( Y_1, Y_2 \in \{0,1\}^k \), then we show that this conclusion also holds for any \( Y_1, Y_2 \in \{0,1\}^{k+1} \). Two cases need to be considered.

1) \( Y_1, Y_2 \) end with the same bit. Without loss of generality, we assume this bit is 0, then we can write \( Y_1 = Y_1'0 \) and \( Y_2 = Y_2'0 \).

If \( X_A \in S_{Y_1'} \), then according to our assumption, it is easy to prove the conclusion, i.e., there exists a sequence \( X_B \) satisfies the conditions.

If \( X_A \notin S_{Y_1'} \), then we can write \( X_A = X_A'Z \) and \( X_B \in S_{Y_1'} \). According to our assumption, for the sequence \( X_A' \), we can find its mapping \( X_B \) such that \( (1) X_A' = X_B' \); \( 2) X_A, X_B \) induce the same status tree and their corresponding nodes with depth larger than \( d \) generate the same bits; and \( 3) f(X_A) = Y_1' \) and \( f(X_B) = Y_2' \). If we construct a sequence \( X_B = X_B Z \), it will satisfy all the conditions in the lemma.

Since this result is also true for the inverse case, if \( Y_1, Y_2 \) end with same bit, the elements in \( Y_1 \) and \( Y_2 \) are one-to-one mapping.

2) \( Y_1, Y_2 \) end with different bits. Without loss of generality, we assume that \( Y_1 = Y_1'0 \) and \( Y_2 = Y_2'1 \). According to the argument above, the elements in \( S_{0^{l+1}} \) and \( S_{Y_1} \) are one-to-one mapping; and the elements in \( S_{Y_1} \) and \( S_{Y_2} \) are one-to-one mapping. So we only need to prove that the elements in \( S_{0^l} \) and \( S_{0^{l+1}} \) are one-to-one mapping. In this case, for any \( X_A \in S_{0^{l+1}} \), let \( X_A = X_A' \beta \) with single symbol \( \beta \). Then \( X_A' \) generates only zeros whose length is at most \( k \). Let \( T_A' \) denote the status tree of \( X_A' \) and let \( u \) be the node in \( T_A' \) that generates the \( k+1 \)th bit (zero) when reading the symbol \( \beta \). Note that the depth of \( u \) is at most \( d \). In this case, we can construct a new sequence \( X_B' \) with status tree \( T_B' \) such that

- \( T_B' \) and \( T_A' \) are the same except the label of \( u \) is 0 and the label of the node at the same position in \( T_B' \) is 1.
- For each node \( v \) in \( T_A' \), let \( v \) be its corresponding node at the same position in \( T_B' \), then \( u \) and \( v \) generate the same bits.

Then we can prove that the sequence \( X_B = X_B' \beta \) satisfies our all our conditions in the lemma. Also based on the inverse argument, we can claim that the elements in \( S_{0^l} \) and \( S_{0^{l+1}} \) are one-to-one mapping.

Finally, we can conclude that the elements in \( S_{Y_1} \) and \( S_{Y_2} \) are one-to-one mapping for any \( Y_1, Y_2 \in \{0,1\}^k \) with \( k > 0 \). This completes the proof.

From the above lemma, it is easy to get Theorem 4.

**Theorem 4.** Given a source of biased coin with unknown probability, the random-stream algorithm with maximum depth \( d \) generates a stream of random bits, i.e., for any \( k > 0 \), if we stop running the algorithm after generating \( k \) bits then these \( k \) bits are independent and unbiased.

**Proof:** We can apply the same procedure of proving Theorem 3.

**E. Proof of Theorem 5**

Similar to the proof of Theorem 3, we first consider the case that the input length is fixed.

**Lemma 10.** Given a stream of biased coin tosses, where the probability of generating \( H \) is \( p \), we run the random-stream algorithm with maximum depth \( d \) until the number of coin tosses reaches \( l \). In this case, let \( m \) be the number of random bits generated, then for any \( \epsilon, \delta > 0 \), if \( l \) is large enough, we have that

\[ P[|m - l\rho_d(p)| < -\epsilon] < \delta, \]

where \( \rho_d(p) \) is given in (1).

**Proof:** Let \( \rho_d(p) \) be the asymptotic expected number of random bits generated per coin toss when the random-stream algorithm has maximum depth \( d \) and the probability of the biased coin is \( p \). Then

\[ \lim_{l \to \infty} \frac{E[m]}{l} = \rho_d(p). \]

When the fixed input length \( l \) is large enough, the random-stream algorithm generates approximately \( l\rho_d(p) \) random bits, which are generated by the root node, the left subtree (subtree rooted at root’s left child) and the right subtree (subtree rooted at the root’s right child). Considering the root node,
it generates approximately $lpq$ random bits with $q = 1 - p$. Meanwhile, the root node passes approximately $\frac{l}{2}$ messages (H or T) to its left child, where the messages are independent and the probability of H is $p^2 + q^2$; and the root node passes approximately $\frac{l}{2}(p^2 + q^2)$ messages (H or T) to its right child, where the messages are independent and the probability of H is $\frac{p^2}{p^2 + q^2}$.

As a result, according to the definition of $\rho_d$, the left subtree generates approximately $\frac{1}{2}\rho_{d-1}(p^2 + q^2)$ random bits, and the right subtree generates approximately $\frac{1}{2}(p^2 + q^2)\rho_{d-1}(\frac{p^2}{p^2 + q^2})$ random bits. As $l \to \infty$, we have

$$\lim_{l \to \infty} \frac{l\rho_d(p)}{lpq + \frac{1}{2}\rho_{d-1}(p^2 + q^2) + \frac{1}{2}(p^2 + q^2)\rho_{d-1}(\frac{p^2}{p^2 + q^2})} = 1.$$  

It yields

$$\rho_d(p) = pq + \frac{1}{2}\rho_{d-1}(p^2 + q^2) + \frac{1}{2}(p^2 + q^2)\rho_{d-1}(\frac{p^2}{p^2 + q^2}).$$

So we can calculate $\rho_d(p)$ by iteration. When $d = 0$, the status tree has the single root node, and it is easy to get $\rho_0(p) = pq$.

Then, following the proof of Lemma 8, for any $\epsilon, \delta > 0$, if $l$ is large enough, we have that

$$P\left[\frac{m - E[m]}{E[m]} < -\epsilon \right] < \delta.$$  

So we can get the conclusion in the lemma. This completes the proof.

From the above lemma, we can get Theorem 5, that is,

**Theorem 5.** When the maximum depth of the tree is $d$ and the probability of the biased coin is $p$ of being H, the expected number of coin tosses required per random bit is

$$\frac{1}{\rho_d(p)},$$

asymptotically, where $\rho_d(p)$ can be obtained by iterating

$$\rho_d(p) = pq + \frac{1}{2}\rho_{d-1}(p^2 + q^2) + \frac{1}{2}(p^2 + q^2)\rho_{d-1}(\frac{p^2}{p^2 + q^2})$$

with $q = 1 - p$ and $\rho_0(p) = pq$.

**Proof:** We can apply the same procedure of proving Theorem 2 except we apply Lemma 10 instead of Lemma 8.

---

**III. GENERALIZED RANDOM-STREAM ALGORITHM**

**A. Preliminary**

In [11], we introduced a universal scheme for transforming an arbitrary binary algorithm (for generating random bits from a sequence of biased coin tosses) to generate random bits from the general source of an $m$-sided die. This scheme works when the input is a sequence of fixed length; in this section, we study how to modify this scheme to generate random-bit streams from $m$-sided dice. For sake of completeness we describe the original scheme here.

The main idea of the scheme is to convert a sequence with alphabet larger than two, written as

$$X = x_1x_2...x_n \in \{0, 1, ..., m - 1\}^n,$$

into multiple binary sequences. To do this, we create a binary tree, called a binarization tree, in which each node is labeled with a binary sequence of H and T. Given the binary representations of $x_i$ for all $1 \leq i \leq n$, the path of each node in the tree indicates a prefix, and the binary sequence labeled at this node consists of all the bits (H or T) following the prefix in the binary representations of $x_1, x_2, ..., x_n$ (if it exists). Fig. 4 is an instance of binarization tree when the input sequence is $X = 012112210$, produced by a 3-sided die. To see this, we write each symbol (die roll) into a binary representation of length two, hence $X$ can be represented as

**TT,TH,HT,TH,HT,HT,HT,TT.**

Only collecting the first bits of all the symbols yields an independent binary sequence

$$X_\phi = TTHTHHTHT,$$

which is labeled on the root node; Collecting the second bits following T, we get another independent binary sequence

$$X_T = THHHTT,$$

which is labeled on the left child of the root node.

The universal scheme says that we can ‘treat’ each binary sequence labeled on the binarization tree as a sequence of biased coin tosses (in fact the binary sequences are not independent of each other): Let $\Psi$ be any algorithm that can generate random bits from an arbitrary biased coin, then applying $\Psi$ to each of the sequences labeled on the binarization tree and concatenating their outputs together results in an independent and unbiased sequence, namely, a sequence of random bits.

Specifically, given the number of sides $m$ of a loaded die, the depth of the binarization tree is $b = \lceil \log_2 m \rceil - 1$. Let $\Upsilon_b$ denote the set consisting of all the binary sequences of length at most $b$, i.e.,

$$\Upsilon_b = \{\phi, T, H, TT, TH, HT, HH, ..., HHH...HH\}.$$  

Given $X \in \{0, 1, ..., m - 1\}^n$, let $X_\gamma$ denote the binary sequence labeled on a node corresponding to a prefix $\gamma$ in the binarization tree, then we get a group of binary sequences

$$X_\phi, X_T, X_H, X_{TT}, X_{TH}, X_{HT}, X_{HH}, ...$$
For any function $\Psi$ that generates random bits from a fixed number of coin tosses, we can generate random bits from $X$ by calculating

$$
\Psi(X_\phi) + \Psi(X_T) + \Psi(X_H) + \Psi(X_{TH}) + \Psi(X_{TT}) + \ldots,
$$

where $A + B$ is the concatenation of $A$ and $B$.

So in the above example, the output of $X = 012112210$ is $\Psi(X_\phi) + \Psi(X_T)$, i.e.,

$$
\Psi(TTHTTHHTT) + \Psi(THHHHT).
$$

This conclusion is simple, but not obvious, since the binary sequences labeled on the same binarization tree are correlated with each other.

**B. Generalized Random-Stream Algorithm**

We want to generalize the random-stream algorithm to generate random-bit streams from an $m$-sided die. Using the similar idea as above, we convert the input stream into multiple binary streams, where each binary stream corresponds to a node in the binarization tree. We apply the random-stream algorithm to all these binary streams individually, and for each stream we create a status tree for storing state information. When we read a dice roll of $m$ sides from the source, we pass all the $\log_2 m$ bits of its binary representation to $\lceil \log_2 m \rceil$ different streams that corresponds to a path in the binarization tree. Then we process all these $\lceil \log_2 m \rceil$ streams from top to bottom along that path. In this way, a single binary stream is produced. While each node in the binarization tree generates a random-bit stream, the resulting single stream is a mixture of these random-bit streams. But it is not obvious whether the resulting stream is a random-bit stream or not, since the values of the bits generated affect their orders.

The following example is constructed for demonstrating this algorithm.

Let us consider a stream of symbols generated from a 3-sided die,

1. Read 0 (TT) 
2. Read 1(TH) 
3. Read 2(HT) 
4. Read 1(TH) 
5. Read 1(TH) 
6. Read 2(HT)

Prefix $\phi$ 

Prefix $\mathcal{T}$

Fig. 5. The changes of status trees in the generalized random-stream algorithm when the input stream is 012112210...

Instead of storing a binary sequence at each node in the binarization tree, we associate each node with a status tree corresponding to a random-stream algorithm. Here, we get two nontrivial binary streams

TTHTTHHTT..., THHHHT...

corresponding to prefix $\phi$ and $\mathcal{T}$ respectively, Fig. 5 demonstrates how the status trees change when we read symbols one by one. For instance, when the 4th symbol 1(TH) is read, it passes $T$ to the root node (corresponding to the prefix $\phi$) and passes $H$ to the left child of the root node (corresponding to the prefix $\mathcal{T}$) of the binarization tree. Based on the rules of the random-stream algorithm, we modify the status trees associated with these two nodes. During this process, a bit 0 is generated.

Finally, this scheme generates a stream of bits 010..., where the first bit is generated after reading the 4th symbol, the second bit is generated after reading the 5th symbol, ... We call this scheme as the generalized random-stream algorithm. As we expected, this algorithm can generate a stream of random bits from an arbitrary loaded die with $m \geq 2$ sides.

**Theorem 11.** Given a loaded die with $m \geq 2$ sides, if we stop running the generalized random-stream algorithm after generating $k$ bits, then these $k$ bits are independent and unbiased.

The proof of the above theorem is given in Subsection III-C. Since the random-stream algorithm is as efficient as Peres’s algorithm asymptotically, we can prove that the generalized random-stream algorithm is also asymptotically optimal.
Theorem 12. Given an m-sided die with probability distribution \( \rho = (p_0, p_1, ..., p_{m-1}) \), let \( n \) be the number of symbols (dice rolls) used in the generalized random-stream algorithm and let \( k \) be the number of random bits generated, then
\[
\lim_{k \to \infty} \frac{E[n]}{k} = \frac{1}{H(p_0, p_1, ..., p_{m-1})},
\]
where
\[
H(p_0, p_1, ..., p_{m-1}) = \sum_{i=0}^{m-1} p_i \log_2 \frac{1}{p_i}
\]
is the entropy of the m-sided die.

Proof: First, according to Shannon’s theory, it is easy to get that
\[
\lim_{k \to \infty} \frac{E[n]}{k} \geq \frac{1}{H(p_0, p_1, ..., p_{m-1})}.
\]
Now, let
\[
n = \frac{k}{H(p_0, p_1, ..., p_{m-1})}(1 + \epsilon)
\]
with an arbitrary \( \epsilon > 0 \). Following the proof of Theorem 7 in [11], it can be shown that when \( k \) is large enough, the algorithm generates more than \( k \) random bits with probability at least \( 1 - \delta \) with any \( \delta > 0 \). Then using the same argument in Theorem 3, we can get
\[
\lim_{k \to \infty} \frac{E[n]}{k} \leq \frac{1}{H(p_0, p_1, ..., p_{m-1})} \frac{1 + \epsilon}{1 - \delta},
\]
for any \( \epsilon, \delta > 0 \).

Hence, we can get the conclusion in the theorem. \( \square \)

C. Proof of Theorem 11

Here, we want to prove that the generalized random-stream algorithm generates a stream of random bits from an arbitrary m-sided die. Similar as above, we let \( S_Y \) with \( Y \in \{0, 1\}^k \) denote the set consisting of all the sequences yielding \( Y \). Here, we say that a sequence \( X \) yields \( Y \) if and only if \( X[1:|X|] \) generates a sequence shorter than \( Y \) and \( X \) generates a sequence with \( Y \) as a prefix (including \( Y \) itself). We would like to show that the elements in \( S_Y \) and those in \( S_Z \) are one-to-one mapping if \( Y_1 \) and \( Y_2 \) have the same length.

Definition 2. Two sequences \( X_A, X_B \in \{0, 1, ..., m-1\}^* \) with \( m > 2 \) are equivalent, denoted by \( X_A \equiv X_B \), if and only if \( X_A^\gamma \equiv X_B^\gamma \) for all \( \gamma \in \Upsilon_b \), where \( X_A^\gamma \) is the binary sequence labeled on a node corresponding to a prefix \( \gamma \) in the binalization tree induced by \( X_A \), and the equivalence of \( X_A^\gamma \) and \( X_B^\gamma \) was given in Definition 1.

Lemma 13. [11] Let \( \{X_A^\gamma\} \) with \( \gamma \in \Upsilon_b \) be the binary sequences labeled on the binalization tree of \( X_A \in \{0, 1, ..., m-1\}^n \) as defined above. Assume \( X_B^\gamma \) is a permutation of \( X_A^\gamma \) for all \( \gamma \in \Upsilon_b \), then there exists exactly one sequence \( X_B \in \{0, 1, ..., m-1\}^n \) such that it yields a binalization tree that labels \( \{X_B^\gamma\} \) with \( \gamma \in \Upsilon_b \).

Proof: The proof is provided in [11]. \( \square \)

Lemma 14. Let \( f \) be the function of the generalized random-stream algorithm, and let \( X_A \) be a sequence produced by an m-sided die. For any distinct sequences \( Y_1, Y_2 \in \{0, 1\}^k \), if \( X_A \in S_{Y_1} \), there are exactly one sequence \( X_B \in S_{Y_2} \) such that
- \( X_B \equiv X_A \).
- \( f(X_A) = Y_1 \Delta \) and \( f(X_B) = Y_2 \Delta \) for some binary sequence \( \Delta \).

Proof: The idea of the proof is to combine the proof of Lemma 7 with the result in Lemma 13.

Let us prove this conclusion by induction. Here, we use \( X_A' \) to denote the prefix of \( X_A \) of length \( |X_A| - 1 \) and use \( \beta \) to denote the last symbol of \( X_A \). So \( X_A = X_A'\beta \). \( X_A' \) is the binary sequence labeled on a node corresponding to a prefix \( \gamma \) in the binalization tree induced by \( X_A' \), and the status tree of \( X_A' \) with \( \gamma \in \Upsilon_b \) is denoted as \( T_{\gamma}^b \).

When \( k = 1 \), if \( X_A \in S_0 \), we can write \( f(X_A) = 0\Delta \).

In this case, let \( u \in T_{\gamma}^b \) with \( \theta \in \Upsilon_b \) be the node that generates the first bit 0. If we flip the label of \( u \) from 0 to 1, we get another status tree \( T_{\gamma}^b \) using the same argument in Lemma 6, we are able to construct a sequence \( X_B' \) such that its status tree is \( T_{\gamma}^b \) and it does not generate any bits. Here, \( X_B' \) is a permutation of \( X_A' \). From \( X_A' = X_A' \beta \), we can construct a sequence \( X_B' \) uniquely following the proof of Lemma 13 (see [11]). Concatenating \( X_B' \) with \( \beta \) results in a new sequence \( X_B \), i.e., \( X_B = X_B' \beta \) such that \( X_B \equiv X_A \) and \( f(X_B) = 1\Delta \). Inversely, we can get the same result. It shows that the elements in \( S_0 \) and \( S_1 \) are one-to-one mapping.

Now we assume that the conclusion holds for all \( Y_1, Y_2 \in \{0, 1\}^k \), then we show that it also holds for any \( Y_1, Y_2 \in \{0, 1\}^{k+1} \). Two cases need to be considered.

1) \( Y_1, Y_2 \) end with the same bit. Without loss of generality, we assume that this bit is 0, then we can write \( Y_1 = Y_1'0 \) and \( Y_2 = Y_2'0 \). If \( X_A \) yields \( Y_1 \), based on our assumption, it is easy to see that there exists a sequence \( X_B \) satisfies our requirements. If \( X_A \) does not yield \( Y_1 \), that means \( Y_1' \) has been generated before reading the symbol \( \beta \). Let us consider a prefix of \( X_A \), denoted by \( X_A' \), such that it yields \( Y_1' \). In this case, \( f(X_A') = Y_1' \) and we can write \( X_A = X_A'\beta \). According to our assumption, there exists exactly one sequence \( X_B \) such that \( X_B \equiv X_A \) and \( f(X_B) = Y_2 \). Since \( X_A \) and \( X_B \) lead to the same binalization tree (all the status trees at the same positions are the same), if we construct a sequence \( X_B = X_B Z \), then \( X_B \equiv X_A \) and \( X_B \) generates the same bits as \( X_A \) when reading symbols from \( Z \). It is easy to see that such a sequence \( X_B \) satisfies our requirements.

Since this result is also true for the inverse case, if \( Y_1, Y_2 \in \{0, 1\}^{k+1} \) end with the same bit, the elements in \( S_{Y_1} \) and \( S_{Y_2} \) are one-to-one mapping.

2) Let us consider the case that \( Y_1, Y_2 \) end with different bits. Without loss of generality, we assume that \( Y_1 = Y_1'0 \) and \( Y_2 = Y_2'1 \). According to the argument above, the elements in \( S_{Y_1'0} \) and \( S_{Y_1'1} \) are one-to-one mapping; the elements in \( S_{Y_1'01} \) and \( S_{Y_1'11} \) are one-to-one mapping. So our task is to prove that the elements in \( S_{Y_1'00} \) and \( S_{Y_1'01} \) are one-to-one mapping. For any sequence \( X_A \in S_{Y_1'00} \), let \( X_A' \) be...
its prefix of length $|X_A| - 1$. Here, $X'_A$ generates only zeros whose length is at most $k$. Let $T^A_{\theta}$ denote one of the status trees such that $u \in T^A_{\theta}$ is the node that generates that $k + 1$th bit (zero) when reading the symbol $\beta$. Then we can construct a new sequence $X''_B$ such that

- Let $\{X''_B\}$ with $\gamma \in T_b$ be the binary sequences induced by $X''_B$, and let $T^B_{\gamma}$ be the status tree of $X''_B$. The binalization trees of $X'_A$ and $X''_B$ are the same (all the status trees at the same positions are the same), except the label of $u$ is 0 and the label of its corresponding node $v$ in $T^B_{\gamma}$ is 1.
- Each node $u \in T^B_{\gamma}$ generates the same bits as its corresponding node $v$ in $T^A_{\gamma}$ for all $\gamma \in T_b$.

The construction of $X''_B$ follows the proof of Lemma 1 and then Lemma 13. If we construct a sequence $X_B = X''_B \beta$, it is not hard to show that $X_B$ satisfies our requirements, i.e.,

- $X_B = X'_A$,
- $X''_B$ generates less than $k + 1$ bits, i.e., $|f(X''_B)| \leq k$;
- If $f(X_A) = Y_1A = Y_1'0A_0$, then $f(X_B) = Y_2^1A = Y_2^1\Delta$.

Also based on the inverse argument, we see that the elements in $S_{\theta\theta\theta\theta\theta\theta}$ and $S_{\theta\theta\theta\theta\theta\theta}$ are one-to-one mapping.

Finally, we can conclude that the elements in $S_Y$ and $S_Y^2$ are one-to-one mapping for any $Y_1, Y_2 \in \{0, 1\}^k$ with $k > 0$.

This completes the proof.

Based on the above result and the argument for Theorem 2, we can easily prove Theorem 11.

**Theorem 11.** Given a loaded die with $m \geq 2$ sides, if we stop running the generalized random-stream algorithm after generating $k$ bits, then these $k$ bits are independent and unbiased.

**IV. EXTENSION FOR MARKOV CHAINS**

In this section, we study how to efficiently generate random-bit streams from Markov chains. The non-streaming case was studied by Samuelson [7], Blum [1] and later generalized by Zhou and Bruck [10]. Here, using the techniques developed in [10], and applying the techniques introduced in this paper, we are able to generate random-bit streams from Markov chains. We present the algorithm briefly.

For a given Markov chain, it generates a stream of states, denoted by $x_1x_2x_3... \in \{s_1, s_2, ..., s_m\}^*$. We can treat each state, say $s$, as a die and consider the ‘next states’ (the states the chain has transitioned to after being at state $s$) as the results of a die roll, called the exit of $s$. For all $s \in \{s_1, s_2, ..., s_m\}$, if we only consider the exits of $s$, they form a stream. So we have total $m$ streams corresponding to the exits of $s_1, s_2, ..., s_m$ respectively. For example, assume the input is

$$X = s_1s_4s_2s_1s_3s_8s_3s_1s_8s_1$$

If we consider the states following $s_1$, we get a stream as the set of states in boldface:

$$X = s_1s_4s_2s_1s_3s_8s_3s_1s_8s_1$$

Hence the four streams are

$s_4s_3s_1s_2, s_1s_3s_3, s_2s_1s_4, s_2s_1$.

The generalized random-stream algorithm is applied to each stream separately for generating random-bit streams. Here, when we get an exit of a state $s$, we should not directly pass it to the generalized random-stream algorithm that corresponds to the state $s$. Instead, it waits until we get the next exit of the state $s$. In another word, we keep the current exit in pending. In the above example, after we read $s_1s_4s_2s_1s_3s_8s_3s_1$, the most recent exit of each state, namely $s_1, s_3, s_4, s_1$ are in pending. Finally, we mix all the bits generated from different streams based on their natural generating order. As a result, we get a stream of random bits from an arbitrary Markov chain, and it achieves the information-theoretic upper bound on efficiency.

Now, we call this algorithm the random-stream algorithm for Markov chains, and we describe it as follows.

**Input:** A stream $X = x_1x_2x_3...$ produced by a Markov chain, where $x_i \in S = \{s_1, s_2, ..., s_m\}$.

**Output:** A stream of 0’s and 1’s.

**Main Function:**

Let $\Phi_i$ be the generalized random-stream algorithm for the exits of $s_i$ for $1 \leq i \leq m$, and $\theta_i$ be the pending exit of $s_i$ for $1 \leq i \leq m$.

Set $\theta_i = \phi$ for $1 \leq i \leq m$.

for each symbol $x_j$ read from the Markov chain do

if $x_j = s_i$ then

if $\theta_i \neq \phi$ then

Input $\theta_i$ to $\Phi_i$ for processing.

end if

Set $\theta_i = x_j$.

end if

end for

**Theorem 15.** Given a source of a Markov chain with unknown transition probabilities, the random-stream algorithm for Markov chains generates a stream of random bits, i.e., for any $k > 0$, if we stop running the algorithm after generating $k$ bits then these $k$ bits are independent and unbiased.

The proof of the above theorem is a simple extension of the proof for Theorem 11. Let $S_Y$ denote the set of input sequences that yield a binary sequence $Y$. Our main idea is still to prove that all the elements in $S_Y$ and $S_Y^2$ are one-to-one mapping for any $Y_1, Y_2 \in \{0, 1\}^k$ with $k > 0$. The detailed proof is a little complex, but it is not difficult; we only need to follow the proof of Theorem 11 and combine it with the following result from [10]. Here, we omit the detailed proof.

**Lemma 16.** Given an input sequence $X = x_1x_2...x_N \in \{s_1, s_2, ..., s_m\}^N$ that produced from a Markov chain, let $\pi_i(X)$ be the exit sequence of $s_i$ (the symbols following $s_i$) for $1 \leq i \leq m$. Assume that $[\Lambda_1, \Lambda_2, ..., \Lambda_m]$ is an arbitrary collection of exit sequences such that $\Lambda_i$ and $\pi_i(X)$ are permutations and they have the same last element for all $1 \leq i \leq m$. Then there exists a sequence $X' = x'_1x'_2...x'_N \in \{s_1, s_2, ..., s_m\}^N$ such that $x'_1 = x_1$ and $\pi_i(X') = \Lambda_i$ for all $1 \leq i \leq m$. For this $X'$, we have $x'_N = x_N$. 
V. Conclusion

In this paper, we addressed the problem of generating random-bit streams from i.i.d. sources with unknown distributions. First, we considered the case of biased coins and derived a simple algorithm to generate random-bit streams. This algorithm achieves the information-theoretic upper bound on efficiency. We showed that this algorithm can be generalized to generate random-bit streams from an arbitrary \(m\)-sided die with \(m > 2\), and its information efficiency is also asymptotically optimal. Furthermore, we demonstrated that by applying the (generalized) random-stream algorithm, we can generate random-bit streams from an arbitrary Markov chain efficiently.
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