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Abstract

The TOPEX/POSEIDON mission was formulated
in conjunction with the World Ocean Circulation
Experiment (WOCE). Although altimetric data
are by far the largest ocean data set that emerged
from that experiment, it was recognized from the
outset that the best estimate of the ocean circu-
lation and its variability would be made by com-
bining all the data with a good general circula-
tion model. The US ECCO-GODAE consortium
has now produced useful estimates of the three-
dimensional time evolving ocean circulation at 1
degree lateral resolution, 23 layers in the vertical,
over the time period 1992-2004. At the present
time, the solution represents a least-squares misfit
to about 410 million separate observational con-
straints. A large variety of fields can be analyzed
in the results, but the focus here will be on the
overturning circulation and its changes over this
time period. The residual model/data misfits raise
difficult questions about remaining errors in the al-
timetric/geoid fields.

1 Introduction

The era of satellite altimetry has seen a shift in the
paradigm of the ocean as a steady, laminar fluid
to a turbulent one exhibiting a plethora of pro-
cesses on various space and time scales with conse-
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quences for observational requirements (e.g. Munk
and Wunsch [1982a], Wunsch [2002b]). We rely
today on a 15-year continuous record of sea sur-
face height measurements of quasi-global coverage
from several altimetric missions [Fu and Cazenave
2001]. Maintaining this record indefinitely, as is
done in the case of many meteorological observa-
tions, is an obvious priority, but is at present far
from guaranteed. Direct, quasi-continuous in space
and time measurements of the ocean interior have
remained even more challenging. The World Ocean
Circulation Experiment (WOCE) provides mostly
(occasional) snapshots of hydrographic properties
along several longitudinal and latitudinal sections,
with consequent problems in interpretation due to
the unsteady nature of the ocean circulation (e.g.
[Wunsch 2006b]). Similarly, serious sampling is-
sues beset most of the so-called “climatological”
data sets such as the NODC World Ocean At-
las 2001 [WOA01, Conkright et al. 2002]. Over
the past five years or so autonomous floats (ini-
tially P-ALACE, now ARGO) have taken on the
role of augmenting altimetric with in-situ observa-
tions (but limited to 2000 m depth), at a reason-
able quasi-global continuous coverage (e.g. [Roem-
mich and Owens 2000, ARGO 2002]). These data
sets, combined with various other sources (XBT’s,
TOGA/TAO array, tide gauges, surface drifters,
satellite-borne measurements of sea surface tem-
perature, wind stress, the time-varying gravity
data from GRACE), while appearing plentiful, do
in reality confront the oceanographer, with seri-
ous issues: (1) disparity of the data (how does one
assess consistency of a sea surface height observa-
tion with a salinity measurement at 500 m depth?),
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(2) data sparsity and sampling (3) quantification
of uncertainties (4) dynamical consistency among
various data sets (budgets). These become ma-
jor stumbling blocks when attempting to address
climate-related issues. Examples are

• estimates of decadal changes in the meridional
overturning circulation, e.g. Bryden et al. [2005]
which are based on only five transatlantic sections
taken over the course of almost 50 years,

• estimates of change in ocean heat content that
don’t include contributions below 2000m depths
(e.g. Willis et al. [2004]), or that have major sam-
pling issues, and virtually no data at all in most
of the Southern Ocean (e.g. Antonov et al. [2005]);
the same is true, if not worse for attempts to derive
salinity changes using the existing observational
record [Curry et al. 2003],

• open questions regarding the nature and causes
of global sea-level rise, see e.g. the review of Munk
[2002], Cazenave and Nerem [2004],

• inferences from model-only studies, such as
the one by Marsh et al. [2005] which do provide a
dynamically consistent time-evolving state, but no
systematic assessment of misfit to observations, or

• inferences from dynamically inconsistent as-
similation products, such as the one by Carton
et al. [2005], which, while providing “snapshots” of
the time-evolving state, do not permit to address
dynamical links between the state at different in-
stances in time.

These issues will be taken up in Section 3.

A way forward is to combine, in an optimal manner,
the available observations with a state-of-the-art
ocean general circulation model to produce a com-
plete, dynamically consistent ocean state estimate
(OSE) which fits the observations within known or
estimated uncertainties (comprising both observa-
tional errors as well as representation errors of the
model). Various methods are available to achieve
what reduces to a least-square fit (or optimization)
of the model to the data. While generally referred
to as “data assimilation” (e.g. [Lermusiaux et al.
2006]) we distinguish its heavy usage in the ex-
trapolation (forecasting) context by the (mostly)
meteorological community from our goal of interpo-
lating, describing and understanding the observed
system. We thus prefer the term “state estimation”
to make this distinction explicit [Wunsch and He-
imbach 2005].

Taking on the scope of producing, in a pre-
operational fashion, an OSE of the time-evolving
ocean circulation beginning with the ERS-1 and
TOPEX/POSEIDON altimetric record, the Con-
sortium “Estimating the Circulation and Climate

of the Ocean” (ECCO) [Stammer et al. 2002b]
set out in the late 1990s, adopting what is often
called the adjoint method, but best known in a
wider community as the method of Lagrange mul-
tipliers (e.g. Wunsch [1996, 2006a]). One of this
method’s key advantages is that it fullfills the re-
quirement of dynamical consistency. That is, the
best-estimate ocean trajectory obeys the underly-
ing model equations exactly over the full interval
of the state estimate without introducing artificial
sources or sinks in the ocean interior to “nudge” the
model to the data. This distinguishes the obtained
estimate markedly from so-called “rea-analysis” ef-
forts undertaken in the atmospheric community
(e.g. NCEP/NCAR [Kalnay and 21 others 1996],
ECMWF ERA-40 [Uppala and 46 others 2005]),
or oceanographic products such as SODA [Car-
ton et al. 2005]. It is widely known (e.g. Tay-
lor [2000], Stammer et al. [2004]) that these re-
analysis products suffer from significant imbalances
in some of the fluxes provided and are of limited
use when attempting time-dependent budget cal-
culations. They also pose serious problems when
used in driving ocean GCMs (e.g. Large and Yea-
ger [2004]). Dynamical consistency is a key require-
ment to address science-related questions on the
nature of oceanic variability. Another strength of
the adjoint method is its ability to propagate in-
formation contained in observations backward in
time, thus making optimal use of each element.

A first milestone of ECCO was the demonstration
that this approach is feasible through the publica-
tion by Stammer et al. [2002a, 2003] of a quasi-
global ocean state estimate at 2◦ horizontal reso-
lution, comprising 23 vertical layers, covering the
globe between 80◦N/S for the period 1992 and
1997. In a second phase, the horizontal resolu-
tion was improved ro 1◦ (vertical resolution main-
tained), and the period extended to 2002 [Köhl
et al. 2005]. The result of this optimization, version
1, which comprised 69 iterations, has been made
publicly available via the central ECCO data server
at [ECCO URL] and is now termed v1.69.

In 2004 the follow-on project ECCO-GODAE was
put into place with the stated purpose to sustain
and improve the ECCO OSE. At this point the
OSE system was transferred from SIO to MIT, and
production was resumed from v1.69 under what
is now called version 2, covering the period 1992–
2004 (soon to be updated to 2005) with computing
resources provided by GFDL. Since then, efforts
have gone into (1) improving various aspects of the
model (resolution, numerical schemes, parameteri-
zations), (2) improving the quality of the observa-
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tions, (3) and addressing the issue of uncertainty
and sampling of the various data sets. All these
aspects, despite appearing technical, bear serious
science questions, and ultimately affect the quality
and interpretation of the estimate obtained. The
present paper gives an overview of the work un-
dertaken by the ECCO-GODAE group leading to
the more recent product v2.177. The product is
served in various forms (LAS, DODS, GDS, Dap-
per, Ingrid) to the community; for more details
visit [ECCO-GODAE URL]. Example results based
on this product showcase the power of having a
complete state estimate for science purposes. An
outlook is given into a future OSE system.

2 The ECCO-GODAE Ocean

State Estimation system

The problem is formulated in terms of a least-
square cost function J , given here in a very sim-
plified form to focus on the overarching structure
(specifics on the dimensionality of the concrete
OSE, version 2, are provided in footnotes):

J =
1

2

(

L(x(t),u(t)) − H(y(t))
)T

R−1

(

L(x(t),u(t)) − H(y(t))
)

(1)

L denotes the nonlinear ocean model which steps
forward in time the model state x(t) 1, subject to a
set of independent (or control) variables u(t) such
as initial conditions and time-varying air-sea buoy-
ancy and momentum fluxes 2, y(t) is a set of ob-
servations which are mapped from observation to
model space via a data operator H 3, and R−1 is
a weight matrix, under ideal circumstances an in-
verse error covariance, but in practice (absence of
knowledge of the full covariance, and treatment of
a 108 × 108-dimensional matrix) a diagonal matrix
containing prior uncertainty estimates.

The minimum of J is sought, subject to the re-
quirement that the model equations be fulfilled ex-
actly. To do so, the gradient of J with respect
to the set of controls u(t) is needed to iteratively
decrease J via gradient-based descent algorithms

1
x(t) are elements of a 2.1 · 107-dimensional numerical

state space per timestep, which is stepped forward in time
at hourly intervals over a 13-year period.

2When assembled to a vector containing wet point only,
the u(t) form a 3.1 · 108-dimensional control space subject
to optimization

3Our observational data set consists of currently 4.1 ·108

elements y(t).

(here a quasi-Newton variable storage method of
Gilbert and Lemaréchal [1989]). The method of La-
grange multipliers turns this constrained optimiza-
tion problem into an unconstrained one. Propa-
gating the Lagrange multipliers or adjoint variables
backward in time via the adjoint model (in essence
the transpose of the tangent linear model) yields
the gradient ∇uJ in question. We omit details here
and refer to e.g. Wunsch [1996, 2006a], but write
down the general structure of the gradient ∇uJ in
terms of the adjoint:

∇uJ = ∇LT·∇HT·R−1·
(

L(x(t),u(t))−H(y(t))
)

(2)
The interpretation of eqn. (2) is as follows: The
gradient ∇uJ is driven by the misfit of the model
to the data misfit, which after weighting (R−1) is
projected onto the model adjoint variable space via
the data operator’s adjoint, and propagated onto
the control ajoint variable space via the model’s
adjoint operator (the model Jacobian’s transpose).

The qualitative forms of eqns. (1), (2) serve to
highlight the elements which affect the OSE sys-
tem and determine its solution: (1) the observa-
tions, (2) the model and data operator (and their
adjoints), (3) the weights or uncertainties. Prob-
lems in any of the above elements may result in
problems in the optimization, and ultimately fail-
ure to produce an acceptable solution.

2.1 The ocean model and its adjoint

One of the cornerstones of the OSE system is
the ocean model, here the MIT general circulation
model (MITgcm) [Marshall et al. 1997a,b, Adcroft
et al. 2002]. Configured in height coordinates, it
solves the Boussinesq form of the Navier-Stokes
equations for an incompressible fluid, hydrostatic
or fully non-hydrostatic, in a curvilinear frame-
work. The horizontal assembly of the finite vol-
ume grid cells is based on a domain decomposi-
tion to enable efficient parallelization across a va-
riety of high performance compute (HPC) archi-
tectures. The model is endowed with state-of-the
art physical parameterization schemes for sub-grid-
scale horizontal and vertical mixing of momentum
and tracer properties, as well as a sophisticated dy-
namic/thermodynamic sea-ice model, plus atmo-
spheric boundary layer scheme over the open ocean.
It is currently being used for high-resolution global-
scale ocean simulations [Menemenlis et al. 2005a].

The model is continuously undergoing vigorous de-
velopment to incorporate novel physics, numerical
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schemes and approaches for treating the horizontal
and vertical grid (e.g. Adcroft et al. [2004], Adcroft
and Campin [2004], Campin et al. [2004]). In this
environment the ability to (re-)generate the adjoint
becomes a crucial element to ensure that novel fea-
tures of the parent model can be carried over to the
adjoint model. What has made this possible is the
use of so-called automatic (or algorithmic) differen-
tiation (AD) tools [Griewank 2000], which generate
exact adjoint code of the parent model. Key advan-
tages of this approach are (1) rendering up-to-date
versions of the adjoint model, (2) flexible configura-
tion for any type of application (regional vs. global,
various resolutions, various packages), (3) preser-
vation of the parallelism of the parent model, and
thus scalability on HPC systems, (4) independent
test of the parent model and reduction in coding
errors (undetected errors in the parent model may
show up as apparent errors in the adjoint). We
have been relying heavily on the “Tangent linear
and Adjont Model Compiler” (TAMC) and in re-
cent years, on its more mature commercial version
“Transformation of Algorithms in Fortran” (TAF)
by the company Fastopt (see Giering and Kamin-
ski [1998], TAF [URL] as well as Marotzke et al.
[1999], Heimbach et al. [2005]). We are also in-
volved in the development of a new open source
AD tool OpenAD to foster the wider use of such
tools [Utke et al. 2006, Naumann et al. 2006, Ope-
nAD URL].

Major changes in the model setup of the OSE
are planned for version 3, but some preliminary
changes were adopted already in going from ver-
sion 1 to version 2. These include updating to a
more modern equation of state [Jackett and Mc-
Dougall 1995], moving to a third-order upwind
scheme for tracer advection, updating the Gent-
McWilliams/Redi eddy parameterization scheme,
plus other minor technical changes. All updates
are subject to the requirement of preserving a sta-
ble adjoint solution. The forcing cycle has been
shortened to 6-hourly fields, which is the shortest
available analysis window of reanalysis products.

2.2 The observations

Listing and describing all the observational data
sets used in version 2 would stretch the limits of
this proceedings. We refer instread to Wunsch
and Heimbach [2006] for a full list, and to ECCO-
GODAE [URL] for further details. Suffice it to
say that, compared to version 1, essentially all
data sets have been updated to more recent ver-

Figure 1: Space- and time-mean cost (normal-
ized misfit) in sea surface height anomaly between
model and merged TOPEX-POSEIDON/Jason ob-
servations.

sions and periods (the Jason-1 data were added to
the T/P altimetric record, missing ERS-1 and EN-
VISAT data added to the ERS-2 record, GFO data
are now being added to the system post-v2.177,
newer versions of the ARGO data sets contain sig-
nificantly more data over the whole observational
record, improved estimates of the GRACE geoid
have been issued, etc.). As for the climatolog-
ical set, we have replaced most of the WOA01,
Conkright et al. [2002] data set, by the WOCE
Global Hydrographic Climatology of Gouretski and
Koltermann [2004] since they provide more details
regarding error estimates. Only the top 300 m
of the WOA01 atlas is kept, to resolve (at least
crudely) a seasonal cycle. It is noteworthy that
Gouretski and Koltermann [2004], on the basis of
their quality control, reject about 90% of the data
used in the WOA01 atlas (for more details see
Wunsch et al. [2006]).

All data were subject to independent quality con-
trol. This proved to be important as contamination
could potentially hamper the conditioning of the
gradient (apparent from eqn. (2)), and ultimately
the behaviour of the optimization. Once a rele-
vant norm R−1 had been defined, offline calcula-
tions were performed to detect unrealistically large
distances relative to large-scale estimates (nondi-
mensional cost values, eqn. (1) exceeding values
of 50)). For the altimetric data sets, this lead to
the identification of outliers which in most cases
could be attributed to regions/periods covered by
sea-ice. Coherent patterns in the set of outliers in
the ARGO observations pointed to problematic in-
struments or significant drifts over time [Forget and
Wunsch 2006].
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By way of example, Fig. 1 shows the remain-
ing misfit (the mean cost per element in units of
its prior variance estimate or weight, eqn. (1) of
sea surface height anomalies between the model
and merged TOPEX-POSEIDON/Jason data of
the v2.177 product. Good agreement is seen over
large parts of the ocean, but remaining deviations
point to deficiencies in the model’s ability to resolve
some relevant processes, particularly in the sub-
polar Atlantic and in parts of the Southern Ocean.
Note that version 2 of the OSE does not include a
sea-ice model (but see Section 4.1 for results with
an experimental OSE setup that includes a sea-ice
model). Note also that the solution is determined
by the choices of weights, a crucial issue to be dis-
cussed next.

2.3 The uncertainty estimates

Version 2 remains limited to diagonal forms of the
weight matrices R−1 in eqn. (1). Even determin-
ing those diagonal elements or prior errors can be
complicated. Main issues lie with (1) the instru-
ment errors (sometimes unkown, in particular for
historical observations), (2) processing errors (e.g.
corrections made to the altimetric data), system-
atic errors (biases, drift), (3) representation errors,
and related sampling issues.

Most of the weights have been changed in ver-
sion 2 of the OSE as a result of revisiting the
above-mentioned issues and analyzing the nature
of variability of the observed quantities. In addi-
tion, suitability of the weights for preconditioning
the gradient for the descent algorithm (line search)
needed re-considering. Ponte et al. [2005] provide
an analysis for the combined TOPEX/POSEIDON
and Jason record of sea surface height anomaly.
They provide an error budget based on estimated
errors in each of the elements entering the process-
ing (tidal, electromagnetic bias, inverse barometer,
sampling). The weights used for all altimetric data
sets were updated accordingly. Improvements in
the mean dynamic ocean topography (DOT) esti-
mate provided by the new GRACE geoid over pre-
vious EGM96-based estimates were also assessed
[Stammer et al. 2006].

For in-situ observations in particular, limitations
imposed by the sampling on inferences of time-
varying aspects of the data became apparent [For-
get and Wunsch 2006, Wunsch et al. 2006]. Closely
related and of equal significance is the assessment,
required globally for the present application, of the
hydrographic variability in relation to in-situ ob-

servations provided through the climatological at-
lases, hydrographic sections, and other isolated-
in-time measurements. Forget and Wunsch [2006]
provide a detailed analysis focusing on (1) the
actual sampling of the climatological atlas, and
the ARGO data, (2) standard deviations provided
with the atlas and computed from ARGO mea-
surements, (3) estimates of hydrographic variabil-
ity from high-frequency in-situ observations as well
as high-resolution model calculations of Menemen-
lis et al. [2005a], (4) related to (3), representa-
tion errors incured by the model’s failure to resolve
eddy-scale processes. They devise an interpolation
method to obtain a global, three-dimensional un-
certainty estimate which attempts to account for
aspects (1) to (4). This estimate provides a basis
for computing weights for all in-situ hydrographi
observations in the version 2 cost function (CTD,
XBT, ARGO, climatology).
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Figure 2: Top: monthly mean zonally and
vertically integrated volume fluxes above 1,165
m (blue/solid), between 1,165 m and 4,450
m (green/dash-dot), and 4,450 m to bottom
(red/dashed). Middle: same as top, but for associ-
ated heat transport. Bottom: expanded scale ver-
sion of the 1,165m–4,450m volume transport (top
panel).
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3 Some science results

3.1 Decadal variation in mass and

heat fluxes in the North Atlantic

Efforts to quantify and understand decadal changes
in mass and property transports are faced with
many of the problems alluded to in the intro-
duction. Fig. 2 taken from a study by Wun-
sch and Heimbach [2006] of the North Atlantic
meridional overturning circulation (MOC) and its
associated heat flux encapsulates some of the is-
sues. The top panel shows monthly mean zon-
ally and vertically integrated volume fluxes above
1,165 m (blue/solid), between 1,165 m and 4,450
m (green/dash-dot), and 4,450 m to bottom
(red/dashed). The middle panel shows the associ-
ated heat transport (same color coding). Things to
note are (1) a clear compensation between upper-
ocean and mid-depth volume transport, (2) an in-
crease in mid-depth and abyssal trends in volume
transport countering the slight decrease of the up-
per ocean branch (at -0.19±0.05 Sv/yr marginally
significant), (3) a strong correlation between upper-
ocean heat and volume transport (but the mean
heat transport of 0.84±0.18 PW has no significant
trend associated). A conclusion is that upper ocean
heat transport variability is largely driven by vari-
ability in the volume transport. Clearly, changes in
upper-ocean transport cannot be understood in iso-
lation, but require knowledge of the state through
the entire water column.

The sampling issue is highlighted by the bottom
panel of 2 which is an expanded scale version of the
1,165m-4,450m volume transport in the top panel.
The strong month-to-month variability ranging be-
tween -9 and -19 Sv raises serious concerns of alias-
ing in sub-sampled (e.g. section-based) estimates.

3.2 Global sealevel pattern changes

With more than a decade of near-global altime-
ter measurements available, one can start to exam-
ine regional patterns of low frequency variability
in sealevel since the early 1990’s. As an example,
Figure 3, top panel, shows linear sealevel trends
based on v2.177 solution, computed over the 12-
year period 1993–2004. Strong spatial variations in
trend are apparent, including changes in sign. In-
tricate patterns of sealevel rise and fall can be seen,
for example, in the North Atlantic and North Pa-
cific oceans. Amplitudes range from a few mm/yr

Figure 3: (top): Linear sealevel trends (mm/yr)
over the period 1993–2004 computed from v2.177
solution. Patterns have a zero spatial mean given
that the model solution conserves total volume.
Trends in globally averaged steric height, not in-
cluded in the estimate, amount to ∼ 3 mm/yr.
(bottom): Linear sealevel trends (mm/yr) from al-
timeter data after Cazenave and Nerem [2004]. A
spatial mean of 2.8 mm/yr has been removed for
consistency with the top panel.

to more than 1cm/yr in several regions, substan-
tially larger than the global trend of ∼ 2.8 mm/yr
inferred by Cazenave and Nerem [2004] from al-
timeter observations. The patterns in v2.177 so-
lution resemble to a large extent the observed al-
timeter regional trends, bottom panel of Fig. 3,
but with noticeable differences particularly in west-
ern boundary regions (e.g., Agulhas retroflection
or Brazil-Malvinas confluence regions). These dif-
ferences are expected because, in the optimiza-
tion, relatively weak weights are given to the al-
timeter data in regions of strong eddy variability
and consequently large representation errors Ponte
et al. [2005]. Having a 3-dimensional, physically
consistent solution provided by the optimization
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procedure permits a full exploration of the rela-
tion between sealevel trends, subsurface tempera-
ture and salinity fields, and relevant surface atmo-
spheric forcing fluxes. Such a detailed study of the
decadal sealevel trends is inpreparation [Wunsch
et al. 2006].

4 Towards a next-generation

OSE system

The quality of any state estimate is ultimately
limited by the ability of the model to faithfully
mimic the dynamical processes which govern the
oceanic circulation. Efforts are currently under
way to move to a next generation model config-
uration which will form the basis of an OSE, ver-
sion 3. Major ingredients are planned to be (1) a
truly global grid, (2) increased horizontal and ver-
tical resolution, (3) improved numerical schemes
and avoidance of “legacy approximations” (in the
sense of Griffies [2005]), (4) a sea-ice model, (5) im-
proved model forcing through the use of (simple)
atmospheric boundary layer schemes, (6) improved
parameterization of mixing processes, (7) an aug-
mented or modified control space, (8) improved in-
jection of observations, in particular those available
at isolated instances in space and time (e.g. pro-
files), (9) move towards a mass-conserving, rather
than volume-conserving model configuration. Ad-
dressing all these issues, while preserving full ad-
jointability of the system is a major endeavour, and
progress will have to come in discrete steps.

4.1 COSIE: An OSE coupled to a

sea-ice model

Here we report on an experimental solution of
a coupled ocean sea-ice estimation (COSIE) sys-
tem similar in many aspects to v2.177, but with
novel aspects addressing the above items (4),
(5) and (7): The configuration uses the dy-
namic/thermodynamic sea-ice model of Zhang and
Hibler III [1997], Zhang et al. [1998] to compute
sea-ice concentration and volume, as well as mod-
ified air-sea fluxes over ice-covered regions of the
ocean. Over open water bulk formulae are used
(here the implementation of Large and Pond [1981,
1982]) to compute air-sea fluxes from the atmo-
spheric state provided by NCEP/NCAR (surface
air temperature, specific humidity, precipitation,
wind velocity vector, net shortwave radiation).
The computed heat flux are thus consistent with

S: smrareabar_cost_timemean
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Figure 4: Mean cost (normalized misfit) between
daily model and NSIDC sea-ice concentration for
iteration 0 (top) and 27 (bottom) of COSIE. Color
range is 0 to 3.

model’s prognosed SST field. The control space
spanning the time-varying surface boundary con-
ditions is shifted from adjusting the air-sea fluxes
to adjusting the atmospheric state. This allows for
some physics-based coupling between the control
adjustments for heat (air temperature) and mo-
mentum (wind speed) through the adjoint of the
bulk formulae. The sea-ice model is currently used
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in the forward integration only, but switched off
in adjoint mode. Misfits are diagnosed between
prognosed daily sea-ice concentrations and com-
bined Scanning Multichannel Microwave Radiome-
ter (SMMR) and Special Sensor Microwave/Imager
(SSM/I) data from the National Snow and Ice Data
Center [NSIDC URL]. Corresponding mean (nor-
malized) cost maps are depicted in Fig. 4 for iter-
ation 0 and 27 of the experimental OSE. The sig-
nificant reduction in cost is readily apparent, un-
derlining the ability of the system to improve the
coupled ocean/sea-ice state. The NSIDC data have
not been used so far (but are planned) to explicitly
constrain the model.

Fig. 5 depicts mean adjustments in surface air
temperature (SAT) and precipitation after 27 it-
erations. Several aspects are apparent. The most
prominent one is a significant reduction in precip-
itation over the tropics. This result is in agree-
ment with detailed investigation of the re-analysis
products which point to significant overestimation
of precipitation in these regions [Andersson and 13
others 2005, Uppala and 46 others 2005]. As in the
case of air-sea flux controls, dipole patterns in most
variables of the adjusted atmospheric state are visi-
ble over the Gulf Stream region, indicating that the
optimization attempts to reposition a mis-aligned
Gulf stream through adjustment of the controls. A
significant decrease in SAT over the seasonally ice-
covered regions of the Southern Ocean has a clear
beneficial impact as it reduces the misfit between
modeled and observed sea-ice concentration. The
origin of the strong positive SAT adjustments near
the Antarctic coast is unclear, and likely of differ-
ent origin for different regions. Note that these
areas coincide with areas for which no observations
are available. The shelf of the Weddell Sea near
the Antarctic peninsula appears as one of the few
regions in the Southern Ocean supporting multi-
year sea-ice. In contrast, NSIDC time series sug-
gest that sea-ice near the coast in the Ross Sea
disappears much faster at the end of the Austral
winter than in many other places of the Southern
Ocean. The adjusted SAT point to these regions
as interesting places to investigate in more detail.

4.2 High-resolution COSIE

In an effort to increase horizontal and vertical
resolution, Mazloff [2006] is expanding the re-
gional, high-resolution, adjoint-based state estima-
tion work of Ayoub [2006] and Gebbie et al. [2006]
to the dynamically much more complex Southern

0 90 180 270 360
−80

−40

0

40

80

longitude

la
tit

ud
e

k=1, 5m, xx_atemp.13yr.mean: mn:−1.2e+01, mx:1.8e+01, av:1.2e−01, sd:1.6e+00

−6 −4 −2 0 2 4 6

0 90 180 270 360
−80

−40

0

40

80

longitude

la
tit

ud
e

k=1, 5m, xx_precip.13yr.mean: mn:−3.1e−08, mx:1.8e−08, av:−3.0e−09, sd:5.9e−09

−1.5 −1 −0.5 0 0.5 1 1.5

x 10
−8

Figure 5: 13-year mean adjustment in atmospheric
controls for surface air temperature (top) and pre-
cipitation (bottom) at iteration 27

Ocean domain with 1/6◦ horizontal resolution and
42 vertical levels. This is a huge technological and
computational challenge. Nevertheless, four itera-
tions of the adjoint-method optimization have been
already been successfully carried out (see SDSC
Threads [February 2006]). This effort will ulti-
mately merge into global high-resolution calcula-
tions.

Within NASA’s Modeling, Analysis and Prediction
Program (MAP) the ECCO2 project has embarked
on the development and production of global, high-
resolution, full-depth ocean and sea-ice state esti-
mation [ECCO2 URL]. To accomplish its goal, a
symbiosis of state-of-the-art ocean modeling devel-
opment, [Menemenlis et al. 2005a, Hill et al. 2006],
advanced parameter estimation methods [Mene-
menlis et al. 2005b], and high-resolution adjoint-

8



based estimation techniques as described above will
be required.

Much remains to be done. For the present sys-
tem, as more iterations bring the cost further down,
more data types are added, the record extended in
time, and the model improved, the solution will
unavoidably change. A “perfect” solution won’t
exist in the foreseeable future, rather a series of es-
timates of hopefully improving quality over time,
and with increasing details regarding their error
bars. Each “intermediate” solution disseminated to
the community should thus be perceived as a best
present estimate, subject to change as our knowl-
edge of the oceans evolves.
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