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I ntroduction

A computer is nothing more than a complex network of adding machines. Connecting multiple
computers together changes nothing. However, the addition of two ingredients, ingructions and
data, make the smple computer a wondrous and amazing tool. The source of each of these
ingredients is and forever has been ultimatdy humans.  However, the current growth of
computers is changing the rules, where computers now tell each other what to do and humanity
fades into the background. In the coming future much is possble, and as a society we must be
aware of what is teking placee.  We must maintain our awareness againg the ebb and flow of
technology so that we are not swept away or drown by its force.

A Brief History of Computers

The abacus was the fird computer, developed thousands of years ago in ancient Asa  This
began the devdopment of atificid devices to increase the mathematicd abilities of humans.
The most widdy recognized mechanical representation of a computer was designed, but never
fully built by Charles Babbage, programmed by Augusta Ada King, Countess of Loveace in
1822 and was cdled the Difference Engine.  The next mgor use of mechanicd computing was
used by the United States for the 1890 census by using a punch card system developed by
Herman Hollerith.

A handful of computers were developed tha utilized dectricity and some form of mechanicd
motion. The Mak | was developed to cdculate chats for the US navy and used
electromechanicd relays. Other partidly eectric computers were developed such as the British
code-bregking Colossus and the German Z3. These computers, dong with subsequent
advancements were primarily built for governmental and military use, especidly as World War
Il erupted.

The fird generation of true eectronic computers began with the use of the vacuum tube dso
known as the eectronic vadve. This evacuated glass bulb contained eements where dectricity
could be used to directly control dectricity. The firg is the ENIAC, or Electronic Numerica
Integrator and Computer, built 1946 at the Universty of Pennsylvania by John Presper Eckert
and John W. Mauchly. The ENIAC used 18,000 vacuum tubes to perform up to 5000 addition
operations per second. This was followed by other such computers as the EDVAC, UNIVAC |,
and ABC.

The second and third generation computers were based on a new technology, the semiconductor.
Second generation computers used trandgtors, while third generation computers were based on
the microchip, thanks to Jack Kilby of Texas Insruments. These newer computers, athough
more complex in nature, could be programmed using languages that were smpler and esser to
understand.

The fourth generation of computers begean with very large scde integration (VLSI) microchips.
VLS dlowed for most of the computing power to be packed onto one chip. The firg VLS chip
used in the market was the 4004 by Intd in 1971. From then on forth generation computers have
been with us, with the IBM Persond Computer released in 1981. However, a growing segment



of technology focuses on fifth generation machines, which are the ultra high end of ultrafast
computing. These computers gpproach the level of HAL 9000 from Arthur C. Clarke' s 2001.

Current Computing Technology

The current fourth generation technology is siill advancing. As of December 10" 2000, $2000
will buy a very powerful computer complete with monitor, printer, and software from a very
reputable manufecturer. For example, a computer purchased from Del will have a 1 GHz
Pentium 11 processor, 256 MB RAM, 80 GB of disk space, various input and output options
(sound and video) and a plethora of other features. By next week, the price will undoubtedly
drop a few dollars. However, the fourth generation microprocessors have found their way
further into today’ s market.

Many people today in the United States own either a desktop or laptop computer. What many
people do not redize is that they most likdy own many more computers. Mogt televisons,
microwaves, telephones, clocks, refrigerators and even toys contain a microprocessor, the heart
of a computer. Even daly interactions involve computers. cars, ATM machines and gas pumps.
These computers can be very smple, however they are fagter, amdler and more efficient than
their previous analog counterparts.  But these wonderful small computers are only the babies of a
much larger family, where giant computers run the stock market, the banks, the government, and
the hospitdls. In essence, it is dmog impossble to escgpe from computers and with their
importance in our society, would anyone redly want to?

When consumers used to vidt the computer store, a sdesman would greet them and help them
pick out a wonderful bland gray box. Adventurous people interested in technology could even
open the boxes and add more parts. Today, it is dmost impossible to buy that bland gray box. A
happy sdesman is trying to sdl the consumer a “grape’ or “blueberry” one.  Consumer
electronic devices continue to include more and more features, with more colors and
transparency.  Shopping has moved online, where e-tallors sdl ther wares usng flashy moving
graphics in lieu of content.  The favoring of form over function dominates the rosy picture that
is today’s technology market. One can now buy a persond computer, desk, iron, and vacuum
cleaner that al match.

A government program caled the Accderaied Strategic Computing Initiative or ASCI, was
created as a safe method of computationdly testing the United States nuclear stock pile without
physcaly detonating devices to comply with 1996 Comprehensve Test Ban Treaty. IBM
delivered the most recent computer this year for about $110 million, cdled ASCI-White. This
computer is now the most poweful machine on the planet, capable of over 123 trillion
mathematical operations per second, which is over one thousand times more powerful than the
chess-playing Deep Blue computer that beat Gary Kasparov in 1997. IBM has plans towever,
for acomputer even grander named Blue Gene.

Near Future of Computing and its Pervasiveness

Blue Gene will be built by 2004 for about the same cost as ASCI-White. It will be capable of
over one Pentaflop, meaning over one quadrillion operaions per second. This is thought of as



only one order of magnitude below the theoreticd operating speed of the human brain. The
fantastic gpeed will be achieved by using 64 racks of 8 boards of 64 chips each housng 32
processors operating & one gigaflop each, making a totd of over one million processors. The
total available bandwidth to move data around is 300 terabytes per second, enough to download
the entire Internet in less than a hdf second. Blue Gene will be used by researchers for
advanced studies of protein folding. In this fidd, the mechanics of atoms in complex molecules
will be studied, such as in genetic testing and drug synthess, in a manner never before available.

What is amazing, however, is the speculation by IBM and others that this power will be avalable
to univerdties within ten to fifteen years, and to consumers soon &fter.

The persond computer may become a thing of the past in favor of a paradigm shift towards a
more ubiquitous method of computing. The consumer will be affected by the exploson of more
advanced computers into everyday life. However, he may not be able to see the computers. In
the case of Blue Gene engineering new foods and medicines, consumers will benefit without
seeing the computers.  Advanced computers built into homes will help to regulate energy usage,
maintain appliances, and provide entertainment.

The network computer (NC) is not a new concept but one from the beginning of computers.
Many terminals with little use or function individudly would be connected to a massive centrdl
mainframe computer.  Similarly, the NC does not have much to offer on its own, but connected
to a larger system it provides many features. Following this trend is the current market of PC's,
with happy colors and shapes, and dl of the hardware permanently attached. Such computers as
the Apple iMac, the Compag Home Internet Appliance, and the 3com Audrey have pushed the
limits of being caled persond computers and advanced upon the newest generation of consumer
computers. What sdls these devices is the focus on the Internet. The 3com Audrey isn't even a
full computer, but a wirdess web termind with only a screen and a touch pad.  Interestingly
enough, some colleges are following the trend with “tech-lite’ educations tha budding students
ae aking for. In the new fidds such as computer information sysems heavy engineering
practices and mathematical sciences are left behind for the newer fun style of technology, further
removing the true workings of computers from those who use and now those who make them.

Inter net and the Shift to Valuable I nfor mation

The Internet was built to share information, mainly between higher educationd inditutions and
the government, but as it evolved it then became a versaile medium to share dl sorts of
information. As the infragructure grew, so did its uses. Hence, we have the Internet as it exist
today, with dmaost one hundred million registered hosts, or network providers, with millions of
more users.  The Internet is now used to share ideas, to conduct commerce, to listen to music, to
cry out, and to be heard. The Internet can be a TV dation and a store for every person who uses
it, which is why it has such an impact on society. The internet is growing a such a high rate, the
system for naming each computer known as IPv4 is being upgraded to IPv6 raisng the possble
number of host computers to about 10M14 from about 4 billion despite a completely new internet
known as 12 being devel oped.

The reason for this growth is so that more computers, large and smal can be connected to the
Internet.  The underlying and dmost hidden god is to get every person on the Internet in some



manner 0 they are dways connected. The growing shift for consumer eectronics devices is to
include wireless technology and somehow the Internet: cdl phones, pages, digitd assstances and
children's toys. The true need for this is dmost nonexisent, but the consumer demand is
insatiable and the industry is forging ahead at a breskneck pace. In the future, today’s Internet
could become a menta connection and contain the entire human knowledge. With over 6 billion
people connected and countless computers, something could exist in that sea of information,
something unexpected.

Double Exponential Growth

Moore's Law was based on an observation Gordon Moore in 1965, when he noticed that the
gpeed and memory ceapability of semiconductors doubled about every eighteen months.  His
linear relationship to growth held true for about twenty years. However, in the early 1980s, the
time of doubling decreased to only about twelve months. Previous to 1965, before solid-state
computers exised, the growth was actudly dower. Generdizing the trend to include mgor tools
of humanity, the growth rate has been extremdy low, until about the time of the indudrid
revolution, a which technology dtarted to advance a a quicker and quicker rate. Using this
viewpoint, the speed tha technology advances is actudly increesng in a manner known as
double-exponentia growth.

An interesting note is that in the evolution of human history, we have yet to leve off. In any one
technology, the capabilities incresse repidy and then plateau in a curve known as sgmoid.
However, humans are unique in our ability to shift mradigms at the point of saturation to a new
model. This is evident in computer technology: mechanicd, dectromechanica, vacuum tubes,
discrete trangstors, and integrated circuits.  Integrated circuits have their limit as to speed and
dengity based on the laws of physcs. However, we are developing new technologies currently
that will overstep two-dimensond integrated circuits by many orders of magnitude.

A view of the future is held again by IBM in a fidd cdled quantum computing. Quantum theory
is not new, and nether is quantum computing. Issac Chuang has working on quantum
computers since the late 1980s. Recently, Chuang developed the one molecule 5qubit quantum
computer a IBM Almaden Research Center. A qubit is the quantum equivalent of a digitd hit.
Chuang's computer was built usng five fluorine aoms in one molecule, each representing one
qubit. It was built to solve order-finding problems, which are basicaly methods of decryption.

In today’s computers, even Blue Gene, order-finding problems are step-by-step dgorithms.
Although the method may change, it Hill takes much iteration to find the answer. However, in
guantum mechanics, each qubit can occupy Smultaneoudy dl possble input vaues due to the
Heasenburg uncertainty theorem. This means that any problem can be solved in only one sep.

Traditiond agorithms must exponentidly expand the needed computing power as the problem
gets bigger, while the quantum computer uses only the number of atoms needed to encode the
input and output values.

The result is a computer that can be built on the atomic scale, Smilar to nano-technology. In that
light, the quantum computer can be used to control nano-technology, and in turn nano
technology can be used to build more quantum compuers. Computers ae shrinking,
computational power is increasing, and consumers awareness of direct computing is decreasing



and the reech and use of computers is growing Smilarly to their power. Many prominent
members of the technologicad and scientific community have theorized the results of this growth,
some with positive outcomes, and some with negative outcomes,

Speculations: Ray Kurzweil

Ray Kurzwell, a serious inventor, technologist and futurigt, is the author of The Age of Spiritud
Machines When Computers Exceed Human Intdligencee  He has made some advanced
propheses into the future of not only computers, but aso computer intdligence, nano-
technology and genetics. Ray makes a very important point about predictions:

....technology, particularly the pace of technological change, has been advancing at
least exponentialy since the advent of technology. Thus, while people often tend to
overestimate what can be achieved in the short term because there is a tendency to
leave out necessary details, we typically underestimate what can be achieved in the
long term because exponential growth is ignored.

By 2009, Ray expects computers to become ubiquitous to most users. He aso expects high-
resolution displays everywhere, operating on wirdess networks and interfaced using speech
ingead of text or touch. A one thousand dollar computer should be capable of performance
equivdent to a machine today of one Terahertz. Jumping Ahead to 2019, the thousand-dollar
computer should be roughly equal to the human bran in capacity, but most computers are
embedded into everything and never seen by the consumer. High-resolution 3D virtual redity
machines include the cgpability to handle tectile information. Automaed computing systems
have advanced to the point where mogt transportation is no longer human controlled. A large
number of clams are being made at this point of computers passing the Turing Test, meaning
that humans cannot discern the artificid inteligence (Al) of the computer from red intelligence.

After this point, Ray’s predictions begin to get a bit irrationd. However, what is rationd is that
no matter who is predicting what, no one path has been set and anything is possble An
important reason for this is what ray refers to as the rate of paradigm shifts, which he clams are
doubling approximately every decade. Sometime around 2029, Ray predicts that today’s
equivdent of a one thousand dollar computer will have the capabilities of one thousand human
brans. There is dmogt no use of human labor for mgority of manufacturing. The computers
exiding could be connected directly to humans via biotech implants and connections. The
atificid inteligence of a complete, worldwide, and connected network of computers has crested
a new levd of knowledge independent of human interaction. Therefore, growing legd issues are
risng about what defines “human,” where machines may even clam to be conscious. By 2099,
the prediction for tota integration of man and machine has blurred the lines of humanity.

Ray Kurzwel pants a picture of the assmilation of the computer into our own humanity as
amog inevitable. However he does raise the issue of the safety and use of technologies.  Bill
Joy, the cofounder of Sun Microsystems labels the new technologies of genetics, nano-
technology and robotics (i.e. atificidly intdligent computers) as dangerous. Ray says he is
often found defending Bill Joy's theories on the feadhility of these technologies, in the ability of
man to build  However, in contrast Joy, who favors the complete abolition of certain
technologies and sciences to prevent the dedtruction of humanity, Ray is certan tha careful
planning and regulation is more gppropriate and the only sane way to proceed.



Speculations. Isaac Asmov

Issac Asmov has dways been a favorite to dmost any science fiction buff. However, being a
scientit, AImov has dso written many nontfiction books. In 1939, AImov wrote a science
fiction book I, Robot. In it, the robots are different from the robots of today by the nature of
ther bran.  Asmov's robots are controlled by a postronic brain, extremey complex and
powered by the smultaneous destruction and cregtion of subatomic matter. His robots have an
atifica inteligence thet is very smilar to humans but controlled by the Three Laws of Robotics
to prevent the dangerous scenarios proposed by Bill Joy: 1) a robot nay not injure a human
being or through inaction, dlow a human being to come to harm 2) A robot must obey orders
given it by human beings except where such orders would conflict with the First Law 3) A robot
must protect its won exisence as long as such protection does not conflict with the First or
Second Law. Interestingly enough, dthough Asmov’s robots were usudly very compact and at
leest somewhat intdligent, the computer did not exis outsde of ultra large machines. In certan
dories, giant planet wide computers with names such as MultiVac and UniVec took in al data
and processed it for humanity, following the Three Laws. In one gory, the computer MultiVac
predicted the outcome of the presdentiad election by just the vote of one person, a & cry from
the recent stagnation in Forida

In 1987, Asmov gave two speeches a the College of William and Mary about his predictions.

On the topic of the feagbility of his worlds, he agreed that athough far fetched a present, that
the exisence of atificid inteligence was not only possble but aso being worked on and he was
currently authoring non-fiction materia on the need for the Laws of Robotics However, the
ability for humanity to create the technology he writes about requires the drive to do so. If as a
society, we choose not to colonize Mas, Mars will never be colonized. Smilarly, we could
choose sdf-dedtruction, for only by choosing to survive will we be able to. A short time before
this talk, Aamov spent a lot of time propheszing the destruction of humanity through dmost any
means, with a growing concern for technology. But, the response has been to meet the
chdlenges of the long term with care, and to worry less about the short-term politica conflicts
that seem to take dl the news time today.

An important concern is raised by many groups and individuas about the necessty of man post
technology. In a world run by computers and robots, the utopian view is that humanity will have
the chance to focus on what they like et and time to explore new redms. While the dystopian
view envisoned humans dying out for lack of drive and purpose. Asmov addresses this issue by
reminding us tha humans have free will. Despite the use of robots, we individudly will ill
have the choice to do whatever task we find fulfills our life. But interesting and scary scenarios
exig in Asmov's future world with thinking robots.

It is possble for, as Ray dso suggests, computer intelligence to become indistinguishable from
humenity. Once a consciousness recognizes its own existence, does that make it sentient and
therefore worthy the same benefits of humanity? Smilar plots are played out in AsSmov's
dories “Evidenceg’ and “Reason.” Or furthermore, what hgppens when the atificid
consciousness believes that it is superior to its human counterparts? In “Little Lost Robot,” this
scene is played out, but is resolved by human ingenuity and the Three Laws. Such occurrences



could become possble in the near future as computers grow in power and atificid intdligence
software and systems grow in ability.

Speculations: Vernor Vinge

Vernor Vinge of the Department of Mathematical Sciences & San Diego State University painted
a more sniger picture in a paper cadled “The Coming Technologicd Singularity: How to Survive
in the Post-Human Era” The man point is the coming technologicd sngulaity. Usng the
double accderation of technologies on dl fronts, not just computers, Vinge hypothesizes that in
the near future, the power of technology will overtake human understanding a even the most
fundamenta levedl. He suggests that the three most powerful occurrences that would be the
ggnifiers of such a sngularity: a computer system is developed to be awake and intdligent, large
computer networks wake up as an inteligent entity, computer/human interfaces become o
advanced, the two parts no longer are separable.  Using his own predictions and those of others,
Vinge believes one of these will occur no later that 2030 and soon after 2005.

The term sngularity is used to illudrate that the entire method of life must be thrown out to
sudan life in a new era of inteligent machines. Vinge makes reference to a datement in 1960
by 1. J Good. Good says that once we create a machine that surpasses our abilities as humans,
we no longer have to build anything, as the machine will be capable of cregting an even more
intelligent machine on an even shorter time span.  Within a few generations, the new machines
would be free of any restraints we had put on the origina and we would be a the mercy of the
computers.  The introduction of safeguards and rules into the technology would, according to
Vinge, have no effect other than to bring the work of things more dangerous or forbidden
underground. Vinge even atacks ASmov as saying that despite safeguards, human competition
aone would ensure the coming of the Sngularity

What is more dgnificant now is the theory of Intdligence Amplification (IA), whereby a
computer is connected to a human in a form of asssance. To Vinge and many others, this is
even coser to redity than autonomous atificid inteligence. It dats with ubiquitous
computing; where the users don’'t even have to know they are interacting with a computer. As
the sysem networks into a worldwide and then integrated system, it is the sysem as a whole,
which is then the group mind of humanity.

Dependence on Computersand the Digital Divide

Before the issue of atificid inteligence even begins to be an issue, the dependence on the
computer as a tool is a problem in itsdf. Today, the immediate dimination of computers
throughout the world would cripple everyone. There would be no food to buy, to car to drive to
buy it, no money to pay for it, no stock market to determine the vadue of it, and dmos no
government to watch over it dl. The diminaion of computers today would push us back farther
than the 1930s. The entire vaue system of the mgor economies of the world are based on
technology, and negotiated over technology. Recently, the year 2000 bug passed without mgor
incident, and the world bresthed a sgh of relief. However, the damage that could have been
done is enormous but only based on a few programming decisons in the 1960s. The effects of
this will only get worse as time progresses and the dependence on technology grows even



further. For example, today computer viruses exist, but when they drike we have an
infrastructure set up to handle them with some efficiency. A virus atack usudly will not cause
overdl ggnificant damage across society but is more a nuisance. However, as computers and
networks expand, viruses may grow in power and danger astheir effect will be able to grow.

In addition to trandferring, controlling, and regulating money, computers cost money. A person
with a computer today can find information faster and more efficiently, digtribute thoughts and
materids fagter than a person who doesn't have a computer.  Those with computers can sdll and
buy goods and services online via he Internet and in the process save money, in the end profiting
from the purchase or use of the computer. The result is the displacement of those people unable
to purchase a computer, or unable to use one. This digplacement is known as the digitd divide
and will grow with the dependence on technology. Today, you must understand at least how to
operate a smple computer even if working in McDondds. What does that leave those without
computers or computer skillsin the near future?

The Luddite movement and the anti-tech movement

Both Bill Joy and Dr. Theodore Kaczynski support the renunciation of advanced technologies,
egpecidly genetic, nano-technology, and atificd intdligences  However, ther methods of
rlinquishment differ sgnificantly. Kaczynski was the infamous Unabomber of only a few years
ago. Kaczynki is pat of a faction of people that believe in the resstance or refusa of
technology in favor of completdly manud labor. Kaczynski is one of the most wel know for
writing a manifeto againg technology, but many others have, dso. Rosdind Williams from
Massachusetts Inditute of Technology sad, “The fact that people are writing manifestos now
means we ae in the mids of something redly important. It's inspiring people to write
dedlarations that rethink socid connections entirdy.”  What makes this sgnificant is that for dl
recent speculation, even conservative speculation, the current trend is not dowing. What scared
Kaczynski and others the most was the posshbility that humans won't directly give up control,
but dowly come into a podtion where we are no longer adle to turn away from machines
decisons because doing so would be complete sdlf-destruction.  What is the mogt interesting is
the differing leveds of fear and technologicd repulson luddites have.  There are numerous
webgtes online that exigt only to share and didtribute anti-technology information.  Clearly, even
these people redize the sweeping communication power of the Internet, just as the evangdists
have done so with the television.

Artificial Intelligence, the Individuality, and the Authority of Man

Artificid Inteligence (Al) gppears to be an atainable god within the next 30 years. It ds0 is a
technology that brings much confuson. If possble, what would prevent the Al from being more
advanced than humans and therefore assume a role of control? There are no laws, no rules, and
no standards on how to ded with an Al should one be developed, save Asmov’'s Three Laws.

Should Al be able to reason and think on its own, it could choose to question its existence and its
purpose just as humanity has for thousands of years. But in that time, humanity has had many
conflicts over who or what is right and wrong, and the uncertainty exists that we may have no
control of the thoughts and actions of an intelligence created.



Furthermore, if an Al is capable of conscious and creative thought, does that make it human, or if
not does that make it equivalent in some way to deserve the same as humans.  Science fction
writers and scientists dike have andyzed the posshbiliies to no end and there is ill no
conclusve answer.  Usng Vinge's theory on inteligence amplification, how do the rules change,
exactly how much human is needed to remain human? Admov sys tha if we survive our evils
and naure, there is little likdihood of sgnificant change to humanity for hundreds of thousands
of years. Yet, wha if we create a new humanity?

Engineering Our Future

The posshilities for a very computerized society ae very high; any other future is amost
improbable. However, it is not known where the computers will take us, whether we as humans
will be in control or the computers will hold the reigns of society. For this reason it is very
important that the engineers in the fidd are careful and cautious. Furthermore, it is very likey
that if a computing system existed that o deeply impacted humanity, the engineers would know
about it far in advance of the politicians, the lawyers, the socid scientists, and te public. On the
other hand, the engineers may be so involved with their own handiwork that they may not see the
dangers of their own work.

Although an engineer cannot be responsble for the find use of their design, they should be
aware of the benefits and risks on a broad scde. Engineering is a professon in addition to being
a job, because an engineer has control of very specidized knowledge that is not held by the
generd public. This is much the same as physcians are regarded as professonads. However,
becoming and engineer requires only four years @& an undergraduate college, which separates
engineering from other professons. It is even more important then that engineers follow a code
of ethics because their knowledge is capable of doing as much harm as good. As such, it is the
respongbility of the engineer to not only make certain tha the ther desgn is efficient and fits
the design requirements, but aso to make sure it is a legd and ethicd product. Despite the cadre
of lawyers that tend to follow everyone around waiting for a dip or to make a judgmernt, it is Hill
up to the engineer in the end. The engineer must be aware of the uses and reasons for the
technology he may be developing.

Today in colleges, there is a push for teaching what is known as the engineering design cirdle.
The main deps are definition of the need and problem, research, condraints/criteria, andyss,
goecification and then repeat. By repeating this process continuoudy during the design and
manufacture d a product, al the little kinks and hiccups can be ironed out. But it aso gives the
engineer a chance to review and check on the implications of their work. This is the time for the
ethical decison for ago or ano go, ether to ones sdlf or to the proper authority.

Despite the fact that most engineers, especidly in the redm of advanced computer science, will
be working for a company or the government, it is paramount that the engineer’s responghility is
placed properly. The safety and protection of the public should be firs and foremog, followed
by the interests of his or her employer, felow professonds, science, and himsdf. This very
important in such a case where a company may ask an engineer to develop a computer
technology that would harm the public directly. It would be the engineer’s responsbility to blow
the whidle, ether to fdlow professonds or the company, and if that does not work, then findly



to the public. However, it is aso up to the engineer to be a whistleblower on his or hersdf if the
gtuation would cdl for it.

Unfortunately, while the mehod of meking ethicd enginearing decisons is beng taught
throughout the country, the system does not hdp without the open discusson of peoples
persona ethics and mords. It is very difficult and even shunned for people to report agangt
others in ther fidd or agang a company they may be very loyd to. However, it is very
important if we are to prevent the surprise takeover by machines as has been theorized by many
people.

Conclusion

The future holds a plethora of opportunities. One of the greastest and possibly most profound is
the ability to remove the need for humans to control certain aspects of our life through
computerizetion and artificid intdligence. It is possble that the technology will develop very
rapidly, and so0 as a society, and as engineers, we must maintain vigilance and practice care and
reason to ensure we survive as a species.  The question we should no longer ask oursaves is,
“can we do it,” but rather, “should we do it”. In this way, we can let the benefits of these
amazing technologies enrich our lives.
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