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Abstract—"To be considered for an 2015 IEEE Jack Keil Wolf ISIT Student Paper Award." We consider the problem of diluting common randomness from correlated observations by separated agents. This problem creates a new framework to study statistical privacy, in which a legitimate party, Alice, has access to a random variable $X$, whereas an attacker, Bob, has access to a random variable $Y$ dependent on $X$ drawn from a joint distribution $p_{X,Y}$. Alice’s goal is to produce a non-trivial function of her available information that is uncorrelated with (has small correlation with) any function that Bob can produce based on his available information. This problem naturally admits a minimax formulation where Alice plays first and Bob follows her. We define dilution coefficient as the smallest value of correlation achieved by the best strategy available to Alice, and characterize her available information. This problem naturally admits a minimax formulation where Alice plays first and Bob follows her. We define dilution coefficient as the smallest value of correlation achieved by the best strategy available to Alice, and characterize it in terms of the minimum principal inertia components of the joint probability distribution $p_{X,Y}$. We then find the optimal function that Alice must choose to achieve this limit, in terms of the principal inertia decomposition of $p_{X,Y}$. We also establish a connection between differential privacy and dilution coefficient and show that if $Y$ is $\epsilon$-differentially private from $X$, then dilution coefficient can be upper bounded in terms of $\epsilon$. Finally, we extend to the setting where Alice and Bob have access to i.i.d. copies of $(X_i, Y_i)$, $i = 1, \ldots, n$ and show that the dilution coefficient vanishes exponentially with $n$. In other words, Alice can achieve better privacy as the number of her observations grows.
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I. INTRODUCTION

We consider the setting where a legitimate party, Alice, has an observation of a random variable $X$, whereas an attacker, Bob, has access to a random variable $Y$ dependent on $X$ drawn from a joint distribution $p_{X,Y}$. Alice’s goal is to produce a function $f(X)$ (non-trivial) that is uncorrelated with (has small correlation with) any function $g(Y)$ that Bob can produce. We call this general setup the correlation dilution problem, formally defined below.

Definition 1 (Correlation Dilution). Let $X$ and $Y$ be discrete random variables over finite support sets $\mathcal{X}$ and $\mathcal{Y}$, respectively. Let

$$C_X \triangleq \{ f : \mathcal{X} \to \mathbb{R} : \mathbb{E}[f(X)] = 0, \mathbb{E}[f(X)^2] = 1 \}$$

and

$$C_Y \triangleq \{ g : \mathcal{Y} \to \mathbb{R} : \mathbb{E}[g(Y)] = 0, \mathbb{E}[g(Y)^2] = 1 \}$$

denote the set of normalized mean zero functions of $X$ and $Y$. Alice and Bob choose functions $f \in C_X$ and $g \in C_Y$, respectively. Alice aims to minimize correlation between $f$ and $g$, while Bob aims to maximize it.\textsuperscript{1} We define dilution coefficient as

$$\delta(X; Y) = \min_{f \in C_X} \max_{g \in C_Y} \mathbb{E}[f(X)g(Y)],$$

where $\delta(X; Y)$ shows the extent to which Alice can decrease the correlation of her function with (worst-case) Bob’s function.

We say that full correlation dilution between Alice and Bob is possible if $\delta(X; Y) = 0$. In other words, full correlation dilution is achieved if Alice can find a function $f \in C_X$ that is uncorrelated with any function $g \in C_Y$ that Bob can produce.

The correlation dilution problem, that we define, is a new framework to study statistical privacy (see [1] and references therein for a review of statistical privacy) that appears in a variety of security systems. Here, $X$ plays the role of the secret information, $Y$ is the information that leaks to an adversary or eavesdropper, and we wish to identify which functions of the secret information the adversary cannot determine reliably. Consider, for example, a password-restricted web service (e.g. email, online banking), where the user is asked to design a security question in case his or her password is forgotten. Studies have shown (see e.g. [2], [3]) that most users have at least one account for which they have forgotten their password, having to potentially resort to a security question. Choosing the answer to a security question differs from selecting a password in that the selected secret string is usually a direct function of your personal information. Consequently, an attacker may have partial knowledge of the user’s personal information (e.g. social network observations) which, in turn, could be correlated to the answer of certain security questions. The problem is then reduced to choosing a function of the personal data that bears little relation to any function that an attacker may compute from the data at his disposal.

In choosing a security question, we seek to find a function $f$ of the personal data $X$ that would still be hard to guess even if the adversary has gathered correlated side information $Y$ from multiple sources. This example naturally motivates the questions studied in this paper: What is the optimal choice of function $f$ (security question)? What is the fundamental limit of minimum correlation achievable? How does this fundamental value change as the amount of information available to both Alice and Bob grows? In particular, does the security risk increase as more observations of $X$ and $Y$ are available?

In this paper, we answer these questions by analyzing the principal inertia components (4, 5) of the joint distribution $p_{X,Y}$. In mathematical probability, the study of principal inertia components dates back to Hirschfeld [6], Gebelein [7], Sarmanov [8] and Rényi [9], and similar analysis have also recurrently appeared in the information theory and applied probability literature (see [6]-[13]). We present the formal definition of principal inertia components in the next section.

We prove that dilution coefficient, $\delta(X; Y)$, can be expressed in terms of the minimum principal inertia component of $p_{X,Y}$. We then characterize the dilution coefficient when Alice and Bob observe the sequences $X^n \triangleq (X_1, \ldots, X_n)$ and $Y^n \triangleq (Y_1, \ldots, Y_n)$, respectively, where $(X_i, Y_i)$ are i.i.d. for $i = 1, \ldots, n$ with joint distribution $p_{X,Y}$. We show that, even

1This situation naturally creates a Stackelberg minimax game where Alice is the leader (plays first) and Bob is the follower.
though the mutual information between $X^n$ and $Y^n$ grows with $n$ (i.e., $\lim_{n \to \infty} I(X^n; Y^n) = \infty$ if $X$ and $Y$ are not independent), the value of $\delta(X^n; Y^n)$ vanishes exponentially with $n$ and, in particular, $\delta(X^n; Y^n) = \delta(X; Y)^n$. This demonstrates that if $\delta(X; Y) < 1$, which we prove is equivalent to $X$ not being deterministic mapping of $Y$, full correlation dilution becomes possible as $n$ grows large.

Our results imply that, in general, mutual information $I(X; Y)$ does not characterize the extent to which Alice can hide data from Bob when the data to be hidden is of Alice’s choosing. The intuition behind this result is that if Alice has access to more observations $X^n$, then she can better exploit the properties of the distribution $p_{X^n, Y^n}$ in order to determine her function $f(X^n)$. This supports the results of [14], showing the relevance of principal inertia components rather than mutual information in the context of secrecy. We also explicitly show how the optimal function $f$ can be constructed in terms of the principal inertia components decomposition, explained in the next section. Finally, we show a connection between differential privacy and our measure $\delta(X; Y)$, proving that if $Y$ is a differentially private mapping of $X$, then $\delta(X; Y)$ is small. This establishes the relevance of differential privacy in the context of correlation dilution.

One line of work in the literature concerns with the opposite problem of correlation dilution, i.e., extracting common randomness from correlated observations. In particular, Wyner [13] studied the problem of simulating a joint distribution from shared randomness while Gäcs and Körner [15] studied the problem of extracting common randomness from correlated observations. Non-Interactive correlation distillation, a setup in which separated agents have to each output a uniform random bit which agree with high probability, is studied in [10], [17] and a generalization of it is recently studied in [18].

The rest of the paper is organized as follows. In Section II, we present the notation and definitions used in this paper. In Section III, we formally define correlation dilution problem and characterize its fundamental limits. In Section IV, we establish a connection between differential privacy and our measure of dilution $\delta(X; Y)$. In Section V, we characterize correlation dilution of independent copies of $(X_i, Y_i)$ for $i = 1, \ldots, n$ as well as the optimal choice of functions, which leads to concluding remarks in Section VI.

II. PRELIMINARIES

In this section, we define the principal inertia components and present the notations used in this paper.

A. Notation

Throughout the text $X$ and $Y$ denote discrete random variables with joint distribution $p_{X,Y}$, where $p_{X,Y}(x, y) = \mathbb{P}_{X,Y}[X = x, Y = y]$. The support of $X$ and $Y$ are finite sets $\mathcal{X} = \{1, \ldots, |\mathcal{X}|\}$ and $\mathcal{Y} = \{1, \ldots, |\mathcal{Y}|\}$, respectively. The joint distribution matrix $P$ is a $|\mathcal{X}| \times |\mathcal{Y}|$ matrix with the $(i,j)$-th entry equal to $p_{X,Y}(i,j)$. We denote by $p_X$ (respectively, $p_Y$) the vector with $i$-th entry equal to $p_{X}(i)$ (respectively, $p_{Y}(i)$). For any vector $v$, $\sqrt{v}$ is a vector with $i$-th entry equal to $\sqrt{v_i}$. We define the $Q$ matrix $Q_{XY}$, a $|\mathcal{X}| \times |\mathcal{Y}|$ matrix with the $(i,j)$-th entry equal to $\frac{p_{X,Y}(i,j)}{\sqrt{p_X(i)}p_Y(j)}$.

Let $S$ and $T$ be two finite sets. For two functions $f_1 : S \to \mathbb{R}$ and $f_2 : T \to \mathbb{R}$, we define $f = f_1 \otimes f_2$ as $f : (S, T) \to \mathbb{R}$, where $f(s, t) = f_1(s)f_2(t)$ for any $s \in S$ and $t \in T$. We show the transpose of vector $v$ and matrix $Q$ by $v'$ and $Q'$, respectively. We denote the vector $(X_1, \ldots, X_n)$ by $X^n$. For a given matrix $Q$, let Singular($Q$) denote the set of singular values of $Q$.

B. Principal Inertia Components

The term “principal inertia” is borrowed from the correspondence analysis literature [4] and is used in recent works [5], [13]. Principal inertia components of the joint distribution of two random variables was studied in many works such as [6]–[13]. Next, we define the principal inertia components for the discrete setting considered here.

**Definition 2.** We call the singular value decomposition $Q_{XY} = U \Sigma V'$ the principal inertia decomposition of $X$ and $Y$, where $\Sigma$ is a diagonal matrix with $\sigma_1, \ldots, \sigma_r$ on the diagonal and $r = \min\{|\mathcal{X}|, |\mathcal{Y}|\}$. The values $\sigma_i^2$, $i = 1, \ldots, r$, are called the principal inertia components of $X$ and $Y$.

In particular, the second largest singular value is called maximal correlation between $X$ and $Y$ denoted by $\rho_m(X; Y) = \sigma_2$, where $\rho_m(X; Y)$ in turn, is given by

$$\rho_m(X; Y) \triangleq \sup\{\mathbb{E}[f(X)g(Y)] : f \in \mathcal{C}_X, g \in \mathcal{C}_Y\}.$$

We denote the columns of matrices $U$ and $V$ by $u_1, \ldots, u_{|\mathcal{X}|}$ and $v_1, \ldots, v_{|\mathcal{Y}|}$.

III. CORRELATION DILUTION

A. Problem Statement

We now return to the setting presented in the introduction. Consider the scenario where Alice wishes to choose a function $f(X)$ of her observation $X$ that is uncorrelated with (has small correlation with) any function $g(Y)$ that Bob can produce from his observation $Y$. This problem can be formulated as follows:

Alice: $X \to f \in \mathcal{C}_X$. Bob: $Y \to g \in \mathcal{C}_Y$

Objective: $\min_{f \in \mathcal{C}_X} \max_{g \in \mathcal{C}_Y} \mathbb{E}[f(X)g(Y)]$.

Note that we formulate the worst-case behavior of Bob, meaning that he acts in an adversarial manner in order to maximize the correlation after Alice chooses her function. We denote the optimal functions by

$$f^* \in \arg\min_{f \in \mathcal{C}_X} \max_{g \in \mathcal{C}_Y} \mathbb{E}[f(X)g(Y)],$$

and

$$g^* \in \arg\max_{g \in \mathcal{C}_Y} \mathbb{E}[f^*(X)g(Y)].$$

B. Characterization of Correlation Dilution

**Definition 3.** The dilution coefficient between $X$ and $Y$ is defined as

$$\delta(X; Y) = \min_{f \in \mathcal{C}_X} \max_{g \in \mathcal{C}_Y} \mathbb{E}[f(X)g(Y)].$$  \hspace{1cm} (1)

Next, we will characterize this quantity.

\^2We suppose that $p_X$ and $p_Y$ are positive over their support set.
Theorem 1. For random variables $X$ and $Y$ with joint distribution $p_{X,Y}$, let the singular values of the corresponding $Q_{XY}$ matrix be $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r$. We have that

$$\delta(X;Y) = \begin{cases} \sigma_r, & \text{if } |X| \leq |Y|, \\ 0, & \text{otherwise.} \end{cases} \quad (2)$$

Proof:

Let $\mathcal{X} = \{1, \ldots, |X|\}$ and $\mathcal{Y} = \{1, \ldots, |Y|\}$. We consider the following basis for functions from $\mathcal{X}$ and $\mathcal{Y}$ to $\mathbb{R}$. For any $i \in \mathcal{X}$ let $\phi_i : \mathcal{X} \to \mathbb{R}$, where

$$\phi_i(x) = 1\{x = i\} - \frac{1}{\sqrt{p_X(i)}}.$$

For any $j \in \mathcal{Y}$ let $\psi_j : \mathcal{Y} \to \mathbb{R}$, where

$$\psi_j(y) = 1\{y = j\} - \frac{1}{\sqrt{p_Y(j)}}.$$

The choice of basis is for convenience as it will simplify the analysis. We can write $f \in C_X$ and $g \in C_Y$ in terms of aforementioned basis as $f = \sum_i a_i \phi_i : \mathcal{X} \to \mathbb{R}$, and $g = \sum_i b_i \psi_i : \mathcal{Y} \to \mathbb{R}$, where $a_i = f(i) \sqrt{p_X(i)}$ and $b_i = g(i) \sqrt{p_Y(i)}$.

By definition of the basis, the expectation and variance constraints $f \in C_X$ and $g \in C_Y$ translate into $a \perp \sqrt{p_X}$, $\|a\|_2 = 1$, $b \perp \sqrt{p_Y}$, and $\|b\|_2 = 1$. Therefore, $\delta(X;Y)$ becomes

$$\delta(X;Y) = \min_a \max_b \sum_{i=1}^r a_i \sigma_i b_i.$$

Now let $Q_{XY} = \Sigma \Sigma^T$ be the singular value decomposition of $Q_{XY}$, and let $r = \min\{|\mathcal{X}|, |\mathcal{Y}|\}$. Since $U$ and $V$ are unitary matrices that span the column and row space of $Q_{XY}$, respectively, we can further write $a = \sum_i c_i u_i$ and $b = \sum_i d_i v_i$. Since $\sqrt{p_X}$ and $\sqrt{p_Y}$ are left and right singular vectors of $XY$, and $a_i = f(i) \sqrt{p_X(i)}$ and $b_i = g(i) \sqrt{p_Y(i)}$, translate into $a \perp \sqrt{p_X}$, $\|a\|_2 = 1$, $b \perp \sqrt{p_Y}$, and $\|b\|_2 = 1$. Therefore, $\delta(X;Y)$ becomes

$$\min_a \max_b \sum_{i=2}^r \sum_{i=1}^r c_i \sigma_i^2 d_i = \sum_{i=2}^r \sum_{i=1}^r (c_i \sigma_i)^2,$$

where we used Cauchy-Schwarz inequality to obtain the last equality and maximum is achieved for $d_i = \frac{\sqrt{\sum_{j=1}^r (c_j \sigma_j)^2}}{\sum_{j=1}^r (c_j \sigma_j)^2}$, $i = 1, \ldots, n$. Thus, the optimization problem simplifies to

$$\min_a \left( \sqrt{\sum_{i=2}^r (c_i \sigma_i)^2} \right),$$

where $c_1 = 0$ and $\|c\|_2 = 1$. The solution to this optimization problem is obtained by choosing $c_2, \ldots, c_{|X|}$ such that $c_i X = 1$ and $c_1 = \ldots = c_{|X|} = 0$.\]

Remark 1.

- Using the data processing inequality for principal inertia components (see [5], [19]), if $X' \to X \to Y$ form a Markov chain and $|X'| \geq |X|$, then $\delta(X';Y) \leq \delta(X;Y)$.
- Alice chooses function $f$ such that $c_i X = 1$. This

Similarly, we have that $g^*(i) = \frac{\sum_j g(j)}{\sqrt{p_Y(j)}}$.

- If the minimum singular value $\sigma_j$ of $Q_{XY}$ is zero, then $\delta(X;Y) = 0$. This implies that Alice can achieve full correlation dilution, i.e., she can choose a function that is uncorrelated with any function that Bob chooses.
- In addition, if the size of the support set of $X$ is larger than $Y$, then Alice can also achieve full correlation dilution. In intuitive, this is due to Alice having more degrees of freedom than Bob in the choice of function, and this asymmetry allows her to achieve full dilution.
- If the minimum singular value of $Q_{XY}$ matrix is not unique, then the functions $f^*$ and $g^*$ are not unique. We have many choices for $a$ and the corresponding $f^*$. In particular, $a \in \text{span}\{u_j : \sigma_j = \sigma_{\ell}\}$. In the rest of paper, we assume that $f^*$ and $g^*$ correspond to the smallest singular value, i.e., $a = u_\ell$ and $b = v_\ell$.

IV. CONNECTION TO DIFFERENTIAL PRIVACY

We first define differential privacy and then study the connection between differential privacy and correlation dilution. More specifically, we investigate the following question: If $X$ and $Y$ are differentially private, then is $\delta(X;Y)$ small? We show that the answer to this question is yes when a strong definition of differential privacy is used, and we establish a bound on $\delta(X;Y)$ when $X$ and $Y$ are differentially private. Differential privacy [20] is defined as follows:

Definition 4. For a given $\epsilon$, $Y$ is $\epsilon$-differentially private from $X$ if $\sup_{j \in \mathcal{Y}, i, i' \in \mathcal{X}} \frac{p_{Y|X}(j|i)}{p_{Y|X}(j|i')} \leq e^\epsilon$, where we assume the random variables are discrete with finite support.

For a thorough explanation of differential privacy and its applications see [21]. The connection between differential privacy and other measures of privacy is studied in [22]. Next, we show that if $Y$ is differentially private from $X$, then $\delta(X;Y)$ can be bounded from above.

Theorem 2. If $Y$ is $\epsilon$-differentially private from $X$, then for $k$-th singular value of matrix $Q_{XY}$, we have

$$\sigma_k \leq \frac{1}{\sqrt{k-1}}(e^\epsilon - 1)\sqrt{\epsilon^\epsilon}.$$

In particular, we have $\delta(X;Y) \leq \frac{1}{\sqrt{|X|-1}}(e^\epsilon - 1)\sqrt{\epsilon^\epsilon}$.

Proof: For any $i, i' \in \mathcal{X}$ and $j \in \mathcal{Y}$, we have $p_{Y|X}(j|i) \leq e^\epsilon p_{Y|X}(j|i')$. We multiply both sides with $p_X(i')$ and take the summation over all $i' \in \mathcal{X}$ to obtain

$$p_{Y|X}(j|i) \leq e^\epsilon p_Y(j)$$

for any $i \in \mathcal{X}$, $j \in \mathcal{Y}$.\]

We arbitrarily choose $i_0 \in \mathcal{X}$ and consider the matrix $\tilde{Q}$ defined as

$$\tilde{Q}(i, j) = \frac{\sqrt{p_X(i)}}{\sqrt{p_Y(j)}} p_{Y|X}(j|i_0).$$

\footnote{The original definition of differential privacy is that $\sup_{j \in \mathcal{Y}, i, i' \in \mathcal{X}} \frac{p_{Y|X}(j|i)}{p_{Y|X}(j|i')} \leq e^\epsilon$, where $i \sim i'$ denotes that $i$ and $i'$ are neighbors. The notion of neighboring can have multiple definitions as described in [20].}
Note that since \( \frac{\tilde{Q}(i,j)}{\tilde{Q}(i_0,j_0)} = \frac{p_X(i)}{p_X(i_0)} \), all rows of the matrix \( \tilde{Q} \) are a multiplicative of its \( i_0 \)-th row, which results in rank \( (\tilde{Q}) = 1 \). On the other hand, since
\[
\sum_{i \in X, j \in Y} \sqrt{p_X(i)} \tilde{Q}(i,j) \sqrt{p_Y(j)} = \sum_{i \in X, j \in Y} p_{Y|X}(j|i_0) p_X(i)
\]
the largest singular value of matrix \( \tilde{Q} \) is one and the rest of singular values are zero. Next, we bound the Frobenius norm of the difference between \( Q \) and \( \tilde{Q} \).
\[
\|Q_{XY} - \tilde{Q}\|^2_F = \sum_{i \in X, j \in Y} \left( Q_{XY}(i,j) - \tilde{Q}(i,j) \right)^2
\]
\[
= \sum_{i \in X, j \in Y} p_X(i) p_{Y|X}(j|i) \left( \frac{p_Y(j|i)}{p_Y(j)} \right) \left( \frac{p_Y(j|i_0)}{p_Y(j|i)} - 1 \right)
\]
\[
\leq \sum_{i \in X, j \in Y} p_X(i) p_{Y|X}(j|i) e^\epsilon (e^\epsilon - 1)^2 = e^\epsilon (e^\epsilon - 1)^2,
\]
where we used the definition of differential privacy and (4) to obtain the last inequality. Using Weyl perturbation Theorem (see [23], Corollary 7.3.5) and the previous relation, we obtain
\[
\sum_{i=2}^{r} \sigma_i^2 \leq e^\epsilon (e^\epsilon - 1)^2.
\]
For \( k \)-th singular value, we have \( \sum_{i=2}^{r} \sigma_i^2 \geq (k-1)\sigma_k^2 \). We combine the two previous relations to obtain \( \sigma_k \leq \frac{1}{\sqrt{k-1}} (e^\epsilon - 1) \sqrt{e^\epsilon} \). In particular, by Theorem 1, \( \delta(X;Y) = \sigma_r \leq \frac{1}{\sqrt{|X|-1}} (e^\epsilon - 1) \sqrt{e^\epsilon} \). This completes the proof.

V. CORRELATION DILUTION WITH MULTIPLE OBSERVATIONS

A. Problem Statement

Suppose Alice and Bob observe \( X^n \) and \( Y^n \), respectively and \( \{(X_i,Y_i)\}_{i=1}^n \) are independent. The formulation of correlation dilution becomes

Alice: \( X^n \rightarrow f \in C_{X^n} \), Bob: \( Y^n \rightarrow g \in C_{Y^n} \)

Objective: \( \min_{f,g} \max \mathbb{E}[f(X^n)g(Y^n)] \).

B. Characterization of Correlation Dilution with Multiple Observations

Theorem 3. Let \( (X_1,Y_1) \) and \( (X_2,Y_2) \) be two independent random variables distributed drawn form \( p_{X_1,Y_1} \) and \( p_{X_2,Y_2} \). We have that
\[
\delta(X_1;X_2;Y_1;Y_2) = \delta(X_1;Y_1)\delta(X_2;Y_2).
\]

We let \( f_1^*, f_2^*, \) and \( f^* \) denote Alice’s optimal choice of functions for random variables \( (X_1,Y_1) \), \( (X_2,Y_2) \), and \( (X_1X_2,Y_1Y_2) \). Similarly, we let \( g_1^*, g_2^* \) and \( g^* \) denote Bob’s optimal choice of functions. We have \( f^* = f_1^* \otimes f_2^* \) and \( g^* = g_1^* \otimes g_2^* \).

Proof: If either \( \delta(X_1;Y_1) = 0 \) or \( \delta(X_2;Y_2) = 0 \), the result follows directly. Now assume that both \( \delta(X_1;Y_1) > 0 \) and \( \delta(X_2;Y_2) > 0 \). We will use tensorization of principal inertia components (see e.g., [19]):

Claim: Let \( (X_1,Y_2) \) and \( (X_2,Y_2) \) be independent random variables distributed drawn from \( p_{X_1,Y_1} \) and \( p_{X_2,Y_2} \), respectively. Let \( Q_{X_1,Y_1}, Q_{X_2,Y_2} \), and \( Q_{X_2Y_2} \) denote the Q matrix of random variable \( (X_1,Y_1), (X_2,Y_2), \) and \( (X_1X_2,Y_1Y_2) \). We have \( Q_{X_2Y_2} = Q_{X_1Y_1} \otimes Q_{X_2Y_2} \) and its set of singular values is
\[
\{ \sigma_1 \in \text{Singular}(Q_{X_1,Y_1}), \sigma_2 \in \text{Singular}(Q_{X_2,Y_2}) \}.
\]

Using Theorem 1 and tensorization, we obtain
\[
\delta(X_1;X_2;Y_1;Y_2) = \delta(X_1;Y_1)\delta(X_2;Y_2).
\]

We also have \( u_{min} = u_{min}^{(1)} \otimes u_{min}^{(2)} \), where \( u_{min}, u_{min}^{(1)} \), and \( u_{min}^{(2)} \) denote the left singular vector of \( Q_{X_2Y_2} \), \( Q_{X_1Y_1} \), and \( Q_{X_2Y_2} \) corresponding to minimum singular values. Since \( X_1 \perp \perp X_2 \), we have \( p_{X_1X_2}(i,i') = p_{X_1}(i)p_{X_2}(i') \), which results in \( f^* = f_1^* \otimes f_2^* \). Similarly, we have \( g^* = g_1^* \otimes g_2^* \).

Corollary 1. Let \( (X_1,Y_1), \ldots, (X_n,Y_n) \) be \( n \) i.i.d random variables distributed drawn from \( p_{X,Y} \). We have
\[
\delta(X^n;Y^n) = \delta(X;Y)^n \leq \sigma_n,
\]
with equality if \( \delta(X;Y) > 0 \). Moreover, if \( (X_i,Y_i) \) are independent random variables distributed as \( p_{X,Y} \) for \( i = 1, \ldots, n \), then we obtain
\[
\delta(X^n;Y^n) = \prod_{i=1}^n \delta(X_i;Y_i).
\]

Proof: The proof follows by induction on \( n \) and using Theorem 3.

Remark 2. If \( \delta_r < 1 \), we have that \( \lim_{n \to \infty} \delta(X^n;Y^n) = \lim_{n \to \infty} \delta^n = 0 \). Therefore, as \( n \) goes to infinity, Alice can achieve full dilution, meaning that she can choose a function that is uncorrelated with any function that Bob chooses. This may appear counter-intuitive at first, since a natural worry about security arises when the number of observations increases. Since the Mutual information between \( X^n \) and \( Y^n \) is higher than between \( X \) and \( Y \), achieving privacy with \( (X^n,Y^n) \) seems to be harder than with \( (X,Y) \). However, we have \( \delta(X^n;Y^n) \leq \delta(X;Y) \), meaning that Alice can dilute better when both Alice and Bob have \( n \) i.i.d. copies. The intuition behind this observation is that if Alice has more observations, then she can better exploit the inherent uncertainty of \( X^n \) given an observation of \( Y^n \). In other words, even though \( I(X^n;Y^n) \) grows, \( H(X^n|Y^n) \) also grows, and Alice can find a mapping of \( X^n \) such that \( f(X^n) \) cannot be reliably inferred from \( Y^n \).

Next, we find a necessary and sufficient condition under which \( \delta(X;Y) < 1 \) holds.

Theorem 4. For a given \( p_{X,Y} \), \( \delta(X;Y) < 1 \) if and only if \( X \) is not a deterministic function of \( Y \).

Proof: Let \( X = z(Y) \). Thus, letting \( g(Y) = f(z(Y)) \) we have \( \delta(X;Y) = \min_{f} \mathbb{E}[f(X)f(z(Y))] = 1 \). We now show the opposite direction. Suppose that \( \delta(X;Y) = 1 \). We show that either \( X \) or \( Y \) is a function of the other one. Suppose without loss of generality \( |X| \leq |Y| \). Since \( \sigma_1 = 1 \), the equality \( \delta(X;Y) = 1 \) shows that all singular values of \( Q_{X,Y} \) are one. Therefore, all eigenvalues of \( Q_{X,Y}Q_{X,Y}^T \) are one. Since this is a symmetric matrix, it shows that \( Q_{X,Y}Q_{X,Y}^\top \) is equal to identity matrix. Next, we show that there exists no \( j \in \mathcal{Y} \) such that \( p_{XY}(i,j) > 0 \) and \( p_{XY}(i',j) > 0 \) for \( i \neq i' \in X \).
the contrary and consider the entry at $(i, i')$ of $Q_{XY}Q'_{XY}$, which must be zero. We have that
\[ [Q_{XY}Q'_{XY}]_{i,i'} = \sum_{y \in \mathcal{Y}} \frac{p_X(i, y)p_Y(i', y)}{p_Y(y)} \leq \frac{p_X(i, y)p_Y(i', y)}{p_Y(y)} = \sum_{y \in \mathcal{Y}} \frac{p_X(i, y)p_Y(i', y)}{p_Y(y)} > 0, \]
which is a contradiction. The fact that there exist no $j \in \mathcal{Y}$ such that $p_X(i, j) > 0$ and $p_Y(i', j) > 0$ for $i \neq i'$ in $X$ guarantees that for any $j$, there exist only one $i$ with $p_X(i, j) > 0$. This establishes that random variable $X$ is a deterministic function of random variable $Y$.

**Example 1 (Discrepancy versus misinformation).**

- **Misinformation:** Let $X = (X_1, X_2)$ and $Y = (Y_1, Y_2)$. For $i = 1, 2$, assume that $X_i, X_2$ are i.i.d. uniform random variables over $\{0, 1\}$, and $Y_i$ is the result of passing $X_i$ through a binary erasure channel with error probability $p < \frac{1}{2}$. We have $\delta(X; Y) = (1 - 2p)^2$ and $f^*(00) = f^*(11) = 1, f^*(01) = f^*(10) = -1, g^*(00) = g^*(11) = 1, g^*(01) = g^*(10) = -1$.

- **Discreption:** Let $X = (X_1, X_2)$ and $Y = (Y_1, Y_2)$. For $i = 1, 2$, assume now that $X_i$ has an i.i.d. uniform distribution over $\{0, 1\}$ and $Y_i$ is the result of passing $X_i$ through a binary erasure channel with error probability $p < \frac{1}{2}$. We have $\delta(X; Y) = (1 - p)$ and $f^*(00) = f^*(11) = 1, f^*(01) = f^*(10) = -1, g^*(00) = g^*(11) = \frac{1}{1 - p}, g^*(01) = g^*(10) = -\frac{1}{1 - p}, g^*(0e) = g^*(1e) = g^*(e1) = 0$.

Remark 3. The formulation of the correlation distillation problem studied in [10], [16], [17] is as follows:

**Alice:** $X^n \rightarrow f \in \mathcal{C}_{X^n}$, **Bob:** $Y^n \rightarrow g \in \mathcal{C}_{Y^n}$

**Objective:** $\max_{f,g} \mathbb{E}[f(X^n)g(Y^n)]$, where, in contrast with correlation dilution problem, both Alice and Bob intend to maximize correlation without interaction with each other. The answer to this problem also relates to principal inertia components, and in particular, to the maximal correlation $p_m(X; Y)$.

Additional fundamental properties of dilution coefficient and its connections to privacy funnel [240] are studied in [25].

VI. CONCLUSION

We considered a setting where a legitimate party, Alice, has an observation of random variable $X$, whereas an attacker, Bob, has access to a random variable $Y$ dependent on $X$ drawn from a joint distribution $p_{XY}$. Alice’s goal is to produce a function of her data that is uncorrelated with (has small correlation with) any function that Bob can produce. We defined dilution coefficient, denoted by $\delta(X; Y)$, as the fundamental minimum correlation that Alice can achieve. We characterized dilution coefficient in terms of the minimum principal inertia component of $p_{XY}$ and we explicitly found the optimal function to achieve it. We then established that if $Y$ is $\epsilon$-differentially private from $X$, then $\delta(X; Y)$ can be bounded in terms of $\epsilon$. Finally, we considered the case where Alice and Bob have access to i.i.d. copies of $\{X_i, Y_i\}_{i=1}^n$, and showed that $\delta(X^n; Y^n) = \delta(X; Y^n) \to 0$ (if $X$ is not a deterministic function of $Y$, then $\delta(X; Y) < 1$). This implies as $n$ grows, dilution coefficient vanishes exponentially and Alice can achieve full correlation dilution.
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