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ABSTRACT
Underwater backscatter is a recent networking technology
that enables net-zero-power communication and sensing in
underwater environments. Existing research on underwater
backscatter has focused on designing and demonstrating
early systems with impressive capabilities; however, what
remains critically missing is an end-to-end analysis of the
underwater backscatter communication channel, which is
necessary to understand the potential of this technology to
scale to real-world applications and practical deployments.
This paper presents the first comprehensive theoretical

and empirical analysis of the underwater backscatter chan-
nel, including the downlink and uplink of end-to-end backscat-
ter. We introduce a closed-form analytical model that en-
compasses the physical properties of piezoelectric materials,
electromechanical coupling, electrical impedance, and the
underwater acoustic channel. We verify the correctness of
this theoretical analysis through both finite-element-model
physical simulations and real-world experimental validation
in a river, demonstrating that the analytical model matches
our real-world experiments with a median deviation of only
0.76 dB. Using this model, we then simulate the theoretical
limits of underwater backscatter as a function of different
design parameters and identify pathways for pushing under-
water backscatter toward its theoretical limits.
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1 INTRODUCTION
Recent years have seen mounting interest in low-power, dis-
tributed subsea internet-of-things (IoT) networks because
of their potential in environmental, industrial, and defense
applications [1–6]. Energy-efficient ocean IoT networks can
enable long-term sensing of ocean variables (temperature,
pH, pressure, salinity, etc.) to create more accurate climate
and weather prediction models and monitor the impact of
climate change on the ocean [7, 8]. Similarly, low-cost and
efficient ocean IoT networks can help boost the growth of
the world’s blue economy by enabling active monitoring
of marine infrastructures ranging from oil/gas pipelines to
underwater tunnels [9]. Real-time distributed underwater
sensor networks can help boost aquaculture (seafood farm)
production by monitoring the farm vitals (water tempera-
ture, dissolved nutrients, pH, etc.) and detecting environ-
mental hazards (such as harmful algae blooms) early [10].
Major industrial players, including Google, Microsoft, and
Honeywell, have also become interested in deploying such
networks to monitor underwater infrastructures (ranging
from submerged data centers to gas and oil pipelines) and to
develop sophisticated fish farming technologies [5, 11].
One recent technology that promises to deliver on the

vision of low-cost, low-power subsea IoT networks is un-
derwater piezo-acoustic backscatter [12–15]. Unlike tradi-
tional underwater acoustic communication, piezo-acoustic
backscatter communicates information via reflection of exter-
nal acoustic signals (instead of generating its own carrier),1
which enables backscatter sensor nodes to sense and commu-
nicate at five to six orders of magnitude lower power than
state-of-the-art underwater modems, even at similar data
rates [12]. While the initial demonstrations of backscatter
communication are encouraging, the theoretical and prac-
tical limits of underwater backscatter are largely unknown.
Specifically, recent work on backscatter has shown that it is
1This also eliminates the need for a power-amplifier at the sensor.
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possible to achieve a few to tens of meters of operation range
but it remains unclear how the achievable range is related
to the system’s parameters - such as input power, operating
frequency, electrical matching, transducer design, etc. - and
whether the range of operation can indeed be extended to
deploy this technology at scale in practical environments,
such as coastal, offshore, and/or deep-sea environments.

In this paper, we present the first end-to-end link-budget
analytical model to characterize the theoretical limits of un-
derwater backscatter. The model captures the impact of sys-
tem parameters on the operation range - downlink power-
up range and uplink communication range - and accurately
predicts the theoretical achievable limits of piezo-acoustic
backscatter under practical constraints. The analytical model
presents a generalizable framework - independent of geo-
metrical and operational assumptions - for the design and
characterization of underwater backscatter.
Before introducing our link-budget analytical model, it

is important to understand why the existing link-budget
models for RF-backscatter and point-to-point underwater
acoustic communication cannot be used to study underwa-
ter backscatter. RF backscatter link-budget analysis is well-
established and has been extensively used to characterize
and study RF backscatter networks, such as RFIDs [16, 17].
This analysis, however, cannot be easily extended to under-
water backscatter systems because of the electromechanical
properties of underwater backscatter nodes. Specifically, un-
like in-air RF systems, underwater systems typically rely on
acoustic waves to communicate. Thus, underwater backscat-
ter leverages piezo-electric transducers to transmit and re-
ceive acoustic signals, and these transducers convertmechan-
ical acoustic waves to electrical signals and vice versa [12].
This electro-mechanical coupling is unique to underwater
backscatter, and it enables backscatter communication by
translating the electrical switching signal to different pres-
sure levels of the traveling acoustic wave. RF-backscatter,
on the other hand, relies on antennas to communicate, and
these antennas translate electrical signals to different levels
of the traveling electromagnetic wave. As a result, past work
on link budget analysis of RF backscatter cannot capture the
electro-acoustic transduction of underwater backscatter. Sim-
ilarly, traditional point-to-point acoustic underwater com-
munication analytical models [18, 19] are also insufficient
for characterizing underwater backscatter communication
as these models do not rely on reflection for communica-
tion. Therefore, these models cannot explain the relationship
between the electrical impedance switching of a backscat-
ter node and the signal-to-noise ratio (SNR) of the received
backscattered signal.
To overcome the shortcomings of existing link budget

models and capture the phenomenon of electro-acoustic
transduction, we develop an analytical model that unpacks

the entire path of signal propagation in underwater backscat-
ter communications. Our derivation of the model starts from
the input electrical power at the projector (transmitter) and
concludes with the SNR of the backscattered signal at the
hydrophone (receiver). We use the first principles of under-
water acoustics and circuit theory to derive a relationship for
downlink harvested power as a function of input electrical
power, transducers’ parameters (electromechanical efficiency
and directivity), path loss due to the underwater channel,
and electrical impedance mismatch at the backscatter node.
To capture the effect of switching on the uplink commu-
nication, we derive a relationship for differential scattering
cross-section - analogous to differential radar cross-section in
RF-backscatter [20] - of the backscatter node that relates the
change in electrical impedances (i.e., switching between ON-
OFF) to two distinct pressure levels of the reflected acoustic
waves. These different pressure levels are then translated to
SNR at the hydrophone.
Since the goal of the analytical modeling is to enable the

characterization and understanding of underwater backscat-
ter, we take our analytical model one step further and reduce
the theoretical terms to experimentally measurable quanti-
ties. For instance, we reduce the reflection coefficient (defined
in terms of electro-acoustic impedances) to the backscatter
node’s efficiency and electrical mismatch loss. This reduc-
tion is important because it allows us to develop a plug-and-
play model that accurately predicts the achievable operation
ranges for given experimental conditions.
We verified our analytical framework for the underwa-

ter backscatter model through both numerical simulation
and experimental validations. We developed an end-to-end
backscatter high-fidelity numerical model in COMSOL Mul-
tiphysics [21] for both spherical and cylindrical underwater
transducers. We also fabricated an in-house backscatter node
and a projector, using cylindrical piezoelectric transducers.
We performed experiments for both downlink energy har-
vesting and end-to-end backscatter in a river. Our results
demonstrate the following:
• The end-to-end underwater backscatter operation can

be represented in a closed-form analytical model that ac-
counts for the various electrical, mechanical, and acous-
tic system parameters. This model is verified through
physics-based numerical simulations, with a median er-
ror less than 0.4 dB across the simulated frequencies.

• The numerical simulations demonstrate that our model
is generalizable and it accurately tracks the backscatter
performance regardless of the transducer’s shape and
size. Additionally, our empirical evaluation in the river
demonstrates that our experimental results from real-
world testing match the analytical model, with a median
error of less than 0.76 dB across frequencies, further
validating the model empirically.



• We use our model to show that underwater backscatter
technology, in principle, is scalable to kilometer-long
distances under certain design parameters, and therefore,
it offers a viable pathway to deliver on the vision of Ocean
IoT in a number of key applications.

Contributions. This paper presents the first end-to-end
theoretical and practical analysis of underwater backscat-
ter. It contributes a closed-form analytical solution of the
underwater backscatter channel that accounts for the vari-
ous electrical, mechanical, and acoustic properties of such
systems. It also contributes a numerical validation of this
analytical model through finite-element-model physics sim-
ulations and an empirical validation through implementing
and evaluating a backscatter system in real underwater envi-
ronments. Finally, the paper outlines how this model can be
used to design systems that extend underwater backscatter
to its theoretical limits.
By introducing the first end-to-end analytical model of

underwater backscatter, this paper takes an important step in
filling a gap in the existing literature on underwater backscat-
ter with a validated theoretical framework. We hope that
this will open the door for researchers and practitioners to
propel the field forward, similar to how RF backscatter / RFID
systems have advanced over the past two decades through
the combination of system building and theoretical advances.

2 LINK-BUDGET THEORY
The overall architecture of a canonical underwater backscat-
ter system is shown in Fig. 1. The system encompasses a
transmitter (Tx) that sends a signal on the downlink to the
backscatter node. The backscatter node communicates data
by modulating the reflections of this downlink signal. A hy-
drophone receiver (Rx) senses the modulated reflections and
uses them to decode the data transmitted by the backscatter
node. The backscatter node can also harvest energy from the
downlink signal to power up. Throughout our derivation,
we assume that the distance between Tx and the backscat-
ter node is large enough to adopt far-field approximations
(which is typical for underwater operation). For simplicity,
we focus on a single backscatter node, but the same analysis
generalizes to any number of nodes in the environment.

The goal of our theoretical modeling is to derive a closed-
form analytical expression of the backscatter channel start-
ing from the input electrical power to Tx (𝑃𝑒𝑙𝑒𝑐 ) to the signal-
to-noise ratio (SNR) of the backscatter signal at the hy-
drophone (Rx). We do this in three key steps:
• First (in §2.1.1), we define a general expression for model-

ing the acoustic transducer (used as Tx, Rx, and backscat-
ter node) that captures its electromechanical coupling.

• Second (in §2.2), we derive the downlink model starting
from the input electrical power at the Tx to the energy
harvested by the backscatter node (𝑃ℎ𝑎𝑟𝑣).
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Figure 1: Canonical Underwater Backscatter Architecture.

• Finally (in §2.3), we derive the uplink model for the
backscatter SNR as a function of different system param-
eters including 𝑃𝑒𝑙𝑒𝑐 and Tx, Rx, and backscatter trans-
ducer characteristics. To complete the uplink model, we
derive expressions for the scattering cross-section (𝜎) of
the node and the backscattered pressure level (𝐵𝐿).

In the subsequent sections, we validate these models through
numerical simulations and experimental evaluation.

2.1 Modeling the piezoelectric transducer
We describe two models of piezoelectric transducers for our
analytical formulation and numerical validation.

2.1.1 Classical Equivalent Circuit Model. A piezoelectric
transducer is commonly approximated with its equivalent
circuit parameters [22] as shown in Fig. 2a. The lumped ele-
ments represent the electrical properties (static capacitance
𝐶𝑜 ), mechanical properties (equivalent mass𝑀𝑚 and equiva-
lent stiffness 𝐶𝑚), piezoelectric properties (transformer ra-
tio 𝜙), and acoustic properties (radiation impedance 𝑍𝑟 =

𝑅𝑟 + 𝑗𝑋𝑟 ). The representation also accounts for the trans-
ducers’ dielectric loss (𝐺𝑜 ) and mechanical loss (𝑅𝑚). The
values of the equivalent parameters can be derived from the
transducer’s geometry and material properties for a small
set of idealized transducers (e.g. a spherical transducer), but
most commonly, they are evaluated from numerical simula-
tions [23]. The mechanical force acting on the transducer’s
surface due to the incident acoustic pressure is commonly
referred to as the blocked force (𝐹𝑏 ). Generally, the 𝐹𝑏 is not
uniform across the surface, and its value is calculated by inte-
grating the total acoustic pressure field over the transducer’s
surface. Assuming a uniform incident pressure field (plane
wave) with a root-mean-square (rms) pressure of 𝑝𝑖 (Ω), the
total rms force acting on the transducer is given by [22]:

𝐹𝑏 (Ω) = 𝐷𝑎 (Ω) 𝐴 𝑝𝑖 (Ω) (1)

where 𝐴 is the active surface area of the transducer, 𝐷𝑎 (Ω)
is its diffraction constant, and Ω is the solid angle between
incident pressure wave and the transducer’s main axis. The
diffraction constant is a measure of the pressure field distur-
bance caused by the transducer and is given by [22]:

𝐷𝑎 (Ω)2 =
4𝜋𝑐𝑅𝑟𝐷 𝑓 (Ω)

𝜌𝑤2𝐴2 (2)
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Figure 2: Transducer Circuit Representations. (a) shows a lumped
circuit model using circuit elements to represent electro-acoustic properties.
(b) shows the equivalent 2-port network Z-parameters representation of
the same circuit. (c) shows the Thevenin equivalent model at Port 1.

where 𝑐 and 𝜌 are the speed of sound and mass density of
water2. 𝐷 𝑓 (Ω) is the directivity factor of the transducer. 𝐷 𝑓

and 𝑅𝑟 can be expressed analytically for transducers with
simple geometries (e.g. spherical transducer, baffled piston
transducer), but they are commonly calculated numerically.

2.1.2 Simplified General Model. The equivalent circuit
model described above is useful for designing transducers
that operate around their fundamental resonance, however,
it is not suitable for transducers operating beyond their reso-
nance. To derive a closed-form expression of backscatter, we
define a more general equivalent circuit model (and recast
this model in §3 in terms of the classical model described
above for completeness).
For a general circuit model of a transducer, we represent

it as a 2-port element with acoustical and electrical ports.
Fig. 2b shows the two-port representation of the transducer
with port-1 connected to an electrical load 𝑍𝑒 and port-2
connected to the acoustic radiation load 𝑅𝑟 . If there is inci-
dent acoustic pressure on the node, it is represented by 𝐹𝑏 ,
and similarly, an electrical voltage 𝑉 can be applied on the
electrical port of the transducer (e.g. when used as Tx). The
transducer equivalent impedance looking from the electrical
and acoustic sides are 𝑍𝑖𝑛 and 𝑍𝑜 , respectively. We represent
this 2-port element with an impedance matrix3, defined as:[

𝑉1
𝐹2

]
=

[
𝑍11 𝑍12
𝑍21 𝑍22

] [
𝐼1
𝑢2

]
(3)

2Note that 𝑐 and 𝜌 vary with temperature, salinity, and pressure in the
vicinity of the transducer. However, these small variations (typically less
than 5%of the nominal values 𝑐 = 1480𝑚/𝑠 and 𝜌 = 1000𝑘𝑔/𝑚−3) have a
limited effect on the transducer dynamics.
3Note that this impedance matrix is a linear transformation from the more
common ABCD matrix representation of underwater transducers [22].

where 𝑉1 and 𝐼1 are the voltage and current at the trans-
ducer’s electrical terminal and 𝐹2 and 𝑢2 are the force and
the velocity at the external surface of the transducer. In this
representation, the impedance matrix accounts for all the
transducer’s parameters (including the acoustic radiation
reactance, 𝑋𝑟 ). It is also noted that all the physical variables
are represented in rms unless otherwise stated.
2.2 Downlink Channel
To model the downlink channel, we analyze the signal path
from the electrical source at Tx to the harvesting component
in the backscatter node. We first calculate the conversion
of electrical power to acoustic power in Tx, then model the
propagation of acoustic waves in the water channel, derive
the received acoustic level at the backscatter node 𝑅𝐿, and
finally calculate the harvested power by the backscatter node.

2.2.1 Electrical to acoustic power. The electromechanical
efficiency ([𝑇𝑥 ) of a transducer captures its ability to convert
electrical energy to acoustic energy:

[𝑇𝑥 =
𝑃𝑎𝑐

𝑃𝑒𝑙𝑒𝑐
, (4)

where 𝑃𝑎𝑐 is the output acoustic power from the transducer,
and 𝑃𝑒𝑙𝑒𝑐 is the input electrical power. Using the 2-port net-
work of Fig. 2b, 𝑃𝑒𝑙𝑒𝑐 is given by:

𝑃𝑒𝑙𝑒𝑐 =
|𝑉1 |2𝑅𝑖𝑛
|𝑍𝑖𝑛 |2

(5)

where 𝑍𝑖𝑛 = 𝑅𝑖𝑛 + 𝑗𝑋𝑖𝑛 is the input electrical impedance of
the transducer and is a function of Z-parameters [24]:

𝑍𝑖𝑛 = 𝑍11 −
𝑍12𝑍21
𝑍22 + 𝑅𝑟

(6)

Similarly, we can also express 𝑃𝑎𝑐 using the 2-port Z-network:

𝑃𝑎𝑐 =
|𝐹2 |2
𝑅𝑟

(7)

By using Eq. 3, we can express output force 𝐹2 as:
𝐹2 = 𝑍21𝐼1 + 𝑍22𝑢2 (8)

where 𝐼1 = 𝑉1/𝑍𝑖𝑛 and 𝑢2 = −𝐹2/𝑅𝑟 . Substituting Eqs. 5,6,7,
and 8 in Eq. 4 yields:

[𝑇𝑥 = |𝑍21 |2
𝑅𝑟

𝑅𝑖𝑛
| 1
𝑅𝑟 + 𝑍22

|2 (9)

The above equation shows that [𝑇𝑥 can be represented as a
function 𝑅𝑟 , 𝑅𝑖𝑛 , and Z-parameters, and this representation
of efficiency will help us simplify our link-budget analysis
as we show in the following sections.

2.2.2 From acoustic power to source level. In underwater
acoustics, the far-field pressure level generated by a trans-
ducer is defined as the source level (𝑆𝐿). 𝑆𝐿 is a function
of input electrical power (𝑃𝑒𝑙𝑒𝑐 ) in Watts, electromechani-
cal efficiency of the transducer ([𝑇𝑥 ), and the transducer’s
directivity index (𝐷𝐼 ) measured in 𝑑𝐵. 𝑆𝐿 is given by [22]:
𝑆𝐿(Ω) = 170.8+10 log([𝑇𝑥𝑃𝑒𝑙𝑒𝑐 )+𝐷𝐼 (Ω) [𝑑𝐵 𝑟𝑒 1 `𝑃𝑎@ 1𝑚] (10)



The term 𝐷𝐼 (Ω) is the log-scale representation of the di-
rectivity factor (𝐷𝐼 = 10𝑙𝑜𝑔(𝐷 𝑓 )) and the constant 170.8
captures the effect of water density, speed of sound, and ref-
erence pressure level which is 1 `𝑃𝑎 in underwater acoustics.
Please note that moving forward the angular dependence of
𝐷𝐼 and any derived parameters will be omitted for brevity.

2.2.3 Acoustic propagation in the underwater channel. The
acoustic signal decays as it propagates the underwater acous-
tic channel over a distance 𝑑 at a single frequency 𝑓 , and this
decay is given by the path loss (𝑃𝐿) [19]:

𝑃𝐿(𝑑, 𝑓 ) = 𝑘 10 log(𝑑) + 𝛼 (𝑓 ) 𝑑 [𝑑𝐵] (11)

where 𝑘 is the spreading factor (analogous to the path-loss
exponent in the radio channel), and 𝛼 (𝑓 ) is the frequency-
dependant absorption coefficient in dB/m. The first term in
Eq. 11 represents the spreading loss and the second term de-
notes the absorption loss which becomes more pronounced
at higher frequencies. The spreading factor 𝑘 represents the
propagation geometry of the traveling wave. Specifically,
𝑘 = 2 denotes spherical spreading, 𝑘 = 1 denotes cylin-
drical spreading, and 𝑘 = 1.5 denotes practical spreading.
𝛼 (𝑓 ) can be computed for seawater using Throp’s formula
given in [19]. Using the path-loss equation and the source
level equation described above, we can express the received
pressure level, 𝑅𝐿, that reaches a backscatter node as:

𝑅𝐿 = 𝑆𝐿 − 𝑃𝐿 (12)

𝑅𝐿 is measured in 𝑑𝐵 𝑟𝑒 1 `𝑃𝑎 and it captures the sound
intensity at a distance 𝑑 meters away from Tx.

2.2.4 From received acoustic level to harvested power. Next,
we derive the harvested electrical power from the acous-
tic pressure incident on the backscatter node. We consider
the equivalent Z-parameter circuit shown in Fig. 2b which
can be represented by the Thevenin equivalent circuit [24]
shown in Fig. 2c. In this circuit,𝑍𝑒 is the electrical load,𝑍𝑡ℎ is
the Thevenin equivalent resistance, and 𝑉𝑡ℎ is the Thevenin
equivalent voltage. To represent 𝑍𝑡ℎ and 𝑉𝑡ℎ as a function of
Z-parameters, 𝐹𝑏 , and 𝑅𝑟 , we translate port-2 (acoustic port)
of Fig. 2c to port-1 (by adapting Eq. 14.4.8 of [24], where 𝑉𝑔
and 𝑍𝑔 are replaced by 𝐹𝑏 and 𝑅𝑟 , respectively):

𝑍𝑡ℎ = 𝑍𝑖𝑛, 𝑉𝑡ℎ =
𝑍12𝐹𝑏

𝑍22 + 𝑅𝑟
(13)

The harvested power on the downlink (𝑃ℎ𝑎𝑟𝑣) is equivalent
to the power delivered to the attached electrical load, 𝑍𝑒 , in
Fig. 2c. Given 𝑉𝑡ℎ and 𝑍𝑡ℎ , we can compute the power deliv-
ered to the electrical load using the following relation [24]:

𝑃ℎ𝑎𝑟𝑣 =
|𝑉𝑡ℎ |2𝑅𝑒

|𝑍𝑒 + 𝑍𝑖𝑛 |2
(14)

where 𝑅𝑒 denotes the real part of 𝑍𝑒 . Using Eq.13, and by
simplifying, we can represent 𝑃ℎ𝑎𝑟𝑣 as:

𝑃ℎ𝑎𝑟𝑣 =
|𝐹𝑏 |2𝑅𝑒𝑅𝑖𝑛

|𝑍𝑒 + 𝑍𝑖𝑛 |2𝑅𝑟
|𝑍12 |2𝑅𝑟

|𝑍22 + 𝑅𝑟 |2𝑅𝑖𝑛
(15)

Notice that the second fraction in Eq. 15 is the efficiency
expression that we derived in §2.2, except that the 𝑍21 is
replaced by 𝑍12. Assuming a passive reciprocal transducer
(which is true for most underwater transducers) yields 𝑍12 =
±𝑍21, and thus Eq. 15 simplifies to:

𝑃ℎ𝑎𝑟𝑣 =
|𝐹𝑏 |2[𝑛𝑜𝑑𝑒𝑅𝑒𝑅𝑖𝑛
|𝑍𝑒 + 𝑍𝑖𝑛 |2𝑅𝑟

(16)

Substituting for 𝐹𝑏 from Eqs. 1 and 2, we obtain the following:

𝑃ℎ𝑎𝑟𝑣 =
𝑝2
𝑖
𝑐𝐷𝑛𝑜𝑑𝑒

𝑓
[𝑛𝑜𝑑𝑒

𝜌𝜋 𝑓 2
𝑅𝑒𝑅𝑖𝑛

|𝑍𝑒 + 𝑍𝑖𝑛 |2
(17)

Using Eq. 12 and the definition of 𝑅𝐿 = 20 log(𝑝𝑖/𝑝𝑟𝑒 𝑓 ) [22] -
where 𝑝𝑟𝑒 𝑓 is the reference pressure level (1 `𝑃𝑎) - we express
𝑃ℎ𝑎𝑟𝑣 in 𝑑𝐵𝑚 (𝑑𝐵 re 1 mW) as follows:

𝑃ℎ𝑎𝑟𝑣 = 77.7 + 10 log([𝑇𝑥𝑃𝑒𝑙𝑒𝑐 ) + 𝐷𝐼𝑇𝑥 + 𝐷𝐼𝑛𝑜𝑑𝑒

+10 log([𝑛𝑜𝑑𝑒 ) − 20 log(𝑓 ) − 𝑃𝐿 + 𝐼𝑀𝐿𝐷 [𝑑𝐵𝑚] (18)

where𝐷𝐼𝑛𝑜𝑑𝑒 is the directivity index of the node ( i.e.,𝐷𝐼𝑛𝑜𝑑𝑒 =
10 log(𝐷𝑛𝑜𝑑𝑒

𝑓
)), and the downlink impedance mismatch loss

𝐼𝑀𝐿𝐷 is defined as:

𝐼𝑀𝐿𝐷 = 10 log( 𝑅𝑒𝑅𝑖𝑛

|𝑍𝑒 + 𝑍𝑖𝑛 |2
) (19)

𝐼𝑀𝐿𝐷 depends on the electrical impedance of the node and
the connected electrical load. It achieves a max value of
10 log( 1

4 ) when the electrical load is conjugate matched to
the node’s impedance (i.e., 𝑍𝑒 = 𝑍 ∗

𝑖𝑛), in agreement with the
maximum-power transfer theorem [24].
We can simplify Eq. 18 by defining the transduce’s gain

(𝐺) as the logarithmic sum of its efficiency and directivity:
𝐺 = 10 log([) + 𝐷𝐼 (20)

By substituting Eq. 20 in Eq. 18, we arrive at a final compact
expression for the downlink power:

𝑃ℎ𝑎𝑟𝑣 = 77.7 + 10 log(𝑃𝑒𝑙𝑒𝑐 ) +𝐺𝑇𝑥 +𝐺𝑛𝑜𝑑𝑒

−20 log(𝑓 ) − 𝑃𝐿 + 𝐼𝑀𝐿𝐷 [𝑑𝐵𝑚] (21)

Eq. 21 is a complete representation of all the factors that
determine the downlink range of the underwater backscatter
without any restriction on transducer’s shape and size.
2.3 Uplink Channel
Our next step is to derive the uplink link-budget model and
relate it to the transducer and channel parameters. We define
𝐵𝐿 as the reflected acoustic pressure level at the hydrophone
due to backscatter by the node. 𝐵𝐿 can be defined following
the definition of 𝑆𝐿 (Eq. 10):

𝐵𝐿 = 170.8 + 10 log(𝑃𝑟𝑒 𝑓 𝑙 ) + 𝐷𝐼𝑛𝑜𝑑𝑒 − 𝑃𝐿 (22)

where 𝑃𝑟𝑒 𝑓 𝑙 is the reflected acoustic power from the node.
The reflected power from an underwater transducer can be
defined in terms of the scattering cross-section (SCS) which is
denoted as 𝜎 , (the counterpart of SCS is radar cross-section
(RCS) in the radio channel) as follows [25]:

𝑃𝑟𝑒 𝑓 𝑙 = 𝜎𝐼𝑖 (23)



where 𝐼𝑖 is the incident acoustic intensity and is given by [22]:

𝐼𝑖 =
𝑝2
𝑖

𝜌𝑐
= 10𝑅𝐿/10 ∗

𝑝2
𝑟𝑒 𝑓

𝜌𝑐
(24)

Using Eqs. 12, 22, 23, and 24, we can express 𝐵𝐿 as:

𝐵𝐿 = 159.8 + 10 log([𝑇𝑥𝑃𝑒𝑙𝑒𝑐 ) + 𝐷𝐼𝑇𝑥 + 10 log(𝜎) + 𝐷𝐼𝑛𝑜𝑑𝑒 − 2𝑃𝐿
(25)

Note that the received backscatter power at the hydrophone
is affected by the path loss twice which is inherent to all
backscatter communication. Having defined 𝐵𝐿 as a function
of 𝜎 , we next derive the relation between 𝜎 and backscatter
switching (the reflection coefficient).

2.3.1 Scattering Cross Section. As mentioned previously,
SCS relates the incident acoustic intensity and the reflected
power (Eq. 23). The reflected power 𝑃𝑟𝑒 𝑓 𝑙 , in turn, is a func-
tion of the acoustic power absorbed by the node 𝑃𝑎𝑏𝑠𝑜𝑟𝑏 and
the maximum available power at the node. 𝑃𝑎𝑏𝑠𝑜𝑟𝑏 is defined
in terms of transducer parameters as [24]:

𝑃𝑎𝑏𝑠𝑜𝑟𝑏 =
|𝐹𝑏 |2𝑅𝑟

|𝑅𝑟 + 𝑍𝑜 |2
(26)

According to the maximum-power transfer theorem, the
available power at the node is maximized when 𝑍𝑜 is conju-
gate matched to 𝑅𝑟 (i.e., 𝑍𝑜 = 𝑅𝑟 ). In this case, the maximum
available power, 𝑃𝑎𝑣𝑎𝑖𝑙 , is given by [24]:

𝑃𝑎𝑣𝑎𝑖𝑙 =
|𝐹𝑏 |2
4𝑅𝑟

(27)

While 𝑃𝑟𝑒 𝑓 𝑙 is related to 𝑃𝑎𝑣𝑎𝑖𝑙 by [24]:

𝑃𝑟𝑒 𝑓 𝑙 = |Γ |2𝑃𝑎𝑣𝑎𝑖𝑙 =
|Γ |2 |𝐹𝑏 |2

4𝑅𝑟
(28)

where Γ is the acoustic reflection coefficient, and it is defined
in terms of the transducer equivalent acoustic impedance 𝑍𝑜

and its radiation resistance 𝑅𝑟 by [24]:

|Γ | =
����𝑅𝑟 − 𝑍 ∗

𝑜

𝑅𝑟 + 𝑍𝑜

���� (29)

Using Eqs. 1, 2, 23, 24, 28, and the facts that 𝑤 = 2𝜋 𝑓 and
_ = 𝑐

𝑓
, we derive SCS as a function of Γ:

𝜎 =

_2𝐷𝑛𝑜𝑑𝑒
𝑓

|Γ |2

4𝜋
(30)

where _ is the wavelength of the traveling acoustic waves. As
the backscatter node communicates via switching between
two states, its reflection coefficient also toggles between
two states, and this results in a differential scattering cross-
section (Δ𝜎) which is expressed as:

Δ𝜎 =

_2𝐷𝑛𝑜𝑑𝑒
𝑓

|ΔΓ |2

4𝜋
(31)

It is worth mentioning here that the expression for underwa-
ter backscatter differential SCS is similar to the differential
RCS for RF backscatter, indicating that the governing phys-
ical principles of backscatter communication are the same

in both mediums. Using the derived relationship of Δ𝜎 and
Eq. 25, we express 𝐵𝐿 as a function of ΔΓ:

𝐵𝐿 = 159.8 + 10 log([𝑇𝑥𝑃𝑒𝑙𝑒𝑐 ) + 𝐷𝐼𝑇𝑥 + 10 log( _
2 |ΔΓ |2

4𝜋
)

+ 2𝐷𝐼𝑛𝑜𝑑𝑒 − 2𝑃𝐿
(32)

2.3.2 Breaking down Reflection Coefficient. We next re-
lateΔΓ to the backscatter node properties using Z-parameters
(discussed in Sec. 2.1.1) and circuit theory. We start by ex-
pressing the transducer’s acoustic impedance, 𝑍𝑜 in terms
of Z-parameters [24]:

𝑍𝑜 = 𝑍22 −
𝑍12𝑍21
𝑍11 + 𝑍𝑒

(33)

Next, we eliminate the term𝑍11 by substituting for it in terms
of the easily measurable electrical impedance 𝑍𝑖𝑛 using Eq. 6:

𝑍𝑜 = 𝑍22 −
𝑍12𝑍21

𝑍𝑖𝑛 + 𝑍𝑒 + 𝑍12𝑍21
𝑍22+𝑅𝑟

(34)

Substituting into Eqs. 29, and assuming a reciprocal trans-
ducer (i.e., 𝑍12 = 𝑍21), yields:

Γ =

(
𝑍 2

22 − 𝑅2
𝑟

)
(𝑍𝑖𝑛 + 𝑍𝑒 ) − 2𝑅𝑟𝑍 2

21
(𝑍22 + 𝑅𝑟 )2 (𝑍𝑖𝑛 + 𝑍𝑒 )

(35)

Since we modulate between two impedance states (𝑍𝑒1, 𝑍𝑒2),
the differential reflection coefficient simplifies to:

|ΔΓ | = 2[𝑛𝑜𝑑𝑒𝑅𝑖𝑛
(

|𝑍𝑒2 − 𝑍𝑒1 |
|𝑍𝑖𝑛 + 𝑍𝑒1 | |𝑍𝑖𝑛 + 𝑍𝑒2 |

)
(36)

where we used the expression for the electromechanical effi-
ciency in Eq. 9 to simplify the expression above. Substituting
by Eq. 36 into Eq. 32 yields an expression for 𝐵𝐿 in terms of
measurable transducer parameters:

𝐵𝐿 = 159.8 + 10 log([𝑇𝑥𝑃𝑒𝑙𝑒𝑐 ) + 𝐷𝐼𝑇𝑥 + 10 log(
[2
𝑛𝑜𝑑𝑒

_2

𝜋
)

+ 2𝐷𝐼𝑛𝑜𝑑𝑒 − 2𝑃𝐿 + 𝐼𝑀𝐿𝑈 (37)
where

𝐼𝑀𝐿𝑈 = 20 log
(
𝑅𝑖𝑛

(
|𝑍𝑒2 − 𝑍𝑒1 |

|𝑍𝑖𝑛 + 𝑍𝑒1 | |𝑍𝑖𝑛 + 𝑍𝑒2 |

))
(38)

represents the logarithmic loss due to impedance mismatch.
This loss can be practically calculated by measuring the
electrical impedance of the backscatter transducer, and the
switched electrical load separately. Note that switching the
electrical impedance between open and matched load (𝑍𝑒1 =
∞ and 𝑍𝑒2 = −𝑋𝑖𝑛 , where 𝑋𝑖𝑛 is the imaginary part of 𝑍𝑖𝑛)
results in the maximum differential reflection:

|ΔΓ |𝑚𝑎𝑥 = 2[𝑛𝑜𝑑𝑒 (39)

The equation above suggests that if the transducer is elec-
trically matched, the reflected power is only limited by the
transducer’s efficiency.

By substituting Eq. 20 in Eq. 37, we can simplify 𝐵𝐿 to:

𝐵𝐿 = 159.8 + 10 log(𝑃𝑒𝑙𝑒𝑐 ) +𝐺𝑇𝑥 + 10 log( _
2

𝜋
)

+2𝐺𝑛𝑜𝑑𝑒 − 2𝑃𝐿 + 𝐼𝑀𝐿𝑈

(40)



Eq. 40 defines backscatter level in terms of transducers’ gain
and impedance which are easily quantifiable (experimentally
and numerically). It accounts for transducer properties and
captures all the electrical, mechanical, and acoustic factors
contributing to backscatter.
While the above analysis focused on piezoelectric trans-

ducers, the derived model for the backscatter channel is
applicable to electromagnetic transducers (e.g., moving-coil
and magnetostrictive transducers). Electromagnetic trans-
ducers have an antisymmetric Z-matrix (𝑍12 = −𝑍21) (unlike
symmetry in piezoelectric transducers 𝑍12 = 𝑍21). Interest-
ingly, this would not change our final expressions (i.e., Eq. 21
and 40) because this anti-symmetry would only cause a sign
change in an intermediate equation (Eq. 29) which cancels
out in the final derivation.
2.4 Extending Backscatter level to SNR
Finally, we derive the 𝑆𝑁𝑅 from the 𝐵𝐿 (signal power) by
incorporating underwater noise. Prior work has extensively
studied ambient noise in the ocean as a function of four main
sources: shipping activities, thermal noise, water waves, and
turbulence [26]. The combination of these noise sources, 𝑁𝐿,
represents the power spectral density of the noise and we
can use it to compute the SNR [19]:

𝑆𝑁𝑅 = 𝐵𝐿 − (𝑁𝐿 + 10 log(𝐵𝑊 )) (41)

where 𝐵𝑊 represents the signal’s bandwidth. We note that
depending on sea conditions, the ambient noise can vary
between 25 − 55 𝑑𝐵 𝑟𝑒 1`𝑃𝑎2/𝐻𝑧 in the frequency range
of 10-20 kHz [22]. In the case of rivers and lakes, depend-
ing on the shipping/boating activities, the noise can exceed
80 𝑑𝐵 𝑟𝑒 1 `𝑃𝑎2/𝐻𝑧 in the 10-20 kHz band depending on the
proximity of the activity and its nature [27, 28].
2.5 How to Use the Link Budget
So far, we have derived the analytical expressions for the
link budget. Next, we describe how engineers can use these
expressions in modeling and designing backscatter systems.

The key link budget equations for system design are Eq. 21,
Eq. 40, and Eq. 41. To use these in practice, an engineer needs
to plug in the values for their different parameters. We dif-
ferentiate between three types of parameters. The first is
determined by design; it includes the frequency (𝑓 ), wave-
length (_), electrical power (𝑃𝑒𝑙𝑒𝑐 ), and bandwidth (𝐵𝑊 ). The
second set of parameters are those of the channel, specifically
path loss (𝑃𝐿) and noise level (𝑁𝐿); these can be obtained
from models in past literature [19]. The third set of param-
eters needs to be derived from the transducer datasheets
(or through experimentation). It includes the gain 𝐺𝑇𝑥 and
𝐺𝑛𝑜𝑑𝑒 ; it also includes 𝐼𝑀𝐷𝐷 and 𝐼𝑀𝐷𝑈 , which are functions
of the electrical impedances 𝑍 and resistances 𝑅. While 𝑍
and 𝑅 are commonly reported in transducer datasheets [29–
31] (or can be experimentally obtained using an impedance
analyzer), the transducer’s gain𝐺 is not commonly provided.

To obtain 𝐺 , one can calculate it from Eq. 20 when the
transducer’s𝐷𝐼 and[ are reported separately in the datasheet
which is seldom the case.4 Instead, transducer manufacturers
commonly report the transmit voltage response (𝑇𝑉𝑅) which
relates the generated acoustic pressure in one direction to
the applied electrical voltage [29–31]. Fortunately, 𝐺 (which
relates the acoustic intensity in one direction to the input
electrical power) can be calculated from 𝑇𝑉𝑅 using:

𝐺 = 𝑇𝑉𝑅 − 10 log(real(1/𝑍 )) − 170.8 (42)

The parameters𝑇𝑉𝑅 and 𝑍 (commonly reported in transduc-
ers datasheets) are thus sufficient to fully evaluate our up-
link/downlink budget models. Alternatively, a transducer’s
𝑇𝑉𝑅 can be experimentally characterized using a calibrated
hydrophone placed 1 m from the transducer using standard
transducer calibration procedures [32].
3 NUMERICAL VALIDATION
We assess the validity of the analytical expressions for the
harvested power 𝑃ℎ𝑎𝑟𝑣 (Eq. 21) and the backscatter level 𝐵𝐿
(Eq. 40) in two phases. First, we apply the models to spherical
shell piezoelectric transducers which are the simplest form
of underwater transducers, and the only type of underwa-
ter transducers with closed-form expressions for all their
acoustic parameters. However, spherical transducers are om-
nidirectional regardless of their operating frequency, so this
analysis only validates a special case of our analytical expres-
sion with 𝐷𝐼 = 0. Second, we extend our analysis to potted
cylindrical transducers with a directional radiation pattern
that depends on frequency, but does not have closed-form
analytical expressions for most of its acoustic parameters at
practical backscatter frequencies. This is a more general case
that applies to most underwater transducers used in practice.
3.1 Ideal Spherical Transducers
In this section, we first describe an equivalent circuit model
for spherical transducers which will be used to evaluate
acoustic backscatter metrics (𝐵𝐿 and 𝑃ℎ𝑎𝑟𝑣) in closed-from.
Then, we present a high-fidelity multiphysics finite-element
model (FEM) for a complete acoustic backscatter system and
use this model to validate the analytical results.

3.1.1 Closed-Form Analytical model. The equivalent cir-
cuit parameters (shown in Fig. 2a) for spherical shell trans-
ducers are well-known and can be found in [22] as a function
of transducer geometry and material properties. We used the
equivalent circuit model (Fig. 2a) to evaluate the impedance
matrix representation for a spherical transducer and to cal-
culate analytical backscatter as detailed in §2.2 and §2.3.

3.1.2 Modeling backscatter numerically. To validate the
analytical backscatter, we build a high-fidelity numerical
4Empirically measuring a transducer’s efficiency or directivity separately
requires a 2-axis rotational setup to measure the acoustic power generated
by the transducer in all directions which is prone to experimental errors.
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Figure 3: Numerical Simulations. (a) The backscattered pressure from a spherical transducer. Positive pressure is in red and negative pressure in blue. (b) A
model for characterizing cylindrical transducers. The heatmap shows the sound level generated by the transducer at 30 kHz (red indicates higher sound level).
(c) The backscatter level from a cylindrical transducer at 40 kHz. Black arrows highlight acoustic propagation from Tx to two receiver locations Rx1 and Rx2.
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Figure 4: Numerical validation for spherical transducers. shows the
Analytical (blue) and numerical (red) (a) backscatter levels and b harvested
power for two spherical transducers separated by 0.5 m as observed by a
hydrophone 0.5 m away from the backscatter node.

model of backscatter in COMSOL Multiphysics [21]. The
model, shown in Fig. 3a, is an electro-piezo-acoustic FEM
simulation in the frequency domain. It models Tx (including
the driving electrical circuit), backscatter node (including
load circuit), and acoustic propagation in an infinite under-
water domain. The system is simulated as a 2D axisymmetric
model to reduce computational resources and solution time.

3.1.3 Numerical model implementation. The system com-
prises two piezoelectric spherical shell transducers (2.5 cm
in diameter and 0.5 mm in thickness) in a large spherical
acoustic domain as shown in Fig. 3a. The transducers ma-
terial is PZT-4 which is a common material in underwater
piezoelectric transducers. Tx is driven by a voltage source of
amplitude 1 V, while the backscatter node is connected to a
variable resistor. The transducer separation distance is kept
small (50 cm) to reduce the number of degrees of freedom in
the model, since the model complexity (size, memory, and
solution time) scales with the square of the distance. The
acoustic domain is discretized with a minimum of five ele-
ments per wavelength [21]. Perfectly matched layers (PMLs)
are used at the acoustic domain boundaries to simulate an
infinite domain. Acoustic backscatter is calculated by run-
ning the simulation twice with a different electrical resis-
tor to emulate electrical switching. The backscattered pres-
sure field (shown in Fig. 3a) is the difference between the
steady state pressure fields calculated from each simulation
𝐵𝐿 = 20 log

(
(𝑝1 − 𝑝2)/𝑝𝑟𝑒 𝑓

)
.

3.1.4 Spherical Transducers Results. Fig. 4a compares an-
alytical 𝐵𝐿 (solid blue) to numerical predictions from FEM
(dashed red) for the backscatter system shown in Fig. 3a. The
backscatter level is normalized by the input electrical power
at Tx (e.g. assuming a uniform 1 W of input electrical power
at each frequency). The results shown are reported for an
Rx located 50 cm away from Tx (Fig. 3a), and for switching
between two arbitrary resistors with values 1 Ω and 100 Ω.
We note:
• The analytical and numerical results are in excellent agree-
ment throughout the simulated frequency range, with a
median deviation of 0.17 dB.

• The analytical model slightly overpredicts 𝐵𝐿 since it
adopts the thin shell approximation which neglects the
transducer’s radial stresses.

• The backscatter level peaks near 16 kHz which is slightly
lower than the water-loaded transducer resonance.

Fig. 4b shows the harvested electrical power by the backscat-
ter node in dBm when 1 W of power is fed to Tx and a 100 Ω
resistor is connected to the backscatter node. The plot shows
the analytical predictions (solid blue) and the numerical re-
sults (dashed red) as a function of frequency. We note:
• The analytical and numerical results are in excellent agree-
ment for the entire frequency range.

• The harvested power peaks at 15 kHz which is lower than
the 𝐵𝐿 peak, and is mainly determined by the impedance
loss factor (Eq. 19) between the load resistor (100 Ω) and
the backscatter node’s electrical impedance.
Fig. 4a and Fig. 4b demonstrate the validity of the analyti-

cal models for the special case of idealized omnidirectional
spherical transducers. Themodeling and analysis of practical,
directive backscatter transducer is discussed next.
3.2 Practical Transducers
Encapsulated (potted) cylindrical transducers were used in
previous underwater acoustic backscatter implementations [12,
13], but similar to most practical transducers, they do not
have a closed-form analytical expression. In this section, we
develop a semi-analytical approach to predict the backscat-
ter performance of practical transducers, and validate this
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Figure 5: Backscatter Level vs Frequency. Analytical backscatter level
(solid blue) compared to numerical results (dashed red) for two encapsulated
cylindrical transducers separated by 0.5 m as observed by hydrophones (a)
Rx1 and (b) Rx2 whose locations are shown in Fig. 3c.

approach by comparing its predictions to pure numerical
models for calculating backscatter.

3.2.1 AnalyticalModel. Cylindrical transducerswithmod-
erate aspect ratios are difficult to model analytically for prac-
tical frequencies, especially, when the fully potted (encapsu-
lated for electrical insulation and waterproofing) transducer
is considered. Instead, we extract the transducer parameters
numerically using a FEM simulation. To extract transducer
parameters, we simulate a single transducer placed in an
infinite acoustic domain, as shown in Fig. 3b. Only𝐺 and 𝑍𝑖𝑛

are required to fully characterize a piezoelectric transducer
according to Eqs. 21&40. To calculate 𝐺 and 𝑍𝑖𝑛 , we excite
the transducer with a voltage 𝑉𝑖𝑛 , and calculate the acoustic
pressure 1 m away from the transducer (in the far field) 𝑝𝑜𝑢𝑡 .
The transducer gain is then calculated as:

𝐺 (𝑓 ,Ω) = 20 log

(
𝑝𝑜𝑢𝑡 (𝑓 ,Ω)

𝑝𝑟𝑒 𝑓

)
− 170.8 − 10 log(𝑃𝑖𝑛) (43)

where 𝑃𝑖𝑛 = 1
2𝑟𝑒 (𝑉𝑖𝑛𝐼

∗
𝑖𝑛) is the input electrical power to the

transducer, 𝐼 ∗𝑖𝑛 is the complex conjugate of the input current,
and Ω is the angle at which the pressure is measured. We
calculate the transducer’s electrical impedance from 𝑍𝑖𝑛 =

𝑉𝑖𝑛/𝐼𝑖𝑛 and, finally, use Eq. 40 to find the analytical 𝐵𝐿.

3.2.2 Numerical Model. We calculate acoustic backscatter
numerically for the cylindrical transducers using the FEM
model shown in Fig. 3c. We follow the same procedure used
to construct the FEM in the previous section. The transduc-
ers are oriented such that the bottom caps are facing each
other, so that the model is axisymmetric, avoiding a resource-
intensive full-3D model. The backscatter level is calculated
using the differential pressure at multiple locations to assess
the influence of directivity on the results.

3.2.3 Practical Transducer Results. We investigate the abil-
ity of our analytical expression to predict acoustic backscat-
ter in different directions. Fig. 5 compares the analytical and
numerical results for backscatter from a practical directional
transducer. As shown in Fig. 3c, the backscattered field from
a cylindrical transducer is complex and directional at fre-
quencies higher than its fundamental resonance (∼17 kHz).
Thus, we present the results for two different receivers (Rx1
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Figure 6: Experimental Setup: (a) shows our in-house backscatter node.
(b) shows an experimental setup including the projector (Tx), backscatter
node and hydrophone (Rx) locations.

in Fig. 5a and Rx2 in Fig. 5b), and their locations are indicated
in Fig. 3c. We make the following remarks on Fig. 5:
• The analytical and numerical predictions match extremely
well for both directions (median error less than 0.4 dBm),
suggesting that our analytical expressions can be applied
to predict backscatter in multiple directions.

• The plots show large variability in the backscattered level
versus the operation frequency and Rx location, suggest-
ing that backscatter needs to be evaluated versus angle for
directional nodes to select optimum operating frequency
based on Rx location and node orientation.

• The plots show that backscatter peaks for both locations
around 40 kHz suggesting that it is a favorable operating
frequency when the transducers are oriented with the
end-caps facing each other.5

• The numerical and analytical results deviate at the valleys
(transducer nulls) for both directions because of minute
reflections from acsoustic domain boundaries. Using PML
layers reduces such reflections significantly, but it does
not eliminate them causing a mismatch with the analytical
predictions which assumes an infinite acoustic domain.

4 EXPERIMENTAL VALIDATION
To experimentally validate the analytical model, we imple-
mented and evaluated an underwater backscatter system.
4.1 Implementation
Our implementation consists of three components: (1) Piezo-
acoustic backscatter nodes, similar to the one shown in Fig 6a.
We fabricated these nodes in-house following similar proce-
dures to past work [12, 13] using the SMC5447T4011 piezo-
ceramic [33], whose nominal frequency is 17 kHz. (2) An
in-house fabricated Tx (similar to the node) connected to a
Crown XLi 3500 audio amplifier [34], which is in turn con-
nected to an N210 USRP [35] software radio to generate the
downlink signal. (3) A receiver consisting of an omnidirec-
tional Reson TC4014 hydrophone [36] which has a differ-
ential receive voltage sensitivity of -180 dB re 1V/`Pa. The
5Recall that we oriented the transducers toward each other here to avoid a
resource-intensive simulation required for modeling lateral placements.



output of the hydrophone is fed to a 4-channel Rigol HDO
1074 oscilloscope [37] via a differential voltage probe [38].
The oscilloscope is controlled through a LabVIEW code to
record the experimental data. In addition to recording the
hydrophone output, the oscilloscope simultaneously records
Tx voltage to calculate the input electrical power. Similarly,
the oscilloscope measures the voltage at the backscatter node
during downlink power harvesting verification experiments.
Processing is performed offline in MATLAB.
4.2 Experimental setup
We performed the verification experiments in a river (4 me-
ters deep) at different locations. An example setup of one
of our experiments is shown in Fig. 6b. To make our setup
rigid against underwater currents, we attach our projector,
hydrophone, and the backscatter node to 2-meter-long 80-20
aluminum rods. Since the evaluation environment was shal-
low, we conducted the experiments at close distances (∼1-3
meters) to minimize multipath.

4.2.1 Gain measurement. We characterized the gain of
Tx and the backscatter node by exciting each node with a
voltage pulse and measuring the sound pressure level 1 m
away from the node. For each node, we generate a series of
Gaussian pulses with 2 kHz bandwidth and sweep the center
frequency between 10 kHz and 18 kHz. The Oscilloscope is
triggered at the start of each excitation pulse, and a total of
64 measurements are averaged for each frequency to reduce
random noise.We record 4 ms time series of the input voltage
and the output hydrophone pressure signal. We then time-
gate them to eliminate echoes. The signals are summed and
converted to the frequency domain via FFT, and the node
gain is calculated for the frequencies of interest using Eq. 43.

4.2.2 Downlink Power. To experimentally verify the har-
vested power, we terminate our backscatter node to a resis-
tive load (56 Ω) and a parallel inductor of 1.5 mH, acting as
a narrowband matching network, and measure the voltage
across the resistor using a differential probe and an oscillo-
scope (as discussed in §4.2). Tx sends a Gaussian pulse sweep
from 10 - 18 kHz and we record the resultant signal across
the resistor and the input voltage signal to Tx. We use an
impedance analyzer [39] to measure the electrical impedance
(as a function of frequency) of the node, Tx, and the matching
network to compute the harvested power, input electrical
power, and the impedance mismatch loss, respectively.

4.2.3 Measuring Backscatter Level. To measure 𝐵𝐿, the
Tx linearly sweeps a sinusoidal frequency from 10 kHz to 18
kHz in steps of 100 Hz. Each frequency is transmitted for 500
ms followed by a pause of 100 ms. On the backscatter side, we
use a signal generator and N-channel MOSFETs to generate
an ON-OFF switching signal of 500 Hz. The node is switched
between short-circuit and a narrow-band transformer-based
matching network. For the transformer core, we use an RM-6

ferrite core with 𝐴𝐿 = 250 nH [40], providing 250 nH per
turn squared. Similar to the downlink power experiments,
we use the impedance analyzer to measure the impedance
of the backscatter node and the transformer (both in open
and short states) to compute the impedance mismatch loss
(described in §2.3.1). The scope samples hydrophone signal
at a sampling rate of 200 kHz. To compute 𝐵𝐿 (i.e., backscat-
ter signal power) at each frequency, we take an FFT of the
hydrophone data in Matlab and sample the fundamental har-
monics of the backscatter switching signal which appears on
either side of the carrier at a frequency offset of 500 Hz (i.e.,
a carrier with frequency 𝑓𝑐 will have switching harmonics
at 𝑓𝑐 + 500 Hz and at 𝑓𝑐 − 500 Hz). We then use Parseval’s
theorem [41] to compute the power of the signal.
4.3 Experimental vs Analytical Results
4.3.1 Harvested power vs Frequency. We used the exper-

imental setup and procedure described above to verify the
downlink expression (Eq. 21) experimentally. In this experi-
ment, we arranged the Tx, Rx and the node in an equilateral
setup (using 80-20 rods) with 60 cm between each two trans-
ducers. We measure the gain of Tx and the node using the
procedure detailed in §4.2. We normalize the measured har-
vested power at each frequency by the transmitted power
at that frequency to remove the effect of impedance mis-
match at Tx. Using the measured gain and impedance values
we compute the analytical downlink power using Eq. 21.
Our analytical model assumes spherical spreading for path
loss computation. Fig. 7a plots the harvested power in dBm
against frequency for the analytical model (solid blue) and
experimental measurements (dotted red). We note:
• The harvested power predicted by the model accurately

tracks the experimentally measured power. The error be-
tween the model and experimental curves remain within
1-2 dB across a large range of frequencies, and themedian
deviation across frequencies is 1.5 dB.

• Both model and measurement suggest that for these
transducers, the 15 kHz neighborhood is an optimal re-
gion of operation as the harvested power peaks to -15
dBm. Both analytical and experimental results show a
null around 17 kHz suggesting a performance degrada-
tion around this region.

• The experimental and analytical measurements deviate
by more than 10 dB around the valley (17 kHz). This
is likely due to errors in measurements that occur at
much lower harvested power (where the measurement
instruments become more susceptible to noise).

These results show that our analytical model for downlink
harvested power is accurate and it captures all the compo-
nents of the system that determine downlink performance.

4.3.2 Backscatter level vs Frequency. Next, we experimen-
tally verify the end-to-end link budget model by comparing
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Figure 7: Experimental Verification. (a) plots the harvested power vs frequency on the downlink for the analytical model (solid blue) and experimental
measurements (dotted red). (b) plots the Backscatter Level as a function of frequency for the analytical model (solid blue) and experimental measurements
(dotted red). (c) plots the SNR against the frequency for the analytical model (solid blue) and experimental measurements (dotted red).

the analytical and experimental backscatter levels. Similar
to the downlink verification experiments, we measure the
gains, and impedance values to compute the uplink analyti-
cal 𝐵𝐿 (using Eq. 40) then compare it against the normalized
experimental 𝐵𝐿. Fig. 7b plots the analytical backscatter level
(solid blue) and the experimental backscatter level (dotted
red) as a function of frequency. We note:
• Analytical backscatter level curve accurately tracks the

experimental values across frequencies, and both curves
remain within 1 dB of each other across a large range of
frequencies with a median deviation of 0.76 dB (which is
well within the hydrophone’s precision of 3 dB [36]).

• Our theoretical model and experimental measurements
show that the backscatter level increases linearly with
frequencies from 110 dB at 10 kHz to its peak value of
135 dB at 15.5 kHz. This suggests that the region around
15 kHz is suitable for the backscatter setup’s operation.
Similar to the experimental results of downlink harvested
power, the backscatter level results also show that there
is a null in the transducers’ response around 17 kHz.

This experimental validation suggests that our end-to-end
link budget model accurately captures the performance of
underwater backscatter across frequencies.

4.3.3 SNR vs Frequency. Finally, we validate the analytical
uplink SNR against the experimental measurements across
the frequency range of 10-18 kHz. We estimate the experi-
mental SNR by computing the received signal power and the
noise power in our experimental environment. We compute
the signal power (i.e., backscatter level) across frequencies
using the same method described above, and we quantify
the noise using the hydrophone signal in the absence of
backscatter, but with Tx turned on. Measuring the noise with
Tx on allows us to capture the impact of self-interference
noise [13] (in addition to the ambient noise) in the band of in-
terest. Since we measure signal power across frequencies, we
also record experimental noise across frequencies by linearly
sweeping the carrier frequency of Tx (similar to how we
measure backscatter level). We then use the power-spectral-
density (p.s.d) of the measured noise [42] to compute noise

power in the band of interest. We compute the SNR by sub-
tracting the measured noise power from the signal power
in dBs. We use the same measured noise in the analytical
model to compute analytical SNR.
Fig. 7c plots the analytical (solid blue) and experimental

SNR (dotted red) vs frequency. We note the following:
• Analytical SNR and measured SNR curves match well

across frequencies, with amedian deviation of only 0.75 dB.
• Both curves show that SNR increases monotonically
from ∼25 dB at 10 kHz to a peak value of 40 dB around
15 kHz and then it sharply dips below 25 dB around
17 kHz. We expect this result because our initial exper-
iments of backscatter level measurements suggest that
the backscatter response has a null around 17 kHz.

• The SNR is quite high in this experiment (between 20-
40 dB) because the backscatter node is relatively close
to the Tx and Rx. Recall that this was done to minimize
the impact of multipath on the model. We note that we
intentionally avoided incorporating multipath into the
analytical model since it does not contribute to advancing
our understanding of the underwater link budget.6

This SNR result validates our end-to-end analytical model
and it shows that the model can accurately capture the
backscatter performance across frequencies.

5 EXTENDED ANALYSIS
Now that we have validated our model through simulations
and experiments, we use this model to analyze the backscat-
ter performance as a function of different system parameters.

5.1 Input Electrical Power
First, we study the impact of input electrical power on the
uplink communication range. For this result, we use the ex-
perimentally characterized parameters (i.e., gains and opera-
tional frequency) of our in-house fabricated transducers. We
use 15 kHz as the carrier frequency since our experimental
6While multipath is important for equalization, decoders, and localization
technologies, it is largely orthogonal to the contributions of this work and
can be incorporated by replacing the 𝑃𝐿 term with the appropriate fading
terms for the corresponding medium.
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Figure 8: Theoretical Uplink Communication Range: (a) plots SNR vs distance for our in-house transducers while varying the input electrical power
between 1 W (blue), 150 W (red), and 2 kW (yellow). (b) plots the SNR vs distance for a transmit power of 150 W and a Tx/node directivity index of 5 dB (blue),
10 dB (red), and 20 dB (yellow) and Tx/node/Rx directivity of 20 dB (green). (c) plots SNR vs distance for two different spreading factors. The red curve plots
the practical spreading (𝑘 = 1.5) and the blue curve plots the spherical spreading (𝑘 = 1.5). The dashed line shows the 6 dB decoding threshold.

results (per §4.3) suggested it is the optimal operating point
for these transducers. We assume perfect impedance match-
ing,7 spherical spreading (𝑘 = 2), a bandwidth of 500 Hz
(which is typical in underwater acoustic communications),
and we use standard ocean noise models (described in §2.4)
with a windspeed of 10 m/s and a moderate shipping activ-
ity (𝑠 = 0.5). We use three different power levels: 1 W, 150
Watt which is the standard power consumption of the WHOI
low-power micromodem [43], and 2 kW used by the Navy in
active sonar [44]. We used 6 dB as a decoding threshold [12].

Fig. 8a plots the uplink SNR against the distance for input
power of 1 W (blue), 150 W (red), and 2 kW (yellow). The fig-
ure shows that the SNR drops below the decodable threshold
(6 dB) for 1 W of input power around 20 meters. Increas-
ing the power to 150 W results in increasing the decodable
range to roughly 60 meters, and it further increases beyond
100 meters with 2 kW of input electrical power. These re-
sults show that even with standard low-power acoustics (i.e.,
WHOI micro-modems), 60 m of range is possible using our
unoptimized setup, and may be further extended through
coding gain (at lower throughputs).
5.2 Impact of Directivity
Next, we study the impact of directivity on range perfor-
mance. We assume the same parameters as the previous
simulation, fix the input electrical power to 150 W (similar
to the WHOI low-power micro-modem), and vary directivity.
We use three directivity values 5 dB, 10 dB, and 20 dB based
on existing commercial transducers [45].

Fig. 8b plots the uplink SNR vs distance for three directiv-
ity values for Tx and the node: 5 dB (blue), 10 dB (red), and
20 dB (yellow) with an omnidirectional receiver, as well as
a case were Tx, Rx, and node have 20 dB directivity (dotted
green). The plot shows that for a DI of 5 dB, the uplink SNR
is decodable (above 6 dB) up to 150 meters, and with 10 dB, it
is decodable up to 350 meters. The 20 dB DI transducers push
the uplink decoding range up to several kilometers. Note that
7Our practical matching was within 96% (leading to less than 0.5 dB of loss),
which suggests that perfect electrical matching is a reasonable assumption
at these bandwidths.

the green curve bends at higher ranges because the effect
of absorption loss (sec. §2.2.3) becomes more pronounced
at greater distances. These results show that directive trans-
ducers can extend the operation range of the underwater
backscatter to enable real-world applications.
5.3 Spreading Loss
Finally, we study the impact of the spreading factor on the
achievable range to understand the backscatter performance
in different environments. Specifically, the decay experienced
by a traveling acoustic wave depends on the depth and sound
speed profile of the water column (e.g. shallow water vs a
vertical link in the ocean) [46]. We use the same parameters
described earlier with (𝐷𝐼𝑇𝑥,𝑛𝑜𝑑𝑒 = 10 dB, 𝑃𝑒𝑙𝑒𝑐 = 150 W,
and 𝐷𝐼𝑅𝑥 = 0 dB) and evaluate two values for spreading
factors: 1.5 (practical spreading in shallow waters and sound
channels [19]) and 2 (spherical spreading).
Fig. 8c plots the effect of spreading on the uplink perfor-

mance. The blue curve represents spherical spreading and
the red curve shows practical spreading. We note that the up-
link SNR is decodable for distances greater than 300 meters
for environments with spherical spreading. In comparison,
the uplink range increases to more than a kilometer in an
environment with practical spreading. These results show
the influence of the operation environment on the perfor-
mance of a backscatter system and highlight the extended
ranges achievable in underwater environments which guide
acoustic propagation.
6 RELATEDWORK
6.1 Backscatter in other media
The majority of past work on backscatter link budget has fo-
cused on RF backscatter in air, e.g., RFIDs [16, 17, 20, 47]. Past
work has also looked into modeling backscatter in metal and
concrete [48–50] and in ultrasound inside the body [51–53].
Our work builds on this past literature and is the first to bring
such analysis to the underwater domain, addressing unique
properties such as differential SCS, piezoelectric properties,
and acoustic propagation in water. Past work on ultrasound
inside the body and metals differs from our analysis due to



the near-field nature of their operation, resulting in funda-
mental differences in both transducer behavior (coupling)
and propagation characteristics (near vs far-field).
6.2 Underwater acoustics
Underwater acoustics is a well-developed field, and past work
has modeled the underwater communication channel [18,
19], acoustic propagation [46, 54], and energy harvesting [14,
55, 56]. Our model builds on this past work and incorporates
it into our link budget, extending it with parameters that
have not been part of traditional underwater communication
systems (e.g., differential SCS). Recent work has developed a
preliminary underwater backscatter link budget [14, 57] but
ignored the most critical component of backscatter, namely
differential SCS, and was limited to analytical modeling. Our
research builds on this past literature by introducing the first
comprehensive end-to-endmodel for underwater backscatter
and verifying it through both physics-based simulations and
real-world empirical evaluation.
6.3 Underwater transducer modeling
Piezoelectric transducers are modeled in a variety of ap-
proaches depending on their operating frequencies with
equivalent circuit (lumped-parameter) models used for low
frequency transducers [22, 58] (below 100 kHz), and trans-
mission line models (matrix-based) models used for high
frequency transducers [59] (above 500kHz). Numerical meth-
ods (such as FEM and the boundary-element method BEM)
are also popular for practical transducer design, characteriza-
tion, and parameter identification [23]. Some past work has
also studied scattering and reflection of underwater struc-
tures including standard transducer geometries [60, 61], but
not of backscatter modulation. This work builds on exist-
ing transducer models to develop analytical expressions for
electro-acoustic reflection from piezoelectric transducers re-
gardless of the modeling approach and operating frequency.
Our model defines the first generalized expression of the
electromechanical SCS in terms of fundamental properties of
piezoelectric transducers with no restriction on transducer
geometry or modeling approach.
7 DISCUSSION & EXTENSIONS
This paper presented the first closed-form analytical model
for underwater backscatter and verified it through numerical
simulations and real-world experiments. This model informs
future work in multiple directions:
Complex Channels: The paper focused on the fundamental
link budget, which is independent of specific parameters of
the underwater channel, modulation, or sensing technique.
Since these parameters are common between backscatter
and traditional underwater acoustic communications, the
model can be extended with such parameters from the well-
established literature on underwater acoustic channels. In
particular, future work can extend our model to channels

with multipath, thermoclines, and complex noise by leverag-
ing methods like Bellhop ray-tracing, ocean current simula-
tions, and statistical models.
Communication Parameters: Our analysis focused on an
active downlink source, FM0 modulation, and ambient noise.
It would be interesting to extend this analysis to higher-order
modulations, analog backscatter, and ambient underwater
backscatter as well as unpacking the self-interference noise.
Longer-Range Backscatter: This work informs the design
of next-generation underwater backscatter systems. In par-
ticular, our analysis enables understanding the performance
of these systems as a function of design decisions and con-
straints such as power level, bandwidth/throughput, direc-
tivity, etc. The performance analysis framework shows that
by applying coding, one could further lower the 6-dB thresh-
old and operate over longer ranges (at the expense of lower
throughput). Similarly, by enhancing directivity via sophis-
ticated transducers, arraying, or using other networking
architectures like multihop, one could achieve longer com-
munication ranges.
Marine Mammal Protection: This work provides a critical
tool - that outlines practical and measurable component
specifications - for engineers to quantify the sound levels
and optimize their designs. This tool can be used to design
systems that emit safe sound levels for marine mammals and
comply with the Marine Mammal Protection Act [62].

8 CONCLUSION
This paper marks an important step in our understanding of
underwater backscatter and informs future research toward
a new generation of underwater networks. Our results show
that underwater backscatter systems can achieve several
kilometers of communication range, making them viable for
near-shore (coastal) monitoring of environmental hazards,
hurricanes, tsunamis, aquaculture farms, and medium/short-
range navigation. Future work that extends the communica-
tion range to tens of kilometers would open up even more
possibilities in deep-sea exploration, under-ice navigation,
and deep-ocean monitoring.

As this field evolves, this model can evolve with it to con-
tinue informing the development of newer generations of
these systems, similar to howmodeling cellular networks has
enabled advancing them toward 6G. As underwater backscat-
ter systems evolve, they can help contribute to various ap-
plications including underwater climate change monitoring,
weather prediction, seafood production, disaster response,
and more.
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