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#### Abstract

This paper deals with the orders of input/output equations satisfied by nonlinear systems. Such equations represent differential (or difference, in the discrete-time case) relations between high-order derivatives (or shifts, respectively) of input and output signals. It is shown that, under analyticity assumptions, there cannot exist equations of order less than the minimal dimension of any observable realization; this generalizes the known situation in the classical linear case. The results depend on new facts, themselves of considerable interest in control theory, regarding universal inputs for observability in the discrete case, and observation spaces in both the discrete and continuous cases. Included in the paper is also a new and simple self-contained proof of Sussmann's universal input theorem for continuous-time analytic systems.
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1. Introduction. Previous papers by the authors (see [40], [41]) studied various relationships between realizability of continuous-time systems and the existence of algebraic or analytic input/output differential equations. These are equations of the form

$$
\begin{equation*}
E\left(u(t), u^{\prime}(t), u^{\prime \prime}(t), \ldots, u^{(r-1)}(t), y(t), y^{\prime}(t), y^{\prime \prime}(t), \ldots, y^{(r)}(t)\right)=0 \tag{1}
\end{equation*}
$$

that relate inputs $u(\cdot)$ and outputs $y(\cdot)$. Such equations, and their discrete-time analogues, are of interest in identification theory and arise also naturally in the "behavioral" approach to systems (see, e.g., [43]). They provide a natural generalization of the autoregressive moving-average representations that appear in linear systems theory, where $E$ is linear (in that case, the Laplace transform of the equation leads to the usual transfer function).

The papers [37], [40], [41] (see also [28] for analogous work in the discrete-time case) dealt with the relationships between the existence of such equations and the possibility of realizing the corresponding input/output (i/o) operator $u(\cdot) \mapsto y(\cdot)$ by a state-space system of the type

$$
\begin{equation*}
x^{\prime}(t)=f(x(t))+G(x(t)) u(t), \quad y(t)=h(x(t)) \tag{2}
\end{equation*}
$$

whose state $x(t)$ evolves in an $n$-dimensional manifold. (Precise definitions are given later; for the rest of the introduction we give an informal discussion. The main assumption will be that all functions appearing are analytic.) While i/o equation descriptions of type (1) are well suited to identification algorithms, state-space descriptions of type (2) are often the basis of feedback design tools and are needed for

[^0]the statement and solution of control problems. Thus, it is of great interest to study the possible relationships between the two kinds of descriptions.

A question that has not been sufficiently studied and was not addressed in [40], [41] is that of comparing the order $r$ of an i/o equation (1) to the minimal possible dimension $n$ of a realization (2). In discrete time, for the analogous equations

$$
\begin{equation*}
E(u(t-1), u(t-2), \ldots, u(t-r), y(t), y(t-1), \ldots, y(t-r))=0 \tag{3}
\end{equation*}
$$

and systems

$$
\begin{equation*}
\Sigma: \quad x(t+1)=f(x(t), u(t)), \quad y(t)=h(x(t)), \quad t=0,1,2, \ldots \tag{4}
\end{equation*}
$$

it was known for a long time (see [28]) that one may have $r<n$, even if the system in (4) is minimal. It turns out, perhaps surprisingly, that this cannot happen in the continuous-time case: we prove here that if there is a minimal realization of dimension $n$, then no i/o equation can have order less than $n$. Moreover, we show that the result holds true also for discrete-time systems that are reversible, that is, those for which the controls induce one-to-one maps on the state space (the examples in [28] were not reversible).

The results in [40], [41] depend on an important equality among observation spaces. The latter are sets of functions on the state space that are obtained by performing different kinds of "experiments" with the system and extracting infinitesimal information from the observed data. The basic fact needed was established in [39], and it related the space obtained by using piecewise constant controls (and derivatives of the output function with respect to switching times between constant pieces) to the space obtained when using differentiable inputs instead (and the corresponding jet of derivatives of the output at time zero). The new results given in this paper depend on new facts, themselves of considerable interest in control theory, regarding subspaces obtained by the application of "generic" smooth inputs.

The results in this paper were announced and their proofs sketched in the conference paper [32] (and for discrete time in [42]). To be more precise, in [32] we derived our results from an equality between observation spaces that is somewhat weaker than the corresponding one proved here; namely, instead of the current Lemma 2.1, we only had that $\mathrm{d} \mathcal{F}(x)=\mathrm{d} \mathcal{F}_{\mu}(x)$ for generic jets $\mu$ and for generic states $x$. This is all that is needed in order to establish the desired results on orders of i/o equations. However, while this journal version was being written, Coron [5] showed that the equality can be strengthened so that it holds for all (not merely generic) states (but still generic $\mu$ ). Since it turns out that the stronger equality can in fact be obtained with essentially the same proof as in [32], we now present the result directly in that form. (Since we are only interested in analytic systems, we can use elementary facts from analytic geometry to present a simpler approach to the problem than in [5]; in that reference the techniques of proof are very different, as the focus is on applications to feedback control problems for smooth systems. See also [31] for remarks on applications of results of the type proved here to path planning and feedback.)

In the development of the new observation space results, we needed to extend to discrete time the well-known and fundamental theorem by Sussmann on universal inputs for distinguishability of continuous-time analytic systems. It turned out that our proof also applies in continuous time. The theorem is obtained in a fairly direct way from a stronger result, Lemma 2.1 in this work. The proof of Lemma 2.1 is very elementary and intuitive, as it does not use anything more complicated than the fact that every descending chain of sets defined by analytic equations stabilizes relative
to any fixed compact. (The original proof of Sussmann's theorem relies heavily on the stratification theory of subanalytic sets, a considerably deeper set of tools. Thus one contribution of this paper is to provide an alternative and simpler proof of that important result.) In addition to its role in helping to derive the universal input theorem and our main results, Lemma 2.1 also has its own independent interest, as it provides relationships between observation spaces defined in different ways and, thus, provides connections between several different notions of observability. We also note the very recent work [33], where further results on universal inputs are presented; these results show in particular the existence of inputs that are universal uniformly over the class of all analytic systems.

Another set of results that arose naturally while studying the problems in this paper, and which are included here, deals with the relationships among various alternative notions of observability, especially those proposed in the context of the differential-algebraic approach to control theory. We are able to characterize, for instance, the notion of observability proposed in [10], [9] in terms of more standard local observability concepts.
1.1. Other related work. In addition to the references already mentioned, work by many authors is related to the topic of i/o equations and realizability; see for instance [6], [13], [37]. In particular, [7], [8] showed that one must add inequality constraints to (1) in order to obtain a precise characterization of the behavior of a state-space system, unless stronger algebraic conditions hold. In [26], [38], [4], local i/o equations were derived under nondegeneracy rank conditions, for smooth systems, under observability assumptions. The notions of observation space and algebra that we employ were introduced for discrete-time systems in [28], and their analogous continuous-time versions were given in [2], [3].
1.2. Outline of paper. In $\S 2$ we introduce continuous-time systems and a technical result on observation spaces for generic jets. Certain special cases for which stronger conclusions can be given, namely bilinear and rational systems, are also studied there. In $\S 3$, we define universal inputs and relate their properties to the results on equality of observation spaces and to the orders of i/o equations. The following section has a proof of the main technical results stated in $\S \S 2$ and 3. After this, $\S 5$ provides the discrete-time results. There are also two appendices with some technical lemmas that are required by the proofs.
2. Observation spaces for continuous-time systems. In this section we first discuss several natural ways of defining observation spaces for continuous-time systems and then explore the relationships between the different definitions.
2.1. Observation spaces. Consider an analytic system

$$
\Sigma:\left\{\begin{align*}
x^{\prime}(t) & =g_{0}(x(t))+\sum_{i=1}^{m} g_{i}(x(t)) u_{i}(t)  \tag{5}\\
y(t) & =h(x(t))
\end{align*}\right.
$$

where for each $t, x(t) \in \mathcal{M}$, which is an analytic (second countable) manifold of dimension $n, h: \mathcal{M} \longrightarrow \mathbb{R}$ is an analytic function and $g_{0}, g_{1}, \ldots, g_{m}$ are analytic vector fields defined on $\mathcal{M}$. Controls are measurable essentially bounded maps $u$ : $[0, T] \longrightarrow \mathbb{R}^{m}$ defined on suitable intervals. In general, $\varphi(t, x, u)$ denotes the state trajectory of (5) corresponding to a control $u$ and initial state $x$, defined at least for small $t$.

In the special case in which $\mathcal{M}=\mathbb{R}^{n}$ and the entries of the vector fields $g_{i}$ 's (on the natural global coordinates) and of the function $h$ are rational (with no real poles), we call (5) a rational system. If, in addition, the entries of the $g_{i}$ 's and $h$ are polynomials, we call (5) a polynomial system.

For a given continuous-time system, let $\mathcal{F}$ be the subspace of functions $\mathcal{M} \longrightarrow \mathbb{R}$ spanned by the Lie derivatives of $h$ in the directions of $g_{0}, g_{1}, \ldots, g_{m}$, i.e.,

$$
\begin{equation*}
\mathcal{F}:=\operatorname{span}_{\mathbb{R}}\left\{L_{g_{i_{1}}} L_{g_{i_{2}}} \ldots L_{g_{i_{r}}} h: r \geq 0,0 \leq i_{j} \leq m\right\} \tag{6}
\end{equation*}
$$

This is the observation space associated with (5) (see, e.g., [30, Rem. 5.4.2]) For each $x \in \mathcal{M}$, let $\mathcal{F}(x)$ denote the space obtained by evaluating the elements of $\mathcal{F}$ at $x$.

For each $\alpha \in \mathcal{F}$, we may consider its differential $\mathrm{d} \alpha$, seen as a 1 -form. For each $x \in \mathcal{M}$, we let $\mathrm{d} \mathcal{F}(x)$ be the space of covectors defined by

$$
\mathrm{d} \mathcal{F}(x)=\{\mathrm{d} \alpha(x): \alpha \in \mathcal{F}\}
$$

We also let $\mathrm{d} \mathcal{F}$ be $\{d \alpha: \alpha \in \mathcal{F}\}$ as a space of 1 -forms.
A related construction is as follows. First, let $\mathbb{R}^{m, \infty}=\prod_{i=1}^{\infty} \mathbb{R}^{m}$ endowed with the box topology, for which a base of open sets consists of all sets of the form $\prod_{i=1}^{\infty} \mathcal{U}_{i}$, where each $\mathcal{U}_{i}$ is an open set of $\mathbb{R}^{m}$. A generic subset $\mathcal{W}$ of $\mathbb{R}^{m, \infty}$ is one that contains a countable intersection of open dense sets. It can easily be shown that with the above topology, $\mathbb{R}^{m, \infty}$ is a Baire space; thus, a generic subset is always dense.

Now for any $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right)$ in $\mathbb{R}^{m, \infty}$, we define

$$
\begin{equation*}
\psi_{i}(x, \mu)=\left.\frac{d^{i}}{d t^{i}}\right|_{t=0} h(\varphi(t, x, u)) \tag{7}
\end{equation*}
$$

for $i \geq 0$, where $u$ is any $C^{\infty}$ control with initial values $u^{(j)}(0)=\mu_{j}$. The functions $\psi_{i}(x, \mu)$ can be expressed-applying repeatedly the chain rule-as polynomials in the $\mu_{j}=\left(\mu_{1 j}, \ldots, \mu_{m j}\right)$ whose coefficients are analytic functions (rational functions if the system is rational) of $x$. Take the single-input case

$$
\dot{x}=f(x)+g(x), \quad y=h(x)
$$

(for simplicity of notation) as an example. The functions are

$$
\begin{aligned}
& \psi_{0}(x, \mu)=h(x) \\
& \psi_{1}(x, \mu)=L_{f} h(x)+\mu_{0} L_{g} h(x) \\
& \psi_{2}(x, \mu)=L_{f}^{2} h(x)+\mu_{0}\left(L_{g} L_{f} h(x)+L_{f} L_{g} h(x)\right)+\mu_{0}^{2} L_{g}^{2} h(x)+\mu_{1} L_{g} h(x)
\end{aligned}
$$

and so forth. For instance, for single-input single-output linear systems

$$
x^{\prime}=A x+b u, \quad y=c x
$$

we have,

$$
\psi_{l}(x, \mu)=c A^{l} x+\sum_{i=1}^{l} \mu_{i-1} c A^{i-1} b, \quad l=0,1, \ldots
$$

For each fixed $\mu \in \mathbb{R}^{m, \infty}$, let $\mathcal{F}_{\mu}$ be the subspace of functions from $\mathcal{M}$ to $\mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{F}_{\mu}=\operatorname{span}_{\mathbb{R}}\left\{\psi_{0}(\cdot, \mu), \psi_{1}(\cdot, \mu), \psi_{2}(\cdot, \mu), \ldots\right\} \tag{8}
\end{equation*}
$$

and let $\mathcal{F}_{\mu}(x)$ be the space obtained by evaluating the elements of $\mathcal{F}_{\mu}$ at $x$ for each $x \in \mathcal{M}$. Let $\mathrm{d} \mathcal{F}_{\mu}(x)$ be the space of covectors given by

$$
\mathrm{d} \mathcal{F}_{\mu}(x)=\left\{\mathrm{d} \psi(x, \mu): \psi \in \mathcal{F}_{\mu}\right\}
$$

for each $x \in \mathcal{M}$. For instance, for linear systems, $\mathrm{d} \psi_{l}(x, \mu)=c A^{l}$ and

$$
\mathrm{d} \mathcal{F}_{\mu}(x)=\operatorname{span}\left\{c, c A, c A^{2}, \ldots\right\}
$$

which is independent of $\mu$ (and $x$ ). We also let $\mathrm{d} \mathcal{F}_{\mu}$ be $\left\{d \psi(\cdot, \mu): \psi \in \mathcal{F}_{\mu}\right\}$, seen as a space of covector fields.

Clearly, for each $\mu, \mathcal{F}_{\mu}$ is a subspace of $\mathcal{F}$, and therefore, for each $x$ also $\mathrm{d} \mathcal{F}_{\mu}(x)$ is a subspace of $\mathrm{d} \mathcal{F}(x)$. The main result in [39] says that

$$
\begin{equation*}
\mathcal{F}=\sum_{\mu} \mathcal{F}_{\mu} \tag{9}
\end{equation*}
$$

This equality is fundamental in establishing results linking realizability to the existence of i/o equations, in [40] and [41]. In intuitive but less rigorous terms, the equality in (9) can be interpreted as follows. We consider the successive derivatives $y(0), y^{\prime}(0), y^{\prime \prime}(0), \ldots$ expressed as functions of $x(0)$ and $u(0), u^{\prime}(0), u^{\prime \prime}(0), \ldots$ For particular controls $u(t)$, the $y(0), y^{\prime}(0), y^{\prime \prime}(0), \ldots$ are just functions of $x$; taking the span of all such functions, over all possible smooth controls, one obtains the righthand side of (9). On the other hand, taking all possible piecewise-constant instead of smooth controls and taking derivatives with respect to the times at which the controls switch values, one obtains the space $\mathcal{F}$ in the left-hand side of (9).

The following is a technical result for continuous-time systems, which will help in deriving the desired facts about i/o equations.

Lemma 2.1. Assume that (5) is an analytic system. Then there exists a generic subset $\mathcal{W}$ of $\mathbb{R}^{m, \infty}$ such that

$$
\begin{equation*}
\mathcal{F}(x)=\mathcal{F}_{\mu}(x) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{d} \mathcal{F}(x)=\mathrm{d} \mathcal{F}_{\mu}(x) \tag{11}
\end{equation*}
$$

for every $x \in \mathcal{M}$ and all $\mu \in \mathcal{W}$.
Remark 2.2. The above conclusions are also true if instead of the box topology one uses the weak topology on $\mathbb{R}^{m, \infty}$. This is the topology for which a basis of open sets consists of all sets of the form $\prod_{i=1}^{\infty} \mathcal{U}_{i}$, where each $\mathcal{U}_{i}$ is an open subset of $\mathbb{R}^{m}$ and only finitely many of them are proper subsets of $\mathbb{R}^{m}$. Clearly, the weak topology is coarser than the topology used before. With this topology, $\mathbb{R}^{m, \infty}$ is again a Baire space. We will remark at the end of the proof of Lemma 2.1 in $\S 4$ that the conclusions of Lemma 2.1 also hold for the weak topology. Moreover, these conclusions can be established as consequences of a more general result about convergent generating series, that ensures there exists a generic subset $\mathcal{W}$ of $\mathbb{R}^{m, \infty}$ with the property that these jets suffice for distinguishing all possible convergent generating series; more details are given in [33].

Remark 2.3. The conclusions in Lemma 2.1 do not always hold for every $\mu \in$ $\mathbb{R}^{m, \infty}$. Consider as an illustration the following bilinear system:

$$
\begin{equation*}
x_{1}^{\prime}=x_{2}, \quad x_{2}^{\prime}=x_{2}+x_{1} u, \quad y=x_{2} . \tag{12}
\end{equation*}
$$

For this system, $\mathcal{F}=\operatorname{span}\left\{x_{1}, x_{2}\right\}$, thus, $\mathcal{F}(x) \neq 0$ for all $x \neq 0$. But on the other hand, we have

$$
\psi_{0}(x, \mu)=x_{2}, . \psi_{1}(x, \mu)=x_{2}+x_{1} \mu_{0}
$$

and in general, $\psi_{k}(x, \mu)=P_{k}\left(x, \mu_{0}, \mu_{1}, \ldots, \mu_{k-2}\right)+x_{1} \mu_{k-1}$, where $P_{k}$ is some polynomial. Clearly, for every $x=\left(x_{1}, x_{2}\right)$ for which $x_{1} \neq 0$, one can find a solution $\mu$ recursively for the equations $\psi_{i}(x, \mu)=0$ for $i>0$. Hence, as long as $x_{1} \neq 0$ and $x_{2}=0$, there exists some jet $\mu$ such that $\mathcal{F}_{\mu}(x)=0$, which is therefore different from $\mathcal{F}(x)$ when $x_{1} \neq 0$ and $x_{2}=0$.
2.2. Algebraic formulation. In this section, we assume for simplicity that $\mathcal{M}=\mathbb{R}^{n}$; we could work with more general manifolds but this would complicate notation, and in any case we will only need to apply the results given here locally. We say a function $\beta$ is a meromorphic function if $\beta=\frac{p}{q}$, where $p$ and $q$ are analytic functions defined on $\mathcal{M}$, and $q \not \equiv 0$. (Note that this global definition is different from the local definition usually given; see, e.g., [17]. It will be enough for our purposes.) For each function $\alpha \in \mathcal{F}, \mathrm{d} \alpha$ is a covector field defined on $\mathcal{M}$. If $\beta$ is a meromorphic function defined on $\mathcal{M}$, then $\beta \mathrm{d} \alpha$ is a well-defined 1 -form on some open dense subset of $\mathcal{M}$ and any finite sum of such partially defined covector fields is defined on a common open dense set. Thus, we may introduce the subspace $\widehat{\mathrm{d} \mathcal{F}}$ of the cotangent space defined by

$$
\widehat{\mathrm{d}} \mathcal{F}:=\operatorname{span}_{\mathbb{R}_{x}}\{\mathrm{~d} \alpha: \alpha \in \mathcal{F}\}
$$

where $\mathbb{R}_{x}$ is the field of meromorphic functions defined on $\mathcal{M}$. Similarly, one can define, for each $\mu \in \mathbb{R}^{m, \infty}$, the space $\widehat{\mathrm{d}} \mathcal{F}_{\mu}$ by

$$
\widehat{\mathrm{d}} \mathcal{F}_{\mu}:=\operatorname{span}_{\mathbb{R}_{x}}\left\{\mathrm{~d} \alpha: \alpha \in \mathcal{F}_{\mu}\right\}
$$

Note that there are natural identifications $\widehat{\mathrm{d}} \mathcal{F} \simeq \mathrm{d} \mathcal{F} \otimes \mathbb{R}_{x}$ and $\widehat{\mathrm{d}} \mathcal{F}_{\mu} \simeq \mathrm{d} \mathcal{F}_{\mu} \otimes \mathbb{R}_{x}$.
Since $\mathcal{M}=\mathbb{R}^{n}$, we can identify elements of $\widehat{\mathrm{d}} \mathcal{F}$ with vectors

$$
\left(\alpha_{1}(x), \alpha_{2}(x), \ldots, \alpha_{n}(x)\right)
$$

of meromorphic functions defined on $\mathcal{M}$. The dimension of $\widehat{d} \mathcal{F}$ over $\mathbb{R}_{x}$ is the size of the largest matrix that can be formed out of such vectors and has full rank, i.e., has a minor that is not zero as a function. That is, $\operatorname{dim}_{\mathbb{R}_{x}} \widehat{\mathrm{~d}} \mathcal{F}$ is the same as $\max _{x \in \mathcal{M}} \operatorname{dim} \mathrm{~d} \mathcal{F}(x)$. A similar argument can be made for each $\mathrm{d} \mathcal{F}_{\mu}(x)$; together with Lemma 2.1, we can then conclude the following corollary.

Corollary 2.4. For any analytic system, $\widehat{\mathrm{d}} \mathcal{F}_{\mu}=\widehat{\mathrm{d}} \mathcal{F}$ for all $\mu$ in a generic set of $\mathbb{R}^{m, \infty}$.

Yet another object is obtained if one instead views the elements

$$
\begin{equation*}
\psi_{i}(x, U) \tag{13}
\end{equation*}
$$

as rational functions (in particular polynomials), on the formal variables $U=\left\{U_{i j}\right\}$, whose coefficients are functions of $x$, as opposed to seeing them as functions of $x$ for each numerical choice $U_{i j}=\mu_{i j}$. We proceed as follows. Let

$$
K=\mathbb{R}\left(\left\{U_{i j}: 1 \leq i \leq m, j \geq 0\right\}\right)
$$

be the field obtained by adjoining the indeterminates $U_{i j}$ to $\mathbb{R}$, and let

$$
K_{x}=\mathbb{R}_{x}\left(\left\{U_{i j}: 1 \leq i \leq m, j \geq 0\right\}\right)
$$

be the field obtained by adjoining the indeterminates $U_{i j}$ to $\mathbb{R}_{x}$. We then let $\mathfrak{F}$ be defined as the subspace of $K_{x}$ spanned by the functions $\psi_{i}$ over the field $K$, i.e.,

$$
\mathfrak{F}:=\operatorname{span}_{K}\left\{\psi_{i}: i \geq 0\right\}
$$

Thus, $\mathfrak{F}$ consists of finite linear combinations $\sum q_{i}(U) \psi_{i}(x, U)$, where the $q_{i}(\cdot)$ are rational functions on the variables $\left\{U_{i j}\right\}$. Such a linear combination can be seen as a rational function on the $\left\{U_{i j}\right\}$ whose coefficients are meromorphic functions of $x$ (and hence also meromorphic functions) and, thus, elements of $K_{x}$. The differentials (with respect to $x$ ) of elements of $K_{x}$ are viewed as rational functions in $\left\{U_{i j}\right\}$, whose coefficients are (in general, partially defined) covector fields. Finally we define

$$
\widehat{\mathrm{dF}}:=\operatorname{span}_{K_{x}}\{\mathrm{~d} \psi: \psi \in \mathfrak{F}\} .
$$

Then Lemma 2.1 implies the following corollary.
Corollary 2.5. For any analytic system, $\operatorname{dim}_{\mathbb{R}_{x}} \widehat{\mathrm{~d}} \mathcal{F}=\operatorname{dim}_{K_{x}} \widehat{\mathrm{~d} \mathscr{F}}$.
Proof. Clearly $\operatorname{dim}_{K_{x}} \widehat{\mathrm{~d} \mathscr{F}} \leq \operatorname{dim}_{\mathbb{R}_{x}} \widehat{\mathrm{~d}} \mathcal{F}$. Conversely, $\operatorname{dim}_{K_{x}} \widehat{\mathrm{~d} \mathfrak{F}}=\max _{\mu} \operatorname{dim}_{R_{x}} \widehat{\mathrm{~d}} \mathcal{F}_{\mu}$. The desired conclusion then follows from Corollary 2.4.
2.3. Bilinear and rational systems. Now consider the bilinear system

$$
\begin{aligned}
& x^{\prime}=A_{0} x+\sum_{i=1}^{m} u_{i} A_{i} x, \\
& y=c x,
\end{aligned}
$$

where $A_{0}, A_{1}, \ldots, A_{m}$ are $n \times n$ matrices and $c$ is an $1 \times n$ matrix. For each multi-index $i_{1} i_{2} \ldots i_{r}$, where $0 \leq i_{j} \leq m$ for each $j \geq 0$,

$$
L_{g_{i_{1}}} L_{g_{i_{2}}} \ldots L_{g_{i_{r}}} h(x)=c A_{i_{r}} A_{i_{r-1}} \ldots A_{i_{1}} x
$$

Note that $\psi_{i}$ (as defined in (7)) is also linear in $x$ for each $i$; for instance, in the single-input case (for simplicity of notation),

$$
\psi_{2}\left(x, \mu_{0}, \mu_{1}\right)=c\left(A_{0}+\mu_{0} A_{1}\right)^{2} x+\mu_{1} c A_{1} x .
$$

Thus, for the bilinear case, we have the following corollary.
Corollary 2.6. For a bilinear system,

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}_{\mu} \quad \text { and } \quad \mathrm{d} \mathcal{F}=\mathrm{d} \mathcal{F}_{\mu} \tag{14}
\end{equation*}
$$

for every $\mu$ in a generic subset of $\mathbb{R}^{m, \infty}$.
Remark 2.7. We would like to point out that this corollary does not hold in general. The following simple example shows that for a general nonlinear system, $\mathcal{F}$ and $\mathcal{F}_{\mu}$ (respectively, $\mathrm{d} \mathcal{F}$ and $\mathrm{d} \mathcal{F}_{\mu}$ ) may not be the same for any $\mu$, even though the two spaces $\widehat{\mathrm{d}} \mathcal{F}$ and $\widehat{\mathrm{d}} \mathcal{F}_{\mu}$ are the same.

Example 2.8. Consider the system

$$
x^{\prime}=x^{3}+x^{2} u, \quad y=x
$$

It is easy to see that

$$
\begin{aligned}
& y=x, \quad y^{\prime}=x^{3}+x^{2} u \\
& y^{\prime \prime}=3 x^{5}+5 x^{4} u+2 x^{3} u^{2}+x^{2} u^{\prime}
\end{aligned}
$$

and in general, $y^{(k)}=(2 k-1)!!x^{2 k+1}+p_{k}\left(u, u^{\prime}, \ldots, u^{(k-2)}, x\right)+x^{2} u^{(k-1)}$, where $p_{k}$ is a polynomial in $x$ of degree less than or equal to $2 k$. It can be seen that

$$
\mathcal{F}=\operatorname{span}_{\mathbb{R}}\left\{x, x^{2}, x^{3}, \ldots\right\}
$$

However, $x^{2} \notin \mathcal{F}_{\mu}$ for any $\mu$ for the following reason. Assume that

$$
x^{2}=\sum_{i=0}^{k} a_{i} \psi_{i}(x, \mu)
$$

for some $k$ and some $a_{0}, a_{1}, \ldots, a_{k} \in \mathbb{R}$. Then $a_{i}=0$ for $i \geq 2$, otherwise the degree of $x$ in the left-hand side would be higher than 3 . Thus the above equation becomes

$$
x^{2}=a_{0} x+a_{1}\left(x^{3}+x^{2} \mu_{0}\right),
$$

which is impossible. This shows that $\mathcal{F}_{\mu} \neq \mathcal{F}$ for any $\mu$ even though, in this case, $\widehat{\mathrm{d}} \mathcal{F}=\widehat{\mathrm{d}} \mathcal{F}_{\mu}=\operatorname{span}_{\mathbb{R}_{x}}\{d x\}$ for all $\mu$.

In this example, it is also true that $\mathrm{d} \mathcal{F} \neq \mathrm{d} \mathcal{F}_{\mu}$ for any $\mu$. This can be shown as follows. If $\mathrm{d} \mathcal{F}=\mathrm{d} \mathcal{F}_{\mu}$, then $\mathrm{d} x^{2}=2 x \mathrm{~d} x \in \mathrm{~d} \mathcal{F}_{u}$. From here it would follow that $x^{2}=\alpha_{1}(x, \mu)+\alpha_{2}(x, \mu)+\cdots+\alpha_{l}(x, \mu)+c$ for some elements $\alpha_{i} \in \mathcal{F}_{\mu}$ and some constant $c \in \mathbb{R}$. But it can be seen from the above argument that this is impossible.

Assume now that (5) is a rational system. Define $\mathcal{A}\left(\mathcal{A}_{\mu}\right.$, respectively) as the $\mathbb{R}$-algebra generated by the elements of $\mathcal{F}\left(\mathcal{F}_{\mu}\right.$, repectively $)$. Then we define the observation field $\mathcal{Q}$ ( $\mathcal{Q}_{\mu}$, respectively) as the quotient field of $\mathcal{A}$ ( $\mathcal{A}_{\mu}$, respectively). For a field extension $Q$ of $\mathbb{R}$, we use $\operatorname{trdeg}_{\mathbb{R}} Q$ to denote the transcendence degree of $Q$ over $\mathbb{R}$. Then we have the following conclusion for rational systems, in analogy to the above conclusion about bilinear systems.

Corollary 2.9. For a rational system,

$$
\operatorname{trdeg}_{\mathbb{R}} \mathcal{Q}=\operatorname{trdeg}_{\mathbb{R}} \mathcal{Q}_{\mu}
$$

for each $\mu$ in a generic subset of $\mathbb{R}^{m, \infty}$.
3. Observability and universal inputs in continuous time. Consider an analytic system (5). Fix any two states $p, q \in \mathcal{M}$ and take an input $u$. We say $p$ and $q$ are distinguished by $u$, denoted by $p \not \chi_{u} q$, if $h(\varphi(\cdot, p, u)) \neq h(\varphi(\cdot, q, u))$ (considered as functions defined on the common domain of $\varphi(\cdot, p, u)$ and $\varphi(\cdot, q, u)$ ); otherwise we say $p$ and $q$ cannot be distinguished by $u$, denoted by $p \sim_{u} q$. If $p$ and $q$ cannot be distinguished by any input $u$, then we say $p$ and $q$ are indistinguishable, denoted by $p \sim q$. If for any two states, $p \sim q$ implies $p=q$, then we say that system (5) is observable. (See [30, Chap. 5].)

An input $u$ is called a universal (distinguishing) input for system (5) if every distinguishable pair can be distinguished by $u$. The existence of universal inputs was first studied in [15] for bilinear systems, in [27] for analytic systems with compact state spaces, and for arbitrary analytic systems in [35] for the continuous case. In this work, we will provide a different and simpler proof of the general result in [35]. (Also, we later give a discrete-time version.) We now state the result to be proved.

For each $T>0$, we consider $\mathcal{C}^{\infty}[0, T]$ endowed with the Whitney topology, that is, the topology for which a neighborhood base for each function $u(\cdot) \in \mathcal{C}^{\infty}[0, T]$ consists of the sets of the following form:

$$
\mathcal{U}_{u, k, \delta}=\left\{v \in \mathcal{C}^{\infty}[0, T]: \max _{0 \leq i \leq k, t \in[0, T]}\left|v^{(i)}(t)-u^{(i)}(t)\right| \leq \delta\right\}
$$

for some $k \geq 0$ and some $\delta>0$. This is well known to be a Baire space (see [14]). By a generic subset of $\mathcal{C}^{\infty}[0, T]$ we mean a subset of $\mathcal{C}^{\infty}[0, T]$ containing a countable intersection of open dense sets.

Theorem 3.1 (Sussmann's universal input theorem). For any analytic system (5), and any fixed $T>0$, the set of universal inputs is a generic subset of $\mathcal{C}^{\infty}[0, T]$.

Proposition 3.2. There is always an analytic universal input for any analytic system.

We will provide proofs of Theorem 3.1 and Proposition 3.2 in $\S 4.1$.
Consider the following more general class of systems:

$$
\begin{equation*}
x^{\prime}(t)=f(x(t), u(t)), \quad y(t)=h(x(t)), \tag{15}
\end{equation*}
$$

where for each $t, x(t) \in \mathcal{M}$, which is an analytic manifold of dimension $n, h: \mathcal{M} \rightarrow \mathbb{R}$ is an analytic function and $f: \mathcal{M} \times \mathbb{R}^{m} \rightarrow T \mathcal{M}$ is analytic and $f(x, u) \in T_{x} \mathcal{M}$ for each $(x, u)$, so in particular, $f(\cdot, u)$ is an analytic vector field for each $u \in \mathbb{R}^{m}$. Controls are measurable essentially bounded maps: $u:[0, T] \longrightarrow \mathbb{R}^{m}$, for some $T=T_{u}>0$. We apply the same definitions of distinguishability, observability, and universal inputs as for system (5) to system (15). One can then generalize the conclusion of Theorem 3.1 to systems of type (15) by means of the following argument. We consider the following system:

$$
\begin{align*}
x^{\prime}(t) & =f(x(t), z(t)), \quad z^{\prime}(t)=v(t), \\
y(t) & =h(x(t)), \tag{16}
\end{align*}
$$

where $v$ is now a new control. By Proposition 5.1.11 in [30], one knows that if ( $x_{1}, x_{2}$ ) is a distinguishable pair for (15), then $x_{1}, x_{2}$ can be distinguished by a differentiable (in fact, an analytic) control $u$. It then follows that for (16), the pair ( $\xi, \zeta$ ), where $\xi=\left(x_{1}, u(0)\right)$ and $\zeta=\left(x_{2}, u(0)\right)$, is distinguished by $v(t)=u^{\prime}(t)$. On the other hand, if for (16) the pair $\left(\left(x_{1}, z\right),\left(x_{2}, z\right)\right)$ is distinguished by $v$, then for (15) $\left(x_{1}, x_{2}\right)$ is distinguished by the control

$$
z+\int_{0}^{t} v(s) d s
$$

Therefore, $\left(x_{1}, x_{2}\right)$ is a distinguishable pair of (15) if and only if there exists some $z \in \mathbb{R}^{m}$ such that $\left(\left(x_{1}, z\right),\left(x_{2}, z\right)\right)$ is a distinguishable pair for (16) for some $z$. Applying Theorem 3.1 to system (16), we proved the following conclusion.

Corollary 3.3. The universal inputs for system (15) form a generic subset of $\mathcal{C}^{\infty}[0, T]$, for any $T>0$.
3.1. Other notions of observability. In what follows, we study relationships among several alternative notions of "observability" that have been proposed by various authors.

Take an open subset $\mathcal{U}$ of $\mathcal{M}$ and any two points $p, q \in \mathcal{U}$. If for every input $u$, $h(\varphi(t, p, u))=h(\varphi(t, q, u))$ for each $t$ for which $\varphi(T, p, u)$ and $\varphi(T, q, u)$ are both
defined and in $\mathcal{U}$ for all $0 \leq t \leq T$, then we say that $p$ and $q$ are $\mathcal{U}$-indistinguishable (see, e.g., [29]).

Fix a point $p \in \mathcal{M}$. If for every neighborhood $\mathcal{U}_{p}$ there is a neighborhood $V_{p} \subset \mathcal{U}_{p}$ such that for any $q \in V_{p}$ the condition that $q$ and $p$ are $\mathcal{U}_{p}$-indistinguishable implies $p=q$, then we say the system (5) is locally observable at $p$. If (5) is locally observable at every point $p$, then we say (5) is locally observable. If there is an open dense set $\mathcal{U} \subset \mathcal{M}$ such that (5) is locally observable at every point $p$ of $\mathcal{U}$, then we say (5) is generically locally observable. See [29] for details on local observability and related concepts such as the slightly different definition in [26]. The following fact is an immediate consequence of Lemma 2.10 and facts (2.4) and (2.8) in [29].

Proposition 3.4. An analytic system (5) is generically locally observable if and only if $\max _{x} \operatorname{dim} \mathrm{~d} \mathcal{F}(x)=n$.

Proposition 3.5. Let $\mathcal{M}=\mathbb{R}^{n}$ and let (5) be an analytic system. Then the following are equivalent:
(1) The system is generically locally observable.
(2) $\operatorname{dim}_{K_{x}} \widehat{\mathrm{~d} \mathfrak{F}}=n$.
(3) $\operatorname{dim}_{\mathbb{R}_{x}} \widehat{\mathrm{~d}} \mathcal{F}=n$.

Proof. The maximum dimension of $\mathrm{d} \mathcal{F}(x)$ is the same as the $\operatorname{dim}_{\mathbb{R}_{x}} \widehat{\mathrm{~d}} \mathcal{F}$. This shows that (1) and (3) are equivalent; (2) is equivalent to (3) by Corollary 2.5.

For a polynomial system, the $\psi_{i}(x, U)$ 's (as defined in (13)) are polynomial functions of both $x$ and $U$. We say that a polynomial system is weakly algebraically observable if each coordinate $x_{i}$ iṣ algebraically over the field $K\left(\left\{\psi_{i}: i \geq 0\right\}\right)$ $\left(=\mathbb{R}\left(\left\{U_{i j}, \psi_{k}, i=1, \ldots, m ; j, k \geq 0\right\}\right)\right)$. It follows that $\Sigma$ is weakly algebraically observable if and only if $\operatorname{dim}_{K(x)} \widehat{\mathrm{d} \mathfrak{F}}=n$, where $K(x)$ is the field of rational functions over $K$. (This is proved as follows: The dimension condition is equivalent, by [18, Thm. III of III.7], to the property that the transcendence degree of $K_{0}=K\left(\left\{\psi_{i}\right.\right.$ : $i \geq 0\}$ ) over $K$ should be equal to $n$. On the other hand, we have the inclusions $K \subseteq K_{0} \subseteq K(x)$, so $\operatorname{trdeg}_{K} K_{0}+\operatorname{trdeg}_{K_{0}} K(x)=n$. Thus the dimension is $n$ if and only if $\operatorname{trdeg}_{K_{0}} K(x)=0$, i.e., if and only if $K(x)$ is algebraic over $K_{0}$.) By Proposition 3.5 , we have the following corollary.

Corollary 3.6. A polynomial system is weakly algebraically observable if and only if the system is generically locally observable.

The notion of weakly algebraic observability used here was called "weak observability" in [28]. The same notion was used in [10] and extended to cover implicit systems as well.

### 3.2. Orders of $i / o$ equations in continuous-time case.

3.2.1. State-space systems. We say that a state-space system $\Sigma$ admits an $i / o$ equation such as

$$
\begin{equation*}
A\left(u(t), u^{\prime}(t), \ldots, u^{(k-1)}(t), y(t), y^{\prime}(t), \ldots, y^{(k)}(t)\right)=0 \tag{17}
\end{equation*}
$$

where $A$ is a nonzero analytic function from $\mathbb{R}^{m k} \times \mathbb{R}^{k+1}$ to $\mathbb{R}$, if (17) holds for every initial state $x$, every $\mathcal{C}^{k} \mathrm{i}$ /o pair $(u, y)$ of (5), and all $t$ such that $y(t)$ is defined. The order of an equation (17) is defined to be the highest $r \leq k$ such that

$$
\frac{\partial}{\partial \nu_{r}} A\left(\mu_{0}, \ldots, \mu_{k-1}, \nu_{0}, \nu_{1}, \ldots, \nu_{k}\right)
$$

is not a zero function.

For a given system $\Sigma$, we define $\delta(\Sigma)$ to be the lowest possible order of an i/o equation that $\Sigma$ admits. In the case that there is no such i/o equation, $\delta(\Sigma)$ is defined to be $+\infty$.

Theorem 3.7. Assume $\Sigma$ is an n-dimensional analytic system defined by (5). If $\Sigma$ is generically locally observable, then $\delta(\Sigma) \geq n$. If, in addition, $\Sigma$ is a rational system, then $\delta(\Sigma)=n$.

Proof. Let $\mathcal{U} \subseteq \mathcal{M}$ be an open subset diffeomorphic to $\mathbb{R}^{n}$. We consider the restriction of $\Sigma$ to $\mathcal{U}$. This system is still generically locally observable, and an equation for $\Sigma$ is also an equation for the restriction. So without loss of generality, we assume from now on that $\mathcal{M}=\mathbb{R}^{n}$.

Assume that $\delta(\Sigma)=k<\infty$ and $\Sigma$ admits i/o equation (17) of order $k$. For each integer $i \geq 0$, let

$$
A_{i}=\frac{\partial^{i}}{\partial \nu_{k}^{i}} A\left(\mu_{0}, \ldots, \mu_{k-1}, \nu_{0}, \nu_{1}, \ldots, \nu_{k}\right) .
$$

Claim. There exists an $i$, such that $A_{i}$ is not an i/o equation of $\Sigma$.
We prove the claim as follows. Assume that $A_{i}$ is an i/o equation of $\Sigma$ for every $i$. Then for any fixed i/o pair $(u, y)$ and any fixed $t$, it holds that

$$
A_{i}\left(u(t), \ldots, u^{(k-1)}(t), y(t), \ldots, y^{(k)}(t)\right)=0
$$

for all $i$. Thus, as a function of $\nu_{k}$ for these fixed values $u(t), \ldots, y^{(k-1)}(t)$, all derivatives of

$$
\begin{equation*}
A\left(u(t), \ldots, u^{(k-1)}(t), y(t), \ldots, y^{(k-1)}(t), \nu_{k}\right) \tag{18}
\end{equation*}
$$

evaluated at $\nu_{k}=y^{(k)}(t)$ vanish. It then follows from the analyticity of $A$ that (18) vanishes for all values of $\nu_{k}$. Let $\bar{\nu}_{k}$ be such that the function

$$
\tilde{A}\left(\mu_{0}, \ldots, \mu_{k-1}, \nu_{0}, \ldots, \nu_{k-1}\right):=A\left(\mu_{0}, \ldots, \mu_{k-1}, \nu_{0}, \ldots, \nu_{k-1}, \bar{\nu}_{k}\right)
$$

is not a zero function. Clearly it holds that

$$
\begin{equation*}
\tilde{A}\left(u(t), \ldots, u^{(k-1)}(t), y(t), \ldots, y^{(k-1)}(t)\right)=0 \tag{19}
\end{equation*}
$$

for all i/o pairs of $\Sigma$. If one can show that $\tilde{A}$ does not depend on $\mu_{k-1}$, then one concludes that $\tilde{A}=0$ is an i/o equation for $\Sigma$. For this, we proceed as follows. First of all, (19) holds for all i/o pairs of $(u, y)$ if and only if the following holds:

$$
\tilde{A}\left(\mu_{0}, \ldots, \mu_{k-1}, \psi_{0}(x, \mu), \ldots, \psi_{k-1}(x, \mu)\right)=0
$$

for all $x \in \mathcal{M}$ and all $\mu$. Note here that $\psi_{i}$ defined by (7) does not depend on $\mu_{j}$ for $j \geq i$. It follows that for any $\bar{\mu}_{k-1}$,

$$
\tilde{A}\left(\mu_{0}, \ldots, \mu_{k-2}, \bar{\mu}_{k-1}, \psi_{0}(x, \mu), \ldots, \psi_{k-1}(x, \mu)\right)=0
$$

for all $x$ and all $\mu$. Finally, pick $\bar{\mu}_{k-1}$ such that

$$
\bar{A}\left(\mu_{0}, \ldots, \mu_{k-2}, \nu_{0}, \ldots, \nu_{k-1}\right):=\tilde{A}\left(\mu_{0}, \ldots, \mu_{k-2}, \bar{\mu}_{k-1}, \nu_{0}, \ldots, \nu_{k-1}, \bar{\nu}_{k}\right)
$$

is not a zero function. Then $\bar{A}=0$ is an $\mathrm{i} / \mathrm{o}$ equation of order $k-1$ for $\Sigma$. This contradicts the assumption that $\delta(\Sigma)=k$. The claim is thus proved.

Now let $r \geq 1$ be the smallest number for which $A_{r}=0$ is not an i /o equation for $\Sigma$. Replace $A$ in (17) by $A_{r-1}$. Evaluating (17) at $t=0$, the equation implies the identity

$$
\begin{equation*}
A\left(\mu_{0}, \ldots, \mu_{k-1}, \psi_{0}(x, \mu), \ldots, \psi_{k}(x, \mu)\right)=0 \tag{20}
\end{equation*}
$$

Since $A_{1}=0$ is not an $\mathrm{i} / \mathrm{o}$ equation of $\Sigma$, it follows that there exists some $\mu \in \mathbb{R}^{m k}$ such that

$$
\begin{equation*}
A_{1}\left(\mu_{0}, \ldots, \mu_{k-1}, \psi_{0}(x, \mu), \ldots, \psi_{k}(x, \mu)\right) \neq 0 \tag{21}
\end{equation*}
$$

as a function of $x$, and hence, by analyticity, the complement of

$$
B=\left\{\mu \in \mathbb{R}^{m k}: A_{1}\left(\mu_{0}, \ldots, \mu_{k-1}, \psi_{0}(x, \mu), \ldots, \psi_{k}(x, \mu)\right)=0, \forall x\right\}
$$

is an open dense subset of $\mathbb{R}^{m k}$.
Combining (20) and (21), one sees, for each $\mu \notin B$, that $\mathrm{d} \psi_{k}(\cdot, \mu)$ is a linear combination of $\mathrm{d} \psi_{0}(\cdot, \mu), \ldots, \mathrm{d} \psi_{k-1}(\cdot, \mu)$ over $\mathbb{R}_{x}$. Thus $\widehat{\mathrm{d}} \mathcal{F}_{\mu}^{k}=\widehat{\mathrm{d}} \mathcal{F}_{\mu}^{k-1}$, where, for each $i, \widehat{\mathrm{~d}} \mathcal{F}_{\mu}^{i}$ is the subspace of $\widehat{\mathrm{d}} \mathcal{F}_{\mu}$ spanned by $\mathrm{d} \psi_{0}(\cdot, \mu), \mathrm{d} \psi_{1}(\cdot, \mu), \ldots, \mathrm{d} \psi_{i}(\cdot, \mu)$. Differentiating (17) with respect to time, one sees that for any $i>1$ it holds that

$$
\begin{aligned}
& A_{1}\left(u(t), \ldots, u^{(k-1)}(t), y(t), \ldots, y^{(k)}(t)\right) y^{(k+i)}(t) \\
& \quad=A_{i}\left(u(t), \ldots, u^{(k+i-1)}(t), \ldots, y(t), \ldots, y^{(k+i-1)}(t)\right)
\end{aligned}
$$

for every i/o pair $(u, y)$ of $\Sigma$, where $A_{i}$ is some analytic function. Thus, by induction, one can show that $\widehat{\mathrm{d}} \mathcal{F}_{\mu}^{k+i}=\widehat{\mathrm{d}} \mathcal{F}_{\mu}^{k-1}$ for all $\mu \notin B$. It then follows that $\operatorname{dim}_{R_{x}} \widehat{\mathrm{~d}} \mathcal{F}_{\mu} \leq k$ for all $\mu \notin \widehat{B}$, where $\widehat{B} \subset \mathbb{R}^{m, \infty}$ is defined by $\widehat{B}=B \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \cdots$.

On the other hand, by Corollary 2.4 and Proposition 3.5 , one knows that $\operatorname{dim}_{\mathbb{R}_{x}} \widehat{\mathrm{~d}} \mathcal{F}_{\mu}$ $=\operatorname{dim}_{\mathbb{R}_{x}} \widehat{\mathrm{~d}} \mathcal{F}=n$ for all $\mu$ in a dense (in fact, even in a generic) subset of $\mathbb{R}^{m, \infty}$. Therefore, $\Sigma$ cannot admit any i/o equation of order lower than $n$.

If $\Sigma$ is a rational system, then an easy elimination argument (based on the fact that any set of $n+1$ rational functions in $n$ variables must be algebraically dependent; see [40] for details) shows that it admits at least one $\mathrm{i} / \mathrm{o}$ equation of order $n$; therefore, $\delta(\Sigma)=n$.
3.2.2. i/o operators. Next we consider i/o equations for i/o operators rather than for state-space systems. By an $i / o$ operator we mean an i/o map given by a convergent generating series. For a detailed definition of i/o operators, we refer the reader to [41]. We say an i/o operator $F$ satisfies an i/o equation (17) if every $\mathcal{C}^{k}$ i/o pair ( $u, y$ ) of $F$ satisfies (17).

For any given operator $F$, we define $\delta(F)$ to be the lowest possible order of an i/o equation for $F$. Again, in the case when there is no i/o equation for $F, \delta(F)$ is defined to be $+\infty$.

An operator $F$ is said to be realized by an initialized analytic system

$$
\left(\mathcal{M}, x_{0},\left\{g_{0}, g_{1}, \ldots, g_{m}\right\}, h\right)
$$

if every i/o pair $(u, y)$ of $F$ satisfies the equations

$$
\begin{aligned}
& x^{\prime}(t)=g_{0}(x(t)) u(t)+\sum_{i=1}^{m} g_{i}(x(t)) u_{i}(t), \quad x(0)=x_{0}, \\
& y(t)=h(x(t))
\end{aligned}
$$

for $t$ small enough.
Let $\lambda(F)$ be the Lie rank of $F$, as defined in [11], [19], or [26]. It is well known that $F$ is realizable if and only if $\lambda(F)<\infty$, and the dimension of any canonical realization for $F$ is $\lambda(F)$; cf. [11] and [34]. Here, by a canonical realization we mean a realization by an accessible and generically locally observable system.

Proposition 3.8. Assume that $F$ is an i/o operator. Then:
(a) $\lambda(F) \leq \delta(F)$;
(b) if there exists a rational canonical realization for $F$, then $\lambda(F)=\delta(F)$.

Proof. It was shown in [41] that if $\delta(F)<\infty$, then $\lambda(F)<\infty$. Thus we may assume that $\lambda(F)<\infty$, and in this case, one knows that $F$ is realizable by some canonical system $\Sigma=\left(\mathcal{M}, x_{0},\left\{g_{0}, g_{1}, \ldots, g_{m}\right\}, h\right)$.

By Remark 4.2 and Lemma 4.3 in [41], one knows that $F$ admits i/o equation (17) if and only if (17) holds at any point $t$ at which $u^{(k-1)}(t)$ exists. Combining this fact with the accessibility of the system, one sees that $F$ admits i/o equation (17) if and only if (20) holds for $\Sigma$ for all $x$ in an open subset $\mathcal{N}$ of $\mathcal{M}$ and for all $\mu$. On the other hand, it can be seen that (20) holds for all $x \in \mathcal{N}$ and all $\mu$ for system $\Sigma$ if and only if (17) is an i/o equation for $\Sigma$ as a system restricted to $\mathcal{N}$. Applying Theorem 3.7, we obtain the desired conclusion.
4. Proof of Lemma 2.1. In this section, we will prove Lemma 2.1. We will show first that there exists a generic subset $\mathcal{W}_{1}$ of $\mathbb{R}^{m, \infty}$ so that

$$
\begin{equation*}
\mathcal{F}(x)=\mathcal{F}_{\mu}(x) \tag{22}
\end{equation*}
$$

for all $x$ and $\mu \in \mathcal{W}_{1}$ and then that there is a generic subset $\mathcal{W}_{2}$ of $\mathbb{R}^{m, \infty}$ so that

$$
\begin{equation*}
\mathrm{d} \mathcal{F}(x)=\mathrm{d} \mathcal{F}_{\mu}(x) \tag{23}
\end{equation*}
$$

for all $x$ and all $\mu \in \mathcal{W}_{2}$. Then we just let $\mathcal{W}=\mathcal{W}_{1} \cap \mathcal{W}_{2}$.
Proof of first part (equation (22)). For system (5), let

$$
\mathcal{B}:=\{x \in \mathcal{M}: \mathcal{F}(x)=0\} .
$$

To prove (22), we consider, for each subset $\mathcal{N}$ of the open subset $\mathcal{M} \backslash \mathcal{B}$, the set

$$
\mathcal{G}_{\mathcal{N}}:=\left\{\mu \in \mathbb{R}^{m, \infty}: \Psi(x, \mu) \neq 0, \forall x \in \mathcal{N}\right\},
$$

where $\Psi(x, \mu)=\left(\psi_{0}(x, \mu), \psi_{1}(x, \mu), \ldots\right)$.
To prove the desired conclusion, it is enough to show that $\mathcal{G}_{\mathcal{N}}$ is open dense whenever $\mathcal{N}$ is a compact subset of $\mathcal{M} \backslash \mathcal{B}$ (since $\mathcal{M} \backslash \mathcal{B}$ can be written as a countable union of such subsets). In the following we let $\mathcal{N}$ be a fixed compact subset of $\mathcal{M} \backslash \mathcal{B}$, and we just write $\mathcal{G}$ instead of $\mathcal{G}_{\mathcal{N}}$. To show that $\mathcal{G}$ is dense, we need the following fact.

Let $r>1$ be an integer. For each fixed vector $\nu^{r}=\left(\nu_{0}, \nu_{1}, \ldots, \nu_{r-1}\right) \in \mathbb{R}^{m r}$, we say that $\mu=\left(\mu_{1}, \mu_{1}, \ldots\right) \in \mathbb{R}^{m, \infty}$ is an extension of $\nu^{r}$ if $\mu_{i}=\nu_{i}$ for each $i \in[0, r-1]$.

Lemma 4.1. Let $x_{0} \in \mathcal{M}$ and let $\nu^{r}$ be a fixed vector in $\mathbb{R}^{m r}$. If $\Psi\left(x_{0}, \mu\right)=0$ for every extension $\mu$ of $\nu^{r}$, then $x \in \mathcal{B}$.

The proof of the above lemma will be given in Appendix A. We now return to show that $\mathcal{G}$ is dense. Take any open subset $\mathcal{U}$ of $\mathbb{R}^{m, \infty}$; without loss of generality, we may assume that $\mathcal{U}=\mathcal{U}_{0} \times \mathcal{U}_{1} \times \cdots \times \mathcal{U}_{l} \times \cdots$, where each $\mathcal{U}_{i}$ is an open subset of $\mathbb{R}^{m}$. For each integer $r>0$, let $\mathcal{U}^{r}=\prod_{i=0}^{r-1} \mathcal{U}_{i}$. For each $\mu^{r} \in \mathcal{U}^{r}$, define

$$
\mathcal{B}_{\mu^{r}}:=\left\{x \in \mathcal{N}: \Psi_{r}\left(x, \mu^{r}\right)=0\right\}
$$

where $\Psi_{r}\left(x, \mu^{r}\right)=\left(\psi_{0}(x, \mu), \psi_{1}(x, \mu), \ldots, \psi_{r-1}(x, \mu)\right)$ for any extension $\mu$ of $\mu^{r}$. Note that $\Psi_{r}$ is well defined because $\psi_{i}(x, \mu)$ does not depend on $\mu_{j}$ for $j \geq i$. For each finite jet $\nu, \mathcal{B}_{\nu}$ is an analytic subset of $\mathcal{N}$, that is, a set defined by analytic equalities. As a consequence of the Weierstrass preparation theorem (in the form given for instance in [17, Thm. 2.7, Cor. 3]), one knows that analytic subsets of a compact set satisfy a descending chain condition. That is, if $\mathfrak{A}_{1} \supseteq \mathfrak{A}_{2} \supseteq \cdots \supseteq \mathfrak{A}_{l} \supseteq \cdots$ are analytic subsets of a compact set, then there exists some $r>0$ such that $\mathfrak{A}_{j}=\mathfrak{A}_{r}$ for all $j \geq r$. From here it follows immediately that there is a minimal element $\mathcal{B}_{\bar{\nu}}$ of the family $\left\{\mathcal{B}_{\nu}\right\}$ in the sense that $\mathcal{B}_{\bar{\nu}}=\mathcal{B}_{\nu}$ whenever $\mathcal{B}_{\nu} \subset \mathcal{B}_{\bar{\nu}}$. Assume now that $\bar{\nu} \in \mathcal{U}^{r}$ provides such a minimal element.

Claim. $\mathcal{B}_{\bar{\nu}}=\emptyset$.
Assume that the above claim is not true. Then there exists some $x_{0} \in \mathcal{N}$ such that $\Psi_{r}\left(x_{0}, \bar{\nu}\right)=0$. Pick such an $x_{0}$. By Lemma 4.1, there exists some extension $\mu$ of $\bar{\nu}$ such that $\Psi\left(x_{0}, \mu\right) \neq 0$, so there exists some $l>r$ such that $\psi_{l}\left(x_{0}, \mu\right) \neq 0$. Write

$$
\mu^{l}=\left(\bar{\nu}_{0}, \bar{\nu}_{1}, \ldots, \bar{\nu}_{r-1}, \bar{\mu}_{r}, \ldots, \bar{\mu}_{l-1}\right) \in \mathbb{R}^{m l}
$$

Note that $\left(\bar{\nu}_{0}, \bar{\nu}_{1}, \ldots, \bar{\nu}_{r-1}\right) \in \mathcal{U}^{r}$ by construction. For these fixed $\bar{\nu}_{0}, \ldots, \bar{\nu}_{r-1}$ and $x_{0}$, the function $\psi_{l}\left(x_{0}, \mu\right)$ does not depend on $\mu_{j}$ for $j \geq l$ and is analytic in $\left(\mu_{r}, \mu_{r+1}, \ldots, \mu_{l-1}\right)$. Since it does not vanish at $\left(\bar{\mu}_{r}, \ldots, \bar{\mu}_{l-1}\right)$, there is also some

$$
\left(\tilde{\mu}_{r}, \tilde{\mu}_{r+1}, \ldots, \tilde{\mu}_{l-1}\right) \in \mathcal{U}_{r} \times \mathcal{U}_{r+1} \times \cdots \times \mathcal{U}_{l-1}
$$

such that, for $\tilde{\nu}:=\left(\bar{\nu}_{0}, \ldots, \bar{\nu}_{r-1}, \tilde{\mu}_{r}, \ldots, \tilde{\mu}_{l-1}\right), \psi_{l}\left(x_{0}, \tilde{\mu}\right) \neq 0$ for any extension $\tilde{\mu}$ of $\tilde{\nu}$, and hence, $\Psi_{l}\left(x_{0}, \tilde{\nu}\right) \neq 0$. So $x_{0} \in \mathcal{B}_{\bar{\nu}} \backslash \mathcal{B}_{\tilde{\nu}}$. Also, obviously $\mathcal{B}_{\tilde{\nu}} \subseteq \mathcal{B}_{\bar{\nu}}$, since $\tilde{\nu}$ is an extension of $\bar{\nu}$. This contradicts the minimality of $\mathcal{B}_{\bar{\nu}}$. So we proved that $\Psi_{r}(x, \bar{\nu}) \neq 0$ for all $x \in \mathcal{N}$, as claimed.

Take any extension $\mu \in \mathcal{U}$ of $\mu^{r}$ to an infinite jet. Then $\Psi(x, \mu) \neq 0$ for all $x \in \mathcal{N}$, that is, $\mathcal{G} \cap \mathcal{U}$ is not empty for any open subset $\mathcal{U}$ of $\mathbb{R}^{m, \infty}$. Since $\mathcal{U}$ was arbitrary, one concludes that $\mathcal{G}$ is dense.

To prove the openness of $\mathcal{G}$, let

$$
\mathcal{G}^{r}=\left\{\mu^{r} \in \mathbb{R}^{m r}: \Psi_{r}\left(x, \mu^{r}\right) \neq 0, \forall x \in \mathcal{N}\right\}
$$

By the compactness of $\mathcal{N}, \mathcal{G}^{r}$ is open. Let $\mathcal{G}_{r}=\mathcal{G}^{r} \times \mathbb{R}^{m, \infty}$. Then $\mathcal{G}_{r}$ is open. Since $\mathcal{G}=\bigcup_{r=1}^{\infty} \mathcal{G}_{r}$, it follows that $\mathcal{G}$ is open.

Proof of second part (equation (23)). Clearly $\mathrm{d} \mathcal{F}_{\mu}(x) \subseteq \mathrm{d} \mathcal{F}(x)$ for all $x$ and $\mu$, and for each $\mu \in \mathbb{R}^{m, \infty}, \mathrm{~d} \mathcal{F}_{\mu}(x)=\mathrm{d} \mathcal{F}(x)$ if and only if

$$
\begin{equation*}
\operatorname{ker} \mathrm{d} \mathcal{F}(x)=\operatorname{ker} \mathrm{d} \mathcal{F}_{\mu}(x) \tag{24}
\end{equation*}
$$

We now let

$$
\widehat{\mathcal{B}}=\{(x, v) \in T \mathcal{M}: v \in \operatorname{ker} \mathrm{~d} \mathcal{F}(x)\}
$$

Then $T \mathcal{M} \backslash \widehat{\mathcal{B}}$ is open. Let $\widehat{\Psi}(x, v, \mu)=\left(\widehat{\psi}_{0}(x, v, \mu), \widehat{\psi}_{1}(x, v, \mu), \ldots\right)$, where $\widehat{\psi}_{i}(x, v$, $\mu)=\mathrm{d} \psi_{i}(x, \mu) v$. To prove the desired conclusion, it is enough to show that there exists a generic subset $\mathcal{W}$ of $\mathbb{R}^{m, \infty}$ such that for any $\mu \in \mathcal{W}, \widehat{\Psi}(x, v, \mu) \neq 0$ for all $(x, v) \notin \widehat{\mathcal{B}}$. For this, it is enough to show that for any compact subset $\widehat{\mathcal{N}}$ of $T \mathcal{M} \backslash \widehat{\mathcal{B}}$, the set

$$
\widehat{\mathcal{G}}_{\widehat{\mathcal{N}}}:=\left\{\mu \in \mathbb{R}^{m, \infty}: \widehat{\Psi}(x, v, \mu) \neq 0, \forall(x, v) \in \widehat{\mathcal{N}}\right\}
$$

is open dense. We now fix a compact subset $\widehat{\mathcal{N}}$ of $T \mathcal{M} \backslash \widehat{\mathcal{B}}$ and write $\widehat{\mathcal{G}}$ instead of $\widehat{\mathcal{G}}_{\widehat{\mathcal{N}}}$. Similar to the proof of the first part, we need the following conclusion to prove the density property of $\widehat{\mathcal{G}}$. The proof of the conclusion will again be provided in Appendix A.

Lemma 4.2. For any given fixed point $(x, v) \in T \mathcal{M}$, if $\widehat{\Psi}(x, v, \mu)=0$ for all extensions $\mu$ of $\nu^{r}$, for some $\nu^{r} \in \mathbb{R}^{m r}$, then $(x, v) \in \widehat{\mathcal{B}}$.

To show the density of $\widehat{\mathcal{G}}$, we take any open subset $\mathcal{U}$ of $\mathbb{R}^{m, \infty}$. Again, without loss of generality, we can assume that $\mathcal{U}=\mathcal{U}_{0} \times \mathcal{U}_{1} \times \cdots \times \mathcal{U}_{l} \times \cdots$, where each $\mathcal{U}_{i}$ is an open subset of $\mathbb{R}^{m}$. Using the same notions for $\mu^{r}$ and $\mathcal{U}^{r}$ as used before, we define

$$
\widehat{\mathcal{B}}_{\mu^{r}}:=\left\{(x, v) \in \widehat{\mathcal{N}}: \widehat{\Psi}_{r}\left(x, v, \mu^{r}\right)=0\right\}
$$

where $\widehat{\Psi}_{r}\left(x, \mu^{r}\right)=\left(\widehat{\psi}_{0}(x, v, \mu), \widehat{\psi}_{1}(x, v, \mu), \ldots, \widehat{\psi}_{r-1}(x, v, \mu)\right)$ for any extension $\mu$ of $\mu^{r}$. For each finite jet $\nu, \widehat{\mathcal{B}}_{\nu}$ is an analytic subset of $\widehat{\mathcal{N}}$ (with the obvious analytic manifold structure on the tangent bundles). Using the same argument as before, one knows that there exists a minimal element of the family $\left\{\widehat{\mathcal{B}}_{\nu}\right\}$. Let $\nu \in \mathcal{U}^{s}$ be such that $\widehat{\mathcal{B}}_{\nu}$ is a minimal element.

Claim. $\widehat{\Psi}_{s}(x, v, \nu) \neq 0$ for all $(x, v) \in \widehat{\mathcal{N}}$.
Assume that the claim is not true. Then there exists some $\left(x_{0}, v_{0}\right) \in \widehat{\mathcal{N}}$ such that $\widehat{\Psi}_{s}\left(x_{0}, v_{0}, \nu\right)=0$. By Lemma 4.2, there exists some extension $\mu$ of $\nu$ such that $\widehat{\Psi}\left(x_{0}, v_{0}, \mu\right) \neq 0$. This means there exists some $l \geq s$ such that $\widehat{\psi}_{l}\left(x_{0}, v_{0}, \mu\right) \neq 0$. By analyticity of $\widehat{\psi}_{l}$, one knows that there exists some

$$
\left(\tilde{\mu}_{s}, \tilde{\mu}_{s+1}, \ldots, \tilde{\mu}_{l-1}\right) \in \mathcal{U}_{s} \times \mathcal{U}_{s+1} \times \cdots \times \mathcal{U}_{l-1}
$$

such that, for $\tilde{\mu}:=\left(\nu_{0}, \ldots, \nu_{s-1}, \tilde{\mu}_{s}, \ldots, \tilde{\mu}_{l-1}\right), \widehat{\Psi}_{l}\left(x_{0}, v_{0}, \tilde{\mu}\right) \neq 0$. So $\left(x_{0}, v_{0}\right) \in$ $\widehat{\mathcal{B}}_{\nu} \backslash \widehat{\mathcal{B}}_{\tilde{\mu}}$. Also, obviously $\widehat{\mathcal{B}}_{\tilde{\mu}} \subseteq \widehat{\mathcal{B}}_{\nu}$, since $\tilde{\nu}$ is an extension of $\nu$. This contradicts the minimality of $\widehat{\mathcal{B}}_{\nu}$. So we proved that $\widehat{\Psi}_{r}(x, v, \nu) \neq 0$ for all $(x, v) \in \widehat{\mathcal{N}}$. Noting then that for any extension $\mu$ of $\nu, \widehat{\Psi}(x, v, \mu) \neq 0$ for any $(x, v) \in \widehat{\mathcal{N}}$, we conclude that $\mathcal{G} \cap \mathcal{U} \neq \emptyset$. This proves the density of $\mathcal{G}$.

To prove the openness of $\widehat{\mathcal{G}}$, we again let

$$
\widehat{\mathcal{G}}^{r}=\left\{\mu^{r} \in \mathbb{R}^{m r}: \widehat{\Psi}_{r}\left(x, v, \mu^{r}\right) \neq 0, \forall(x, v) \in \widehat{\mathcal{N}}\right\} .
$$

By compactness of $\widehat{\mathcal{N}}, \widehat{\mathcal{G}}^{r}$ is open. Let $\widehat{\mathcal{G}}_{r}=\widehat{\mathcal{G}}^{r} \times \mathbb{R}^{m, \infty}$. Then $\widehat{\mathcal{G}}_{r}$ is open. Since $\widehat{\mathcal{G}}=\bigcup_{r=1}^{\infty} \widehat{\mathcal{G}}_{r}$, it follows that $\mathcal{G}$ is open. The proof of Lemma 2.1 is then complete.

Finally, we remark that also with respect to the weak topology on $\mathbb{R}^{m, \infty}, \mathcal{G}_{\mathcal{N}}$ and $\widehat{\mathcal{G}}_{\widehat{\mathcal{N}}}$ are still open and dense. Density is obvious, as they are dense with respect to a stronger topology. The openness of $\mathcal{G}_{\mathcal{N}}$ and $\widehat{\mathcal{G}}_{\widehat{\mathcal{N}}}$ follows from the compactness of $\mathcal{N}$ and $\widehat{\mathcal{N}}$. Thus, the conclusions of Lemma 2.1 also hold with respect to the weak topology on $\mathbb{R}^{m, \infty}$.
4.1. Proof of Theorem 3.1. In this section, we provide a proof for Theorem 3.1.

To study the observability for system (5), we consider the system

$$
\begin{align*}
\xi^{\prime} & =\tilde{g}_{0}(\xi)+\sum_{i=1}^{m} \tilde{g}_{i}(\xi) u_{i}  \tag{25}\\
y & =\tilde{h}(\xi)
\end{align*}
$$

where

$$
\xi=\binom{x}{z} \in \mathcal{M} \times \mathcal{M}, \quad \tilde{g}_{i}(\xi)=\binom{g_{i}(x)}{g_{i}(z)}, 0 \leq i \leq m
$$

and $\tilde{h}(\xi)=h(x)-h(z)$. Clearly, $x \not \chi_{u} z$ for system (5) if and only if $\xi \not \chi_{u} 0$ for system (25). Thus, to prove Theorem 3.1, it is enough to establish the following conclusion.

Proposition 4.3. Assume that for an analytic system (5), the $i / o$ map induced by the zero initial state is a zero map, that is, $h \circ \varphi(t, 0, u)=0$ for all $t$ and all $u$. Then for any $T>0$, the set

$$
\mathfrak{G}=\left\{u \in \mathcal{C}^{\infty}[0, T]: x \not \chi_{u} 0 \text { if } x \nsim 0\right\}
$$

is a generic subset of $\mathcal{C}^{\infty}[0, T]$.
Proof. Let $\mathcal{B}:=\{x: x \sim 0\}$. Then $\mathcal{M} \backslash \mathcal{B}$ is an open subset of $\mathcal{M}$. To prove Proposition 4.3, it is enough to show that for every compact subset $\mathcal{N}$ of $\mathcal{M} \backslash \mathcal{B}$ the set

$$
\mathfrak{G}_{\mathcal{N}}=\left\{u \in \mathcal{C}^{\infty}[0, T]: x \not \chi_{u} 0 \text { for all } x \in \mathcal{N}\right\}
$$

is an open dense subset of $\mathcal{C}^{\infty}[0, T]$.
Note that for $u \in \mathcal{C}^{\infty}, x \not \chi_{u} 0$ if $\psi_{i}(x, \mu) \neq 0$ for some $i$, where $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right) \in$ $\mathbb{R}^{\infty}$ with $\mu_{i}=u^{(i)}(0)$, and $\psi_{i}$ is as defined in (7) for each $i$. Also, by Theorem 3-1.5 in [19], one knows that for $x \in \mathcal{M}$, if $\mathcal{F}(x)=0$, then $x \in \mathcal{B}$. This means that for each $x \in \mathcal{N}, \mathcal{F}(x) \neq 0$. Thus, by Lemma 2.1 , there exists a dense subset $\mathcal{G}$ of $\mathbb{R}^{m, \infty}$ such that $\Psi(x, \mu) \neq 0$ for all $x \in \mathcal{N}$ and all $\mu \in \mathcal{G}$.

To complete the proof of Proposition 4.3, we need to show that $\mathfrak{G}_{\mathcal{N}}$ is an open dense subset of $\mathcal{C}^{\infty}[0, T]$.

Take $\bar{\omega} \in \mathcal{C}^{\infty}[0, T]$, and let $\mathcal{U}$ be a neighborhood of $\bar{\omega}$. Without loss of generality when showing the density of $\mathfrak{G}_{\mathcal{N}}$, we may assume that

$$
\mathcal{U}=\left\{\omega \in \mathcal{C}^{\infty}[0, T]: \max _{0 \leq i \leq k}\left|w^{(i)}(t)-\bar{\omega}^{(i)}(t)\right|<\delta, t \in[0, T]\right\}
$$

for some integer $k \geq 0$ and some $\delta>0$.
Let $\bar{\mu}:=\left(\bar{\mu}_{0}, \bar{\mu}_{1}, \ldots\right)$, where $\bar{\mu}_{i}:=\bar{\omega}^{(i)}(0)$, and let $\mathcal{W}$ be the open subset of $\mathbb{R}^{m, \infty}$ defined by

$$
\mathcal{W}=\left\{\mu \in \mathbb{R}^{m, \infty}:\left|\mu_{i}-\bar{\mu}_{i}\right|<\delta e^{-T}, i \geq 0\right\}
$$

As $\mathcal{W} \cap \mathcal{G} \neq \emptyset$, there exists some $\nu \in \mathcal{W}$ such that $\Psi(x, \nu) \neq 0$ for all $x \in \mathcal{N}$. By compactness of $\mathcal{N}$, there exists some $r>0$ such that

$$
\begin{equation*}
\Psi_{r}\left(x, \nu^{r}\right) \neq 0, \text { for any } x \in \mathcal{N} \tag{26}
\end{equation*}
$$

Without loss of generality, one can always assume that $r>k$.
Now let $\bar{\omega}_{0}(t):=\bar{\omega}(t)-\sum_{i=0}^{r-1} \frac{\bar{\mu}_{i}}{i!} t^{i}$. Note then that $\bar{\omega}_{0}^{(i)}(0)=0$ for all $0 \leq i \leq$ $r-1$.

Finally, we define

$$
\omega(t):=\bar{\omega}_{0}(t)+\sum_{i=0}^{r-1} \frac{\nu_{i}}{i!} t^{i}
$$

Then, for $0 \leq i \leq k$ and $0 \leq t \leq T$, we have

$$
\begin{aligned}
\left|\omega^{(i)}(t)-\bar{\omega}^{(i)}(t)\right| & \leq \sum_{j=i}^{r-1} \frac{\left|\nu_{j}-\bar{\mu}_{j}\right|}{(j-i)!} t^{j-i} \leq \sum_{j=0}^{\infty} \frac{\left|\nu_{j+i}-\bar{\mu}_{j+i}\right|}{j!} t^{j} \\
& <\delta e^{-T} e^{t} \leq \delta .
\end{aligned}
$$

Thus, $\omega \in \mathcal{U}$.
On the other hand, (26) implies that for every $x \in \mathcal{N}$, there exists some $i \leq r-1$, such that

$$
\left.\frac{d^{i}}{d t^{i}}\right|_{t=0} h(\varphi(t, x, w)) \neq 0 .
$$

From here it follows that $x \not \not_{\omega} 0$ for every $x \in \mathcal{N}$, that is, $\omega \in \mathfrak{G}_{\mathcal{N}}$. This proves that $\mathfrak{G}_{\mathcal{N}}$ is dense.

We then conclude the proof of Proposition 4.3 by noting that the openness of $\mathfrak{G}_{\mathcal{N}}$ follows from the compactness of $\mathcal{N}$.

Remark 4.4. Note that the above proof only depends on the first half of Lemma 2.1, i.e., formula (22), and the proof of (22) is fairly straightforward (though it calls upon some notions and elementary results from the theory for generating series).

Proof of Proposition 3.2. As indicated in the beginning of this section, it is enough to show the following:

Assume that for an analytic system (5), the i/o map induced by the zero initial state is a zero map, that is, $h \circ \varphi(t, 0, u)=0$ for all $t$ and all $u$. Then there exists some analytic input $u$ such that $x \not \chi_{u} 0$ for all $x \nsim 0$.
Proof. Consider the following open subset of $\mathbb{R}^{m, \infty}$ :

$$
\mathcal{U}=\mathcal{U}_{0} \times \mathcal{U}_{1} \times \mathcal{U}_{2} \times \cdots
$$

where $\mathcal{U}_{i}=(-1,1)$ for all $i \geq 0$. By Lemma 2.1, there is at least one jet $\mu$ in $\mathcal{U}$ such that $\mathcal{F}_{\mu}(x)=\mathcal{F}(x)$, from which it follows that

$$
\begin{equation*}
\Psi(x, \mu) \neq 0, \quad \forall x \nsim 0 . \tag{27}
\end{equation*}
$$

Now let

$$
u(t)=\sum_{i=0}^{\infty} \frac{\mu_{i}}{i!} t^{i}
$$

Then $u$ is an analytic function and $u^{(i)}(0)=\mu_{i}$. By (27), one knows that $x \not \chi_{u} 0$ for all $x \nsim 0$.
5. Main results for discrete-time systems. In this section, we discuss our main results for discrete-time systems.
5.1. Basic definitions for discrete-time systems. We consider analytic systems as in (4), where for each $t, x(t) \in \mathcal{M}$, an analytic manifold, and $u(t) \in \mathbb{R}^{m}$. We assume that $h: \mathcal{M} \rightarrow \mathbb{R}^{p}$ and $f: \mathcal{M} \times \mathbb{R}^{n} \rightarrow \mathcal{M}$ are analytic. If $\mathcal{M}=\mathbb{R}^{n}$ and the entries of $f$ and $h$ are rational functions with no (real) poles, then we call (4) a rational system. A system $\Sigma$ will be called reversible if $f(\cdot, u)$ is one-to-one, for each fixed $u \in \mathbb{R}^{m}$. (Reversible systems are a more general class than the systems usually
called invertible in the discrete-time controllability literature, for which one makes the stronger requirement that $f(\cdot, u)$ is a diffeomorphism of $\mathcal{M}$, for each $u$. Invertible systems arise naturally through the sampling of continuous-time systems in digital control, by integrating flows over a sampling period; their controllability properties were studied in, among other papers, [20], [12], [21], [24], [22], [23], [1].)

For each control sequence $\omega \in \mathbb{R}^{k m}$, we define $f^{\omega}: \mathcal{M} \rightarrow \mathcal{M}$ inductively by $f^{e}(x)=x$ for the empty sequence $e$ and $f^{\omega u}(x)=f\left(f^{\omega}(x), u\right)$. We also let $h^{\omega}:=$ $h \circ f^{\omega}$. For $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right) \in \mathbb{R}^{m, \infty}$, we let $H^{\mu}(x):=\left(h(x), h^{\mu_{0}}(x), h^{\mu_{0} \mu_{1}}(x), \ldots\right)$.

Two states $p$ and $q$ are said to be distinguished by $\mu \in \mathbb{R}^{m, \infty}$, denoted by $p \not \chi_{\mu} q$, if $H^{\mu}(p) \neq H^{\mu}(q)$. A discrete-time system is said to be observable if any two distinct states $p$ and $q$ can be distinguished by some $\mu$. See [27] for a detailed introduction to observability and related concepts and, in particular, [25] for results on observability of discrete-time systems.

For an analytic system, we define the observation space of $\Sigma$ as the following subspace of the space of analytic functions defined on $\mathcal{M}$ :

$$
\mathcal{F}=\operatorname{span}_{\mathbb{R}}\left\{h^{\omega}: \omega \in \mathbb{R}^{m r}, r \geq 0\right\}
$$

This space plays an important role in studying observability of discrete-time systems; see, e.g., [28] and [27]. See also [16] for related algebraic structures.

Associated with the above space, for each $x \in \mathcal{M}$ we let $\mathrm{d} \mathcal{F}(x)$ be the subspace of the cotangent space at $x$ defined by

$$
\mathrm{d} \mathcal{F}(x)=\{\mathrm{d} \alpha(x): \alpha \in \mathcal{F}\}
$$

In analogy to the continuous-time case, we define, for each $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right) \in$ $\mathbb{R}^{m, \infty}$, the following subspace $\mathcal{F}_{\mu}$ of analytic functions:

$$
\mathcal{F}_{\mu}=\operatorname{span}_{\mathbb{R}}\left\{h, h^{\mu_{0}}, h^{\mu_{0} \mu_{1}}, \ldots\right\}
$$

For each $\mu \in \mathbb{R}^{m, \infty}$ and each $x \in \mathcal{M}$, we also consider

$$
\mathrm{d} \mathcal{F}_{\mu}(x)=\left\{\mathrm{d} \alpha: \alpha \in \mathcal{F}_{\mu}\right\}
$$

Clearly, $\mathcal{F}=\sum_{\mu} \mathcal{F}_{\mu}$ and $\mathrm{d} \mathcal{F}(x)=\sum_{\mu} \mathrm{d} \mathcal{F}_{\mu}(x)$ for each $x$. Here we will need the following result.

Lemma 5.1. Assume that (4) is reversible and observable. Then there exists a generic subset $\mathcal{W}$ of $\mathbb{R}^{m, \infty}$ such that for each $\mu \in \mathcal{W}$,

$$
\begin{equation*}
\mathrm{d} \mathcal{F}(x)=\mathrm{d} \mathcal{F}_{\mu}(x)=\mathbb{R}^{n} \tag{28}
\end{equation*}
$$

for all $x$ in an open dense subset of $\mathcal{M}$.
The proof will be given later; it will rely on a result about universal inputs for discrete-time systems that is presented in the next section.

Assume now that $\mathcal{M}=\mathbb{R}^{n}$. Still using the notation used in $\S 2.2$, we introduce

$$
\widehat{\mathrm{d}} \mathcal{F}:=\operatorname{span}_{\mathbb{R}_{x}}\{\mathrm{~d} \alpha: \alpha \in \mathcal{F}\}, \quad \widehat{\mathrm{d}} \mathcal{F}_{\mu}:=\operatorname{span}_{\mathbb{R}_{x}}\left\{\mathrm{~d} \alpha: \alpha \in \mathcal{F}_{\mu}\right\}
$$

From the lemma and using an argument analogous to that used in proving Corollary 2.4 , we have the following corollary.

Corollary 5.2. For an analytic, reversible, and observable system, $\widehat{\mathrm{d}} \mathcal{F}_{\mu}=\widehat{\mathrm{d}} \mathcal{F}$ for all $\mu$ in a generic set of $\mathbb{R}^{m, \infty}$.
5.2. Observability and universal inputs. An input sequence is said to be a universal input of a discrete-time system $\Sigma$ if it distinguishes every distinguishable pair of $\Sigma$.

Theorem 5.3. Assume that (4) is analytic, reversible, and observable. Then the universal inputs of (4) form a generic subset of $\mathbb{R}^{m, \infty}$.

Proof. First of all, we let

$$
\mathcal{D}:=\{(x, x): x \in \mathcal{M}\} \subseteq \mathcal{M} \times \mathcal{M} .
$$

By observability, every pair $(x, z) \in(\mathcal{M} \times \mathcal{M}) \backslash \mathcal{D}$ is a distinguishable pair of (4). For each $\nu \in \mathbb{R}^{m r}$, we let $\lambda_{r}(x, z, \nu)=h^{\nu}(x)-h^{\nu}(z)$, and we also let $\lambda_{0}(x, z)=h(x, z)$. For each $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right)$, we define

$$
\Lambda(x, z, \mu)=\left(\lambda_{0}(x, z), \lambda_{1}\left(x, z, \mu_{0}\right), \lambda_{2}\left(x, z, \mu_{1} \mu_{0}\right), \ldots\right)
$$

To prove the desired conclusion, it is enough to show that for each compact subset $\mathcal{N}$ of $(\mathcal{M} \times \mathcal{M}) \backslash \mathcal{D}$, the set $\mathcal{G}_{\mathcal{N}}$ defined by

$$
\mathcal{G}_{\mathcal{N}}:=\left\{\mu \in \mathbb{R}^{m, \infty}: \Lambda(x, z, \mu) \neq 0, \forall(x, z) \in \mathcal{N}\right\}
$$

is an open dense subset of $\mathbb{R}^{m, \infty}$.
For each open subset $\mathcal{U}$ of $\mathbb{R}^{m, \infty}$ given by $\mathcal{U}_{0} \times \mathcal{U}_{1} \times \cdots$, consider, for each $\nu \in \mathcal{U}^{s}=\prod_{i=0}^{s-1} \mathcal{U}_{i}$, the subset $\mathcal{B}_{\nu}$ of $\mathcal{N}$ defined by

$$
\mathcal{B}_{\nu}=\left\{(x, z) \in \mathcal{N}: \Lambda_{r}(x, z, \nu)=0\right\},
$$

where $\Lambda_{r}(x, z, \nu)=\left(\lambda_{0}(x, z), \lambda_{1}\left(x, z, \nu_{0}\right), \ldots, \lambda_{s}(x, z, \nu)\right)$. Using the same argument as that employed in the proof of Lemma 2.1, we know that there exists a minimal element $\mathcal{B}_{\bar{\nu}}$ of the family $\left\{\mathcal{B}_{\bar{\nu}}\right\}$. Suppose $\bar{\nu} \in \mathcal{U}^{r}$. We next show that $\bar{\nu}$ distinguishes every pair $(x, z) \in \mathcal{N}$. Assume that there would exist a pair $\left(x_{0}, z_{0}\right) \in \mathcal{N}$ such that $x_{0} \sim_{\bar{\nu}} z_{0}$. Since (4) is reversible, $x_{1} \neq z_{1}$, where $x_{1}=f^{\nu}\left(x_{0}\right)$ and $z_{1}=f^{\nu}\left(z_{0}\right)$. By observability of (4), one knows that there exists some $\tilde{\nu} \in \mathbb{R}^{m s}$ such that $x_{1} \not \chi_{\tilde{\nu}} z_{1}$. Let $\widehat{\nu}=\tilde{\nu} \bar{\nu}$ (concatenation of sequences); then it follows that $\Lambda_{r+s}\left(x_{0}, z_{0}, \tilde{\nu} \tilde{\nu}\right) \neq 0$. By the analyticity of $\Lambda_{r+s}$ when fixing $x_{0}, z_{0}$ and $\bar{\nu}$, one knows that there exists some $\widehat{\nu} \in \mathcal{U}_{r} \times \cdots \times \mathcal{U}_{r+s-1}$ such that $\Lambda_{r+s}\left(x_{0}, z_{0}, \bar{\nu} \widehat{\nu}\right) \neq 0$. This implies that $\left(x_{0}, z_{0}\right) \in \mathcal{B}_{\bar{\nu}} \backslash \mathcal{B}_{\widehat{\nu} \hat{\nu}}$, which, in turn, implies that $\mathcal{B}_{\widehat{\nu} \widehat{\nu}}$ is a proper subset of $\mathcal{B}_{\bar{\nu}}$, contradicting the assumed minimality of $\mathcal{B}_{\bar{\nu}}$. Thus, we showed that $\Lambda_{r}(x, z, \bar{\nu}) \neq 0$ for any $(x, z) \in \mathcal{N}$. Clearly, any extension $\mu$ of $\bar{\nu}$ in $\mathcal{U}$ is an element of $\mathcal{G}_{\mathcal{N}}$. This shows that $\mathcal{G}_{\mathcal{N}} \cap \mathcal{U} \neq \emptyset$ for any open subset $\mathcal{U}$ of $\mathbb{R}^{m, \infty}$. The density of $\mathcal{G}_{\mathcal{N}}$ is thus proved.

Again as in the proof of Lemma 2.1 for the continuous case, $\mathcal{G}_{\mathcal{N}}$ is open since $\mathcal{N}$ is compact.

In the statement of Theorem 5.3, we assumed more than we did in its continuous counterpart, Theorem 3.1 (and also concluded slightly less). One of the extra conditions is observability. We needed to impose this because the counterpart of Lemma 4.1 is not available in the discrete-time case. The discrete case analogy would be that any distinguishable pair is again carried to a distinguishable pair by the flow of the system, no matter which input is applied. Unfortunately, this not true in general. The following example, suggested by F. Albertini, shows that distinguishable pairs can be carried to indistinguishable pairs. (Note that this can never happen with analytic continuous-time systems.)

Example 5.4. Consider the system

$$
\begin{equation*}
x(t+1)=x(t)+1, y(t)=h(x(t)) \tag{29}
\end{equation*}
$$

where $h(x)$ is defined by

$$
h(x)= \begin{cases}\frac{\sin \pi x}{\pi x} & \text { if } x \neq 0 \\ 1 & \text { if } x=0\end{cases}
$$

Clearly the system is analytic and reversible. However, the distinguishable pair ( 0,1 ) is carried to an indistinguishable pair after $t=1$.

Proof of Lemma 5.1. To obtain the desired conclusion, it is enough to show that (28) holds in an open dense subset of $\mathcal{M}$ for every universal input $\mu$ (since universal inputs themselves form a generic subset).

Fix any universal input $\mu$. By observability, one knows that $H(\cdot, \mu)$ is a one-to-one map. Let $k=\max _{p} \operatorname{dim} \mathcal{F}_{\mu}(p)$. It is sufficient to show that $k=n$. But this is an immediate consequence of Lemma B. 1 (see Appendix B), applied to $\left\{h, h^{\mu_{0}}, h^{\mu_{0} \mu_{1}}, \ldots\right\}$ seen as a family of maps.
5.2.1. Orders of $\mathbf{i} / \mathbf{o}$ equations. We say that the discrete-time system (4) admits the i/o equation such as that if (3) holds for all input/output pairs of (4) (for $t \geq r$ and any possible initial state $x(0))$. The order of the equation is $r$ if

$$
\frac{\partial}{\partial \nu_{r}} E\left(\mu_{0}, \ldots, \mu_{k-1}, \nu_{0}, \nu_{1}, \ldots, \nu_{k}\right)
$$

is not a zero function. For any given system $\Sigma$, we let $\delta(\Sigma)$ be the lowest possible order of an $\mathrm{i} / \mathrm{o}$ equation that $\Sigma$ admits. If there is no such equation, $\delta(\Sigma)$ is defined to be $\infty$. Following the same outline as in the proof of Theorem 3.7 but now using Lemma 5.1, we conclude as follows.

Theorem 5.5. Let $\Sigma$ be an n-dimensional analytic system. Assume, further, that $\Sigma$ is reversible and observable. Then $\delta(\Sigma) \geq n$. If, in addition, $\Sigma$ is a rational system, then $\delta(\Sigma)=n$.

Remark 5.6. The result in Lemma 5.1 is false if the assumption of reversability is dropped, as discussed in [28]. As a consequence of this, the above conclusions may be false without the invertibility assumption. To illustrate this, consider the following system of dimension 3:

$$
\begin{aligned}
& x_{1}(t+1)=u(t), \quad x_{2}(t+1)=x_{3}(t), \\
& x_{3}(t+1)=x_{3}(t) x_{1}(t)+x_{1}(t)+x_{2}(t) u(t), \\
& y(t)=x_{3}(t) .
\end{aligned}
$$

This is an observable polynomial system. However, it admits an equation of order 2:

$$
y(t)=y(t-1) u(t-2)+y(t-2) u(t-1)+u(t-2) .
$$

Note that this system is not reversible.
Appendix A. Proofs of two lemmas. In this appendix, we will prove Lemmas 4.1 and 4.2. For this, we need to recall some basic definitions and properties of $\mathrm{i} / \mathrm{o}$ operators defined by convergent generating series. For a detailed study of generating series and i/o operators, we refer the reader to [41].

Let $m$ be a fixed integer and $I=\{0,1, \ldots, m\}$. For any integer $k \geq 1$, we define $I^{k}$ to be the set of all sequences $i_{1} i_{2} \ldots i_{k}$, where $i_{s} \in I$ for each $s$. We use $I^{0}$ to denote the set whose only element is the empty sequence $\phi$. Let $I^{*}=\bigcup_{k \geq 0}^{\infty} I^{k}$.

A generating series

$$
c=\sum_{\iota \in I^{*}}\left\langle c, \eta_{\iota}\right\rangle \eta_{\iota}
$$

is a formal power series in the noncommutative variables $\eta_{0}, \eta_{1}, \ldots, \eta_{m}$ for some fixed number $m$, where we use the notation $\eta_{\iota}=\eta_{i_{1}} \eta_{i_{2}} \ldots \eta_{i_{l}}$ for each multiindex $\iota=$ $i_{1} i_{2} \ldots i_{l}$. The coefficients $\left\langle c, \eta_{\iota}\right\rangle$ are assumed to be real.

We shall say that a power series $c$ is convergent if there exist $K, M \geq 0$ such that

$$
\begin{equation*}
\left|\left\langle c, \eta_{\iota}\right\rangle\right| \leq K M^{k} k!\text { for each } \iota \in I^{k} \text { and each } k \geq 0 \tag{30}
\end{equation*}
$$

For any fixed real number $T>0$, let $\mathcal{U}_{T}$ be the set of all essentially bounded measurable functions

$$
u:[0, T] \rightarrow \mathbb{R}^{m}
$$

endowed with the $L^{1}$ norm. We write $\|u\|_{1}$ for $\max \left\{\left\|u_{i}\right\|_{1}:, 1 \leq i \leq m\right\}$ and $\|u\|_{\infty}$ for $\max \left\{\left\|u_{i}\right\|_{\infty}:, 1 \leq i \leq m\right\}$ where $u_{i}$ is the $i$ th component of $u$ and $\left\|u_{i}\right\|_{1}$ is the $L^{1}$ norm of $u_{i},\left\|u_{i}\right\|_{\infty}$ is the $L^{\infty}$ norm of $u_{i}$. For each $u \in \mathcal{U}_{T}$ and each $\iota \in I^{l}$, we define inductively the functions

$$
V_{\iota}=V_{\iota}[u] \in \mathcal{C}[0, T]
$$

by

$$
V_{i_{1} \cdots i_{l+1}}[u](t)=\int_{0}^{t} u_{i_{1}}(s) V_{i_{2} \ldots i_{l+1}}(s) d s
$$

where $V_{\phi}=1$ and $u_{i}$ is the $i$ th coordinate of $u(t)$ for $i=1,2, \ldots, m$ and $u_{0}(t) \equiv 1$.
For each formal power series $c$ in $\eta_{0}, \eta_{1}, \ldots, \eta_{m}$, we define a formal operator on $\mathcal{U}_{T}$ in the following way:

$$
\begin{equation*}
F_{c}[u](t)=\sum\left\langle c, \eta_{\iota}\right\rangle V_{\iota}[u](t) \tag{31}
\end{equation*}
$$

If the series is convergent and (30) holds, then it is known that for any

$$
T<\left(\|u\|_{\infty}(M m+M)\right)^{-1}
$$

the series (31) converges uniformly and absolutely for all $t \in[0, T]$. Let

$$
\mathcal{V}_{T}:=\left\{u \in L_{\infty}^{m}:\|u\|_{\infty} T<(M m+M)^{-1}\right\}
$$

We refer the reader to [41] for the proof of the following lemmas.
Lemma A.1. Assume that $c$ is a convergent power series. Then the operator

$$
F_{c}: \mathcal{V}_{T} \rightarrow \mathcal{C}[0, T]
$$

is continuous with respect to the $L^{1}$ norm in $\mathcal{V}_{T}$ and the $\mathcal{C}^{0}$ norm in $\mathcal{C}[0, T]$.
Lemma A.2. Suppose $c$ is a convergent series. Then $F_{c}[u]$ is analytic if $u \in \mathcal{V}_{T}$ is analytic.

For each convergent series $c$, we let, for each $\mu \in \mathbb{R}^{m, \infty}$ and each integer $i \geq 0$,

$$
\begin{equation*}
c_{i}(\mu)=\left.\frac{d^{i}}{d t^{i}}\right|_{t=0} F_{c}[u](t), \tag{32}
\end{equation*}
$$

where $u$ is any smooth input with $u^{(i)}(0)=\mu_{i}$. Note that $c_{i}(\mu)$ is a polynomial in $\mu$ and $c_{i}(\mu)$ doesn't depend on $\mu_{j}$ for $j \geq i$.

By Lemma 2.1 in [39], one knows that for a convergent series $c, F_{c}[u]=0$ for every piecewise constant input $u$ if and only if $c=0$. On the other hand, it is not hard to see that for each piecewise constant function $u$, there exists a sequence $\left\{u_{j}\right\}$ of analytic functions such that $\left\|u_{j}\right\| \leq\|u\|$ and $u_{j} \rightarrow u$ as $j \rightarrow \infty$ in the $L_{1}$ norm. By Lemma A.2, one concludes that $F_{c}[u]=0$ for every analytic input $u$ if and only if $c=0$. Since $F_{c}[u]$ is analytic if $u$ is analytic, it then follows from (32) that for an analytic $u$ with $u^{(i)}(0)=\mu_{i}, F_{c}[u]=0$ if and only if $c_{i}(\mu)=0$ for all $i \geq 0$. Thus we conclude that $c=0$ if and only if $c_{i}(\mu)=0$ for all $\mu$ and all $i$. To prove the desired conclusions, we need the following well-known fact.

Lemma A.3. Assume that $f$ is a continuous function defined on $\left[0, t_{0}\right]$ for some $t_{0}>0$. Then for any given integer $r$ and any vector $\left(w_{0}, w_{1}, \ldots, w_{r}\right)$, there exists a $L_{\infty}$-bounded sequence of analytic functions $f_{j}$ defined on $\left[0, t_{0}\right]$, such that $f_{j}^{(i)}(0)=w_{i}$ for all $i \leq r$ and $f_{j}$ converges to $f$ in the $L_{1}$ norm.

Proof. For the given vector, let

$$
\widehat{f}(t)=f(t)-\sum_{i=0}^{r} \frac{w_{i} t^{i}}{i!}
$$

Without loss of generality, one may assume that $\widehat{f}(0)=0$. Otherwise, one can always choose a $L_{\infty}$-bounded sequence of continuous functions $\widehat{f_{j}}$ converging to $\widehat{f}$ in the $L_{1}$ norm and such that $\widehat{f}_{j}(0)=0$. Now one may apply Lemma 4.3 in [41] to $\widehat{f}$ to conclude that there exists a sequence $\tilde{f}_{j}$ converging to $\widehat{f}$ uniformly (hence also in $L_{1}$ norm) with the property that $\tilde{f}_{j}^{(i)}(0)=0$ for all $i \leq r$. Then the functions

$$
f_{j}(t):=\tilde{f}_{j}(t)+\sum_{i=0}^{r} \frac{w_{i} t^{i}}{i!}
$$

give the desired sequence.
Combining the above conclusion and Lemma A.1, one proves the following.
Lemma A.4. Assume that $c$ is a convergent series and that $r$ is an integer. Let $\bar{\mu}^{r}$ be a given vector in $\mathbb{R}^{m r}$. If for every extension $\mu$ of $\bar{\mu}^{r}, c_{i}(\mu)=0$ for all $i$, then $c=0$.

Proof of Lemma 4.1. For analytic system (5) and for each $x \in \mathcal{M}$, we define a generating series by letting

$$
\begin{equation*}
\left\langle c^{x}, \eta_{i_{1}} \eta_{i_{2}} \ldots \eta_{i_{r}}\right\rangle=L_{g_{i_{r}}} \ldots L_{g_{i_{2}}} L_{g_{i_{1}}} h(x) \tag{33}
\end{equation*}
$$

By Lemma 4.2 in [36], such a series is always convergent, and it follows from Theorem 3-1.5 in [19] that for any $\mu \in \mathbb{R}^{m, \infty}$,

$$
\begin{equation*}
\psi_{i}(x, \mu)=c_{i}(x, \mu) \tag{34}
\end{equation*}
$$

where

$$
c_{i}(x, \mu)=\left.\frac{d^{i}}{d t^{i}}\right|_{t=0} F_{c^{x}}[u](t)
$$

The conclusion of Lemma 4.1 then follows from Lemma A.4.

Proof of Lemma 4.2. For analytic system (5), instead of considering the series defined by (33), we consider, for each $(x, v) \in T \mathcal{M}$, the series defined by

$$
\begin{equation*}
\left\langle d(x, v), \eta_{i_{1}} \eta_{i_{2}} \ldots \eta_{i_{r}}\right\rangle=\mathrm{d} L_{g_{i_{r}}} \ldots L_{g_{i_{2}}} L_{g_{i_{1}}} h(x) v . \tag{35}
\end{equation*}
$$

Claim. For each $(x, v)$, the series $d(x, v)$ is a convergent series.
First of all, by Lemma 4.2 in [36], there is some constant $M_{0}>0$ such that for $g_{0}(x), g_{1}(x), \ldots, g_{m}(x), v \in T_{x} \mathcal{M}$, there exists some $M_{0}>0$ such that

$$
\begin{equation*}
\left|\mathrm{d} L_{g_{i_{1}}} L_{g_{i_{2}}} \ldots L_{g_{i_{r}}} h(x) v\right|=\left|L_{v} L_{g_{i_{1}}} L_{g_{i_{2}}} \ldots L_{g_{i_{r}}} h(x) v\right| \leq M_{0}^{r+1}(r+1)!. \tag{36}
\end{equation*}
$$

It is then not hard to see that there exist some constants $K$ and $M>M_{0}$ such that

$$
\left|\mathrm{d} L_{g_{i_{1}}} L_{g_{i_{2}}} \ldots L_{g_{i_{r}}} h(x) v\right| \leq K M^{r} r!,
$$

for all $r>0$. Therefore $d(x, v)$ is a convergent series for each pair $(x, v)$.
For each smooth input $u$ with $u^{(i)}(0)=\mu_{i}$, let

$$
d_{i}(x, v, \mu)=\left.\frac{d^{i}}{d t^{i}}\right|_{t=0} F_{d(x, v)}[u](t) .
$$

Then it follows from (34) that

$$
\mathrm{d} \psi_{i}(x, \mu)=\mathrm{d} c_{i}(x, \mu)
$$

from which it follows that

$$
\mathrm{d} \psi_{i}(x, \mu) v=d_{i}(x, v, \mu) .
$$

Applying Lemma A. 4 to the series $d(x, \mu)$, one obtains the desired conclusion of Lemma 4.2.

Appendix B. A simple consequence of the rank theorem The next result is a simple and well-known consequence of the rank theorem; we include its proof as it seems difficult to find a precise reference. (We provide a somewhat stronger form than needed, which applies in more generality, including to nonobservable systems.)

Lemma A.5. Assume that $\mathcal{H}=\left\{h_{\lambda}: Z \rightarrow \mathbb{R}, \lambda \in \Lambda\right\}$ is a family of continuously differentiable real-valued functions on an n-dimensional differentiable manifold $Z$, parameterized by a set $\Lambda$. Then there exists an open dense subset $Z_{0} \subseteq Z$ with the following property. For each $z_{0} \in Z_{0}$ there exist an integer $r=r\left(z_{0}\right)$, an open neighborhood $V$ of $z_{0}$ in $Z_{0}$, and parameter values $\lambda_{1}, \ldots, \lambda_{r}$, so that, for each parameter $\lambda \in \Lambda$,

$$
h_{\lambda}(z)=F_{\lambda}\left(h_{\lambda_{1}, \ldots, \lambda_{r}}(z)\right) \quad \forall z \in V,
$$

where $h_{\lambda_{1}, \ldots, \lambda_{r}}(z)=\left(h_{\lambda_{1}}(z), \ldots, h_{\lambda_{r}}(z)\right)$ and $F_{\lambda}$ is some $C^{1}$ function from some neighborhood $\mathcal{U}$ of $h_{\lambda_{1}, \ldots, \lambda_{r}}(V)$ to $\mathbb{R}$. Moreover, the rank of the differential of $h_{\lambda_{1}, \ldots, \lambda_{r}}(z)$ is $r$ at all $z \in V$ (so the nonempty fibers $h_{\lambda_{1}, \ldots, \lambda_{r}}^{-1}(q)$ intersect $V$ at submanifolds of dimension $n-r)$. In particular, if it is known that $z \mapsto\left(h_{\lambda}(z), \lambda \in \Lambda\right)$ is one-to-one on any open subset of $Z$, then $r\left(z_{0}\right)=n$ for some $z_{0} \in Z_{0}$.

Proof. Consider for any $s$ and any $\lambda_{1}, \ldots, \lambda_{s}$ the rank $\rho_{\lambda_{1}, \ldots, \lambda_{s}}(z)$ of the differential of $h_{\lambda_{1}, \ldots, \lambda_{s}}$ at $z$, and let $\rho(z)$ be the maximum possible value of this rank over all $s$ and $\lambda_{1}, \ldots, \lambda_{s}$. A point $z$ is regular if $\rho(z)$ is constant in a neighborhood of $z$. The
regular points form an open set by definition, and it is an easy exercise to show, by induction on $n, n-1, \ldots, 1$ that the set $Z_{0}$ of such points is also dense. Now pick any $z_{0}$ in $Z_{0}$, and let $\rho\left(\dot{z}_{0}\right)=r$. By definition of $\rho$, there are parameters $\lambda_{1}, \ldots, \lambda_{r}$ so that $\rho_{\lambda_{1}, \ldots, \lambda_{r}}(z)=r$ for all $z$ in some neighborhood of $z_{0}$. By the rank theorem, there are local changes of coordinates in $Z$ so that, in some neighborhood $V$ of $z_{0}, h_{\lambda_{i}}(z)=z_{i}$ for $i=1, \ldots, r$, and without loss of generality one may assume that $\rho_{\lambda_{1}, \ldots, \lambda_{r}}(z)=r$ for all $z$ in this same $V$. Now pick any $\lambda \in \Lambda$. Let $f=h_{\lambda}$. If it were the case that $\frac{\partial f}{\partial z_{j}}(z)$ is nonzero for some $z \in V$ and some $j>r$, then the map $h_{\lambda_{1}, \ldots, \lambda_{s}, \lambda}$ would have rank $r+1$ at $z$, contradicting the choice of $V$. It follows that $h_{\lambda}$ depends only on $z_{1}, \ldots, z_{r}$ on this neighborhood, as desired.

Remark A.6. Observe that, when dealing with analytic mappings and $Z$ connected, the rank is constant on regular points, and one could pick the elements $\lambda_{1}, \ldots, \lambda_{r}$ globally on an open dense set. Also, in general this argument shows that locally there are always $n$ control sequences that (locally) distinguish states, even in the nonanalytic case.
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