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ALTERNATIVE THEORETICAL FRAMEWORKS FOR FINITE
HORIZON DISCRETE-TIME STOCHASTIC OPTIMAL CONTROL*

STEVEN E. SHREVEt AND DIMITRI P. BERTSEKASH

Abstract. Stochastic optimal control problems are usually analyzed under one of three types of
assumptions: a) Countability assumptions on the underlying probability space—this eliminates all
difficulties of measure theoretic nature; b) Semicontinuity assumptions under which the existence of optimal
Borel measurable policies can be guaranteed; and c) Borel measurability assumptions under which the
existence of p-optimal or p-¢-optimal Borel measurable policies can be guaranteed (Blackwell [3], Strauch
[31]). In this paper we introduce a general theoretical framework based on outer integration which contains
these three models as special cases. Within this framework all known results for finite horizon problems
together with some new ones are proved and subsequently specialized. An important new feature of our
specialization to the Borel measurable model is the introduction of universally measurable policies. We
show that everywhere optimal or nearly optimal policies exist within this class and this enables us to
dispense with the notion of p-optimality.

1. Introduction. Consider a stochastic optimal control problem with cost
function

N-1
1) J=Y g(xx, ur, wi), N: positive integer or +00,
k=0

subject to the system equation
(2) Xk+1 =f(xk, Uk, Wk), k =0’ 1, RS

where xi, u; are the state and control of the system and wy is a random object with
probability distribution parameterized by x, and u,. We wish to choose a policy, that
is, a sequence of functions {u,} from the state space S to the control space C so that
when u, = ur(xr) the expected value of J is minimized. (A precise definition of the
problem will be postponed for later.)

The equation

3 Jer1(x)=inf E{g(x, u, w)+ Je[f(x, u, w)]|x, u}
with Jo(x)=0, and its limiting form
4) J*(x)=inf E{g(x, u, w)+J*[f(x, u, w)]|x, u}

are the Dynamic Programming (DP for short) equations related to the problem above.
In the case where w takes a single value and the problem is deterministic (more
generally, where w can take a countable number of values), the functions in these
equations exist in a well-defined mathematical sense and the theory of DP is well
developed (see e.g. [1]). When w can take uncountably many values, acute difficulties
arise from the need to impose a proper measure theoretic structure on the problem so
that the expected value of the cost J of (1) and the expected values in (3) and (4) are
well defined. A related difficulty stems from the need to balance the measurability
restrictions on policies (necessary so that the expected cost corresponding to a policy is
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well defined) against a desire to admit enough policies to consideration so as to be able
to find one which selects at or near the infimum in (3).

The measurability questions described above have been dealt with by a number
of authors under the assumption that all spaces underlying the problem are Borel
spaces (Borel subsets of complete separable metric spaces). There have been two main
approaches. In the first approach, semicontinuity and compactness assumptions are
imposed on the data of the problem (see § 5). Under these assumptions, the functions
Ji in (3) can be shown to be semicontinuous and there exists a Borel measurable
function w, such that u; = u, (x) selects at or near the infimum in (3) for every x. For
results in this direction see Maitra [15], Schél [24]-[25], and Freedman [9]. Much of
the work in stochastic programming (see Olsen [18]-[20], Rockafellar and Wets [22],
[23] and the references quoted therein) also utilizes assumptions of this type. Some of
this work employs additional convexity assumptions and is geared toward convex
programming type results, i.e., duality and Kuhn-Tucker conditions for optimality,
rather than resolution of the measure theoretic questions.

The second approach was introduced by Blackwell [3] and further refined by
Strauch [31], Dynkin and Juskevic [8], Hinderer [12] and others. No assumptions
other than Borel measurability of the data of the problem are made, and admissible
policies are required to be Borel measurable. Under these conditions it is possible to
prove the universal measurability of the optimal cost function and the existence for
every £ >0 and probability measure p on S of a p-e-optimal policy (Strauch [31,
Thms 7.1 and 8.1]). A p-e-optimal policy is one which leads to a cost which differs
from the optimal cost by less than ¢ for p-almost every initial state. Even over a finite
horizon the optimal cost function need not be Borel measurable, and there need not
exist an everywhere e-optimal policy (Blackwell [3, Example 2]). The difficulty arises
from the inability to choose a Borel measurable function u,:S - C which nearly
achieves the infimum in (3) uniformly in x. The nonexistence of such a function
interferes with the construction of optimal policies via the DP algorithm (3), since one
must first determine, at each stage k, a measure p, with respect to which it is
satisfactory to nearly achieve the infimum in (3) for p,-almost every x. The difficulties
in constructing nearly optimal policies over an infinite horizon are more acute.
Furthermore, from an applications point of view, a p-g-optimal policy, even if it can
be constructed, is a much less appealing object than an everywhere ¢-optimal policy,
since in many situations the distribution p is unknown or may change when the system
is operated repetitively, in which case a new p-g-optimal policy must be computed.

In view of the undesirable features of p-optimality, Blackwell, Freedman and
Orkin [4] have considered analytically measurable policies—a class that properly
contains Borel measurable policies (see § 6). Their work deals with a special type of
problem, that of minimization when the cost per stage is nonpositive. They show that a
history remembering policy which is everywhere ¢ -optimal exists, and if the optimal
cost functions J¥, k=1, - -, N, are everywhere finite, this policy can be taken to be
Markov. We relax the assumption of a nonpositive cost per stage and show the
existence in Corollary 5.1 of an analytically measurable ¢-optimal Markov policy
under the assumption that the functions J¥, k=1, -, N, are everywhere finite.
However we have been unable to show the strongest possible existence results for
finite horizon problems within an analytically measurable policies framework
(compare Corollaries 5.1 and 5.2). For this reason we have extended the class of
admissible policies to include all universally measurable policies (a class properly
containing the analytically measurable policies). A key fact here is that the composi-
tion of two universally measurable functions is universally measurable, while the
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composition of two analytically measurable functions need not be analytically
measurable [2]. In this paper we admit only Markov nonrandomized policies and,
within this framework, cannot prove the result of Blackwell, Freedman and Orkin
mentioned earlier for the case where J5 (x) can be —oo for some x and k. It is shown
elsewhere [2], [29], however, that under the assumption of Corollary 5.2(b), there
exists for every € >0 a nonrandomized semi-Markov and a randomized Markov
universally measurable e-optimal policy. We do not know whether such a policy can
be taken to be analytically measurable rather than universally measurable. The fact
mentioned earlier relating to composition of two analytically measurable functions
interferes with the constructions involved in the proofs of [29].

The present paper has two main objectives. The first is to provide a general
framework for finite horizon stochastic optimal control that includes as special cases
the formulations described earlier. The second is to demonstrate that when universally
measurable policies are admitted in the Borel space framework of Blackwell, then all
basic results for stochastic problems can be shown to hold in a form that is as strong as
for problems where measurability questions are of no essential concern. In particular,
the existence of everywhere ¢ -optimal policies is assured as opposed to policies which
are g-optimal p-almost everywhere. Thus the notion of p-optimality can be dispensed
with.

The paper is organized as follows. Section 2 formulates a general stochastic
optimal control problem without any topological assumptions. The formulation is
based on a notion of outer integration developed in Appendix A. The main results
regarding the validity of the DP algorithm and the existence of optimal and nearly
optimal policies are provided in § 3. These include all results known for special cases
together with a new result [Proposition 1(b)] relating to the existence of a sequence of
policies exhibiting what is referred to as {¢,} dominated convergence to optimality.
The results of §3 are applied to special cases in §4 (model without topological
assumptions) and in § S (Borel space models with semicontinuity assumptions). Slight
extensions of results by Freedman [9] are given in Corollaries 4.1 and 4.2. Section 6 is
devoted to general Borel space models. We consider both analytically and universally
measurable policies and prove an extended version of a measurable selection theorem
by Brown and Purves [5]. Using this theorem we show that all the results of § 3 carry
over to the Borel space model when universally measurable policies are allowed.

We note that some of the ideas and analysis in this paper (particularly the
employment of universally measurable policies) have infinite horizon and imperfect
state information counterparts described elsewhere [2], [28], [29]. Also, this paper
considers exclusively nonrandomized Markov policies. Existence results relating to
randomized and semi-Markov policies may be found in [2], [27], [29].

2. Problem formulation. Our notation will be as follows. For a set X we denote
by Fx the set of all functions J: X - [—00, +00]. For J;, J,€ Fx we write J;=J, if
Jix)=Tx)VxeX, and 1 =L, if TI(x)SLx)VxeX fJx)ze(J(x)=¢) Vxe X,
where ¢ is a scalar, we write JZe (J=¢). If a sequence {Ji}<=Fx increases
(decreases) monotonically to J € Fx, we write Ju1J (JidJ). If {Ji} converges pointwise
to J we write Ji = J. If J1, J,€ Fx, ¢ is a scalar, and J,(x)= J,(x)+¢ Vx € X, we write
Ji=J,+¢. We adopt the usual conventions regarding ordering and arithmetic in the
set of extended real numbers [—c0, +00], except that we take

—00+ 00 = +00—00 = +00,

The Cartesian product of sets A;, A,,- -+, A, is denoted by A1A,- - A, If X and Y
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are sets, then projx is the projection mapping from XY to X. If E is a subset of some
space X, we denote by xg the indicator function of E [ye(x)=1if x € E, xg(x)=0 if
x¢ E]. For any function f: X - [—00, +o0], where X is some space, we use the notation
T (x)=max {0, f(x)}, f (x)=max {0, —f(x)}. The infimum over the empty set is taken
by convention to be +00 (inf J = +00).

The stochastic optimal control model we consider consists of the eight elements
listed below:

S—State space. A nonempty set.

C—Control space. A nonempty set.

(W, #)—Disturbance space. A measurable space.

p(dw | x, u)—Disturbanee kernel. For fixed (x, u)e SC, p( - |x, u) is a probability
measure on (W, %).

f(x, u, w)—System function. A mapping from SCW to S.

g(x, u, w)—One-stage cost function. A mapping from SCW to [—00, +00].

M—Control function space. A nonempty set of mappings from S to C.

N—Horizon. A positive integer.

The model is stationary in that the data does not change from one stage to the
next. There is no essential loss of generality in this assumption, since a nonstationary
model can be reduced to a stationary one by state augmentation ([24, § 8], [1, § 6.7]).
We impose no assumptions for the time being on the set of control functions M.
However, specific results will assume explicitly or implicitly various conditions on M,
and in fact our line of analysis is geared toward demonstrating the type of properties
of M that are essential for specific results to hold. In particular special cases the set M
could be as large as the set of all functions w: S C or as restricted as the set of all
linear functions w: S - C (S, C assumed to be linear spaces). We shall use the letter x
to represent an element of S, and the letter u to represent an element of C. Denote by
IIx the Cartesian product of N copies of M and define

(5) F'={(x,u):xeS, u=pu(x)for some u e M}

We denote by I', the cross-section {u: (x, u)eI'}. We refer to an element of Iy as a
policy.

We have in mind a system operating as follows. A policy 7 = (o, * -, un-1)€lln
is chosen. The system begins in some initial state xo, and subsequent states are
specified by the system equation

(6) Xk+1 =f(xk9 Uk, Wk), k =0’. ) '7N_2,
where
@) ue =p(xe), k=0, ,N-1,

and w; is random with distribution p(dw | xi, ux). The cost incurred at each stage of
the operation is g(x, Ux, Wi ), so the total cost is

N-1
Z g(Xk, Uk, Wk)'
k=0

The expected total cost corresponding to the policy 7 is obtained by taking the
expectation of the total cost with respect to the appropriate probability measure. If the
integrals can be defined, this can be represented by

k=0

N-1
8) j ce J. Y g(xe, ke, wi)p(AwWn—1|Xn—1, Un—1)" * * p(dwo| X0, Uo),
w w
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where (6) and (7) hold. But we have not yet imposed sufficient structure for the
integrals to be defined, so we specify the cost corresponding to each policy and initial
state by means of outer integration.

Given a probability space (X, %, p) and a function fe Fx with f=0, the outer
integral of f with respect to p is defined in Appendix A as

*
I fdp = inf { J gdp:f=g,gis %’-measurable}.
Given an arbitrary f € Fx, we define its outer integral with respect to p by
* % % .
©) [ rao=1] 1 ap-| 1 an

Since we take 00— 00 to be +00, the outer integral of f is defined for every fe Fx. If f is
measurable with respect to the o-algebra 3, we write [ fdp in place of [* fdp. Note
that for such an f and «a € (—0, +0], we have

(10) a+dep=J(a+f)dp.

For each u € M, we define the mapping T,,: Fs - Fs by
ES
(11) Tu(f)(x)=J {glx, uw(x), wi+J[f(x, w(x), w)tp(dw|x, u(x)) VJeFs, xeS.
We also define the mapping T: Fs > Fs by

(12) T(J)(x)= inf j* {gCe, u, w)+J[f(x, u, w)ip(dwl|x,u) VYJeFs, xecS.

uel',

Note that since we have by definition ', ={u € C: u = u(x) for some u € M}, it follows
that (12) can be replaced by

(13) TJ)x)=inf T,(J)x) VxeS.

neM
For any u1,* * +, ux € M, we denote by (T, - - T,, ) the composition of the mappings
T.,,* *, T, Similarly, we denote by T* the composition of T with itself k times. For

convenience we also use 7° to denote the identity mapping on Fg.
The cost function corresponding to the policy 7 is defined by

(14) ]N,ﬂ' = (Tuo' te TMN—l)(]O),

where Jo(x) =0 for every x € S. The optimal cost function is given by

(15) J&(x)= inf Jn.(x) VxeS.
mellny

If measurability assumptions are made so that reference to the outer integral is
unnecessary and finiteness assumptions are imposed to allow the interchange of
summation and integration, then (14) reduces to the more traditional definition of
expected cost corresponding to a policy given by (8). One type of measurability
assumption is to assume W is countable and % is the power set of W, so that
integration reduces to summation. No measure structure need be imposed on S and C.
A less trivial set of assumptions is obtained by letting S have a o-algebra &, C have a
o-algebra €, and assuming f is (¥6%, ¥) measurable and g is (¥6%, B) measurable,
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where $€Z is the product o-algebra and & is the Borel g-algebra in [~00, +00]. One
must also assume p(B|x, u) is $€ measurable for fixed B € &. If all mappings in M
are (¥, €) measurable, then whenever w e M and J is (¥, B) measurable, T,(J) is
also. Despite these assumptions, it may still occur that (8) and (14) do not agree, but if
the possibility of +00—00 occurring is limited, agreement can be guaranteed. This can
be accomplished by requiring that g(x, u, w)>-0oVxe S, uecC, we W (see (10)), or
by requiring that for each = = (uo, * * * , un-1) € [Ix and each xo€ S,

N-1
(16) J ce J kZO g (xi, U, wi)p(AWn—1]XN—-1, un—-1)" - - p(dWo| X0, Ug) < +00,
w W k=

where (6) and (7) hold. If (16) holds for each 7 € [I5 and xo€ S, one can in fact show
by Fubini’s theorem that

N-1
JN,ﬂ'(x) = E(ﬂ,x){ kZO g(xk, U, wk)} )

where (6) and (7) hold and the expectation is with respect to the product measure on
W ... W generated by 7 from xo=x. This is also the case if for each 7 €Ilx and
x0€ S, (16) holds with g replaced by g~.
We now introduce various notions of optimality. Let x € S and ¢ >0 be given. A
policy 7 € Iy is e-optimal at x if
Jh(x)+e if Ji(x)>—c0,
IN=(x)= {
—1/¢ if JX (x)=—00.

If w eIy is e-optimal at every x € S, we say  is e-optimal. A policy 7 € Il is optimal
at x if

Ina(x)=T%(x).

If 7 eIl is optimal at every x € S, we say 7 is optimal.
Let {€,} be a sequence of positive numbers with £,/0. A sequence of policies
{m,} = Il is said to exhibit {¢,} dominated convergence to optimality if

INm, > TF,
INg, () SETH(X)+e, ifTN(x)>—0,
and
IN ()TN, () + &, i TR (x)=—00.

If {m,} exhibits {¢,} dominated convergence to optimality and J% (x)> —oo for every
x € S, then by definition 7, is g,-optimal.

3. Main results. For our results we shall need some regularity assumptions on
the model. We list them here for convenience and shall refer to them explicitly when
we wish to include them in the hypotheses of a proposition.

Assumption A: There is a subset F of Fs such that Joe F and whenever J € F,
thed T(J)e F.

Assumption B: If JeF as given in Assumption A and ¢ >0, then there exists
ue € M such that

TU)x)+e if T)x)>—co,

Tu,<1)(x>§{ ,
—-1/¢ if T(J)(x)=—c0.
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Assumption C: If JeF as given in Assumption A and the infimum in (12) is
achieved for every x € S, then there exists u € M such that

T.J)x)=T{J)x) VxeS.
Assumption D: For J € F as given in Assumption A, define
AT ={(x, u)eT: p*{w: J[f(x, u, w)] = —o}|x, u)> 0},

where p*(- | x, u) represents outer measure. For each J € F, there is a uy € M such that
(x, ur(x))e A(J) whenever x € projs A(J). Furthermore if w € M and u; is as above,
then & defined by

ur(x) if x e projs A(J),
ﬁ(x)={

w(x) otherwise,

isin M. Also if J € F and w1, w2 € M, then & defined by

i(x _{m(X) if T, (N)(x) = T, (T)(x),
# ua2(x) otherwise,
is in M.

Assumption A will be used to show properties of T (Jo), which is often identical
to J&. By choosing F to be the set of functions having measurability or continuity
properties and showing that Assumption A holds, we can immediately deduce
properties of T™(J,). We will find it very important to be able to choose
a control function which nearly achieves the infimum in the definition of T'(J)) for
J € F. This is the condition given in Assumption B. Assumption C states that M is rich
enough to allow exact selection of this infimum if it is achieved. This is necessary in
order to construct an optimal policy. Assumption D states that M contains enough
functions to allow certain constructions necessary for the proof of Proposition 1
below.

The following lemma provides some properties of the mappings T, and T that we
shall need.

LEMMA 1. (a) If Ji, Jo€Fs and J,=J,, then T(Jl)§ T(Jz), and for all nweM
T.U)=T.(>).

(b) If J1, J,€ Fs and J,=J,+¢ for some € >0, then T,(J.)=T,(J1)+2¢ for all
uweM.

(¢) If J1, J> € Fs and for some € >0 we have

1a7) Lx)=i(x)+e if Ji(x)>-—o0,
then forall y e M
(18) T.(2)x)=ST.(J)(x)+2e if T.(J1)(x)>—co.

Proof. (a) and (b) follow directly from Lemma A.3(a), (b), so we concentrate on
proving (c). Let x € S be such that T,(J;)(x)>—c0. Then either T, (J1)(x)=+00, in
which case (18) is trivial or else from Lemma A.3(g) we obtain

(19) pP*(Alx, n(x)=0,

where A ={w |Ji[f(x, u(x), w)] = —c0}. From (17) we obtain for all wg A
glx, w(x), wl+ o[ f(x, w(x), w)l=glx, u(x), wl+Ji[f(x, u(x), w)l+e

and (18) follows from Lemma A.3(b), (¢) and (19). Q.E.D.
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We now arrive at our first main result:
PRrROPOSITION 1. Let Assumptions A and B hold.
@ IfJ§(x)>— forallxeSand k=1,2,- - -, N, then

J&=TN (o),

and for every € >0 there exists an ¢ -optimal policy.
(b) If Assumption D holds and Ji,(x)<+00 for all xeS, well, and k=
1,2,- -+, N, then
T% =T ),

and for every sequence {e,} with €,>0, n=1,2,- -+, £,10, there exists a sequence of
policies exhibiting {e,} dominated convergence to optimality.
Proof. (a) For any 7 = (uo," * -, ti-1) € Iy,

Jim= (Tno' o Tuk—zTuk—l)(JO)

Z(Tuo * * T, T)J0) (by Lemma 1(a))
g .
=T*(Jo).

Hence

(20) JE=T (o), k=1,2,---.

We conclude the proof by induction. Assumption B and (20) guarantee that when
N =1, (a) holds. Suppose (a) holds for N —1. Then for £ >0 there exists 7€ IIn_;
such that

In-1-=T%o1 +e/4.
From the induction assumption and Lemma 1(a), (b),
TN(Jo)=TU%-1)
=2T(Un-1,-—¢/4)
=T(Un-1,-)—¢€/2

= inf Tu(JN—l,ﬂ)_£/2
I

zJ% —¢/2.
Combining this with (20) we obtain
T =T (Jo).
Use Assumptions A and B to find u € M for which
T,(UX-1)=T(JRX-1)+e/2.
With 7 as above, we have
InGumy = Tu(Un-1.7)
=T.(J&-1)+e/2
=T(U%-1)+e

=J%+e,
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so (u, 7) is an g-optimal N -stage policy.

(b) The proof proceeds by induction. Let {¢,} be a sequence with &, >0, £,{0. For
N =1, Assumptions A and B imply the existence of a sequence of policies 7, = (ug)e
I1, for which

TJo)(x)+e, if T(Jo)(x)>—00,
—1/en if T(Jo)(x)= —o00.

By the last part of Assumption D we can assume without loss of generality that

21) Tua(fo)(x)§{

(22) Tz (Jo)x)—o0 if T(Jo)(x)=—00.
This implies J¥ = T(J,), which together with (20) establishes
(23) Jt =T).

From (21)-(23) we see that {,} exhibits {¢,} dominated convergence to optimality.
Suppose the result holds for N—1. Let 7, =(u?7,: -, wn-1) be a sequence of
(N —1)-stage policies exhibiting {¢,/4} dominated convergence to optimality, i.e.,

(24) JN—l,fr,._>]>‘I:J~l’
(25) In-1my )STRo1 (X)+ea/4 i TRy (x)>—00,
(26) JN_l‘,T"(X)g.IN_l,,T"__l(X)'q'Gn/4 lf];‘\‘]_l (X)=—OO.

We assume without loss of generality that ¥, _, &, <00. By the induction hypothesis
and Assumption A
27) Jh-1 =T " '(Uo)eF,
so by Assumption B there is a sequence {u"} < M such that
. TN (Jo)(x)+ea/2  if TV (Jo)(x)>—0,
(28) Tr(Ux-1)x)= N
—2/en if T7 (Jo)(x)=—c0.

By the last part of Assumption D we can assume without loss of generality that
29) T (- )ST. (K1), n=2,3--.
By Assumption D there is a uweM such that (x, u(x))e A(J%_1) whenever x ¢
prOjSA(Jﬁ—l )’ i'e'9
(30) p*(w: JX-i [f(x, w(x), w)] =00} |x, u(x))>0
whenever for some u eI,
p*(w: J%-1 [f(x, u, w)]=—0}|x, u)>0.

Define

n u(x) ifxeprojsA(JX-1),

Lr(x)=9 .

w"(x) otherwise.

Then {"} =M by Assumption D and

7‘7"n = (/2”9 7Tn)EI—IN~
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For x € projs A(J%—-1), we have

lim sup Jn 4, (x)

n-»oo

=lim sup T, (Un-1,,)(X)

=tim sup [ {glx, 4), W+ Tor,m, G5, 106, WY (o |, 1 2)

n—>o0

= [ ol ), wI+ T8 e (0), WD (e | x, 0 (0)

by (24)-(26), the fact that Jx.4,(x) < +00 for every x € S, and Corollary A.1.1. Relation
(30) and Lemma A.3(g) imply that T, (J%-1 )(x)=+00. But T, (J¥-1)(x)=Jn 4, (x)<
+00, 50

liT_)saljlp Inan ()= T (TR-1)(x)

3Gy =—00
=TV (Jo)(x).

For x & projs A(J%-1), we have for each u €T,
(32) p*(w: JX-1 [f(x, u, w)]=—0}|x, u)=0.
If u=pu"(x) satisfies (32), then denoting E ={w:J&_,[f(x, u, w)] = —0}, we have

from Lemma A.3(e)
INa, ()= Tur (IN-1,m,)(x)

*
= [ xw-sOn) el ") W+ s, [ "G, wllp(aw |, " (0)

(33) * n % n n
= | xw-s(0) gl ") W+ Ty [ w700, Wil |, ™)+ 60/2

(by (25) and Lemma A.3(b))
=T (Jh-1)x)+en/2.
Inequality (33) implies for x € projs A(J&-1)

lim sup Jn 4, (x) = lim sup T»(JN-1)(x)
(34) n-»co n->0o
=TV (Jo)(x) by (28).

Combining (31) and (34) we have

35) lim sup Ju,4, (x)= TN (Jo)(x)

for every x € S, and this proves
(36) T%=TN(Jo).
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Combining (36) and (20), we obtain J% = T" (Jo) and (35) can be replaced by

(37) lim Jn.4,(x)=J%(x)

n->00

for every x € S.
To see that the convergence to optimality given in (37) is {¢,} dominated, note
that if TN (Jo)(x)> —00, then T;»(J%_1 )(x)> —o0 for every n. By Lemma 1(c) and (25)

(38) Tar(Un—1,m) %) S Tan (-1 )x) +£0/2 if TN (Jo)(x)>—00.
If x&projs A(JN-1), then

Tﬁ"(ffl—1 Yx)= Ty~ (]"151—1 )x)

(39 =TVUo)x)+en/2  if TNUo)(x)>—0 by (28)
=J5(x)+en/2 if J%(x)>—00 by the fact TN (Jo)=J%.

Combining (38) and (39), we have for x& projs A(JX-1)

(40) Ing, ()STRh(x)+e, ifJR(x)>—00.

If x e projs A(J¥—1), then it is clear from (31) that
JH(x)=TUX-1)(x)=—c0,

and so (40) is true for all x € S. If x& projs A(J%—-1), (33) and (29) can be used to show
forn=2

Inin () S Tur (T R-1)(x)+£4/2
= T (J &1 )(x) +£0/2
= Tur'(Un-1,me_)(X)+€n/2
=JIn4,_(x)+€,/2.
If x eprojs A(JN-1),

*
Ing, (x)= j {glx, w(x), W+ In-1,m,[f(x, u(x), w)l}p(dw | x, u(x))

k
= [ (gl 1), W+ [0 00, WO 5, )+ /2

(by (25), (26) and Lemma A.3(b))
=JIN,#p1(X)F Ens2,
so for every x € S

Ing, (X)) S Ina, . (x)+ €4/2. Q.E.D.

To see that an assumption such as J§ (x)>—0 or Ji . (x)<+c0 for all x, 7 and k
is necessary in order for J¥ = T" (Jo) to hold, consider the following example:

Example. Let N=2, S={a,B}, C=(-0,+0), W={,2,.-:}, M=
{w n(@), wB)e (-0, +0),  pw=klnw)=1/(>L, 1/, k=12,
fla,u,w)=fB,u,w)=8 YuecC, weW, gla, u, w)=w, g8, u,w)=u, VueC, we
W. Here there are two states, a and 3, and we always have x; = 8 so that the cost of
the second stage is w1(B8) and can be made arbitrarily small. On the other hand,
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fwdp =+, so that Js.(a)=[{g[a, wo(a), w]+ui(B)} dp=[{w +u(B)} dp =+
for all 7 eIl,. We have by a straightforward calculation J¥ (a)=+00, J¥ (8)= —c0,
while T*(Jo)(a) = —00, T*(Jo)(B) = —0o.

Despite the need for various assumptions in order to show the equality J& =
T (Jo), the following result, which establishes the validity of the DP algorithm as a
means for obtaining optimal policies, requires none of the assumptions of Proposition
1. We say that a policy 7 = (no, - *, un-1)€ lIn is uniformly N-stage optimal if for
k=1, N, 7" =(un—ss " *» un—1) is optimal in the k-stage problem of minimizing
Ji.w over I,.

PROPOSITION 2. (a) If there exists a uniformly N -stage optimal policy then

1) J¥=T"Wy), VYk=1,---,N.

(b) A policy m = (o, - -, un-1) € lln is uniformly N -stage optimal if and only if
42) (Tun T HUo)=T o), Vk=1,---,N.

Proof. (a) Let = (o, * *, un—1) be uniformly N -stage optimal. Then
(43) TUo)=JT = Tuy_,(Jo)

by definition. For every u € M,
(TMT)(JO) = (TMTMN—l)(JO)a

which implies
T*Uo)= int (TTYJ0)= inf (T, T J)ZTF = (T, To JI0) = T7()
neM ne

Therefore
(44) Tz(JO) = J>2k = (TF-N—2T)(JO) = (TMN—zTMN~1)(JO)'

Replace (43) by (44) and continue. This proves (41).

(b) This follows from (a) and (20). Q.E.D.

It follows from Proposition 2(b) that when M is rich enough so that Assumption
C holds, then existence of a uniformly N-stage optimal policy is equivalent to
attainment of the infimum in the DP algorithm. We state this as a separate pro-
position.

ProposITION 3. Let Assumption C hold. A uniformly N -stage optimal policy
exists if and only if the infimum in

k
) inf [ {80, w)+ T U Cx, 1 w)lhp (dw |, )

uel’y

is achieved for every x€ S, k=1, N.

4. The model without topological assumptions. The simplest special case of our
model is when we take F' = Fs in Assumption A and place restrictions on M only as
follows. A subset I' of SC is given with the property projs I'=S and M is taken to be
the set of all mappings from S to C whose graphs lie in I". Note that I" and M
correspond as in (5). It is easy to see that Assumptions A, B, C, and D hold when F
and M have been so chosen. Hence the results of Propositions 1-3 apply.

It is not customary to use outer integration in connection with Dynamic Pro-
gramming, so the model outlined here is somewhat unusual. A special case of this
model often considered is the case of a countable disturbance space [1]. As mentioned
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earlier, integration reduces to summation in such a model. The countable disturbance
space model is more restrictive than the Borel space model of § 6 in that a countable
disturbance space is a special case of a Borel space. It is more general in that § and C
are not required to have a Borel structure. The model described in the first paragraph
of this section is, of course, more general than both. The main advantage that it offers
is simplicity—there is no need to introduce elaborate topological assumptions in order
to ascertain the validity of the DP algorithm. There are, however, inherent limitations
centering around the pathologies of outer integration (Appendix A) in the nontop-
ological model. Topological assumptions also play an important role in the treatment
of problems with imperfect state information (see [2], [29]).

S. Borel space models with semicontinuity assumptions. We first introduce some
notation and definitions. For any topological space Y we denote by By the Borel
o-algebra generated by the open sets. A Borel space X is a topological space such that
there exists a complete separable metric space Y and a homeomorphism ¢ of X into
Y with ¢ (X)e By.

It follows that a Borel space X is metrizable and separable. Note that if X and Y
are Borel spaces, then the product space XY equipped with the product topology is
also a Borel space and %Bxy equals the product o-algebra Bx%By on XY [21, Chap.
1]. Also, every Borel subset of a Borel space becomes a Borel space when endowed
with the relative topology. The extended real line [—c0, +00] with the topology
generated by the open real intervals together with the sets [~00, @), and (a, +©], «
real, is a Borel space. In what follows we implicitly assume that every Borel subset of
[~o0, +0] is endowed with the corresponding relative topology and is thus a Borel
space. If X and Y are Borel spaces and f: X - Y is such that ' (B)e Bx for each
B € By, then we say that f is Borel measurable.

If X is a Borel space, we denote by P(X) the set of probability measures on %x.
We take the topology on P(X) to be the weakest with respect to which all mappings of
the form p - [ fdp are continuous, as f ranges over the set of bounded continuous
real-valued functions on X. With this topology P(X) becomes a Borel space [21,
Chap. 2]. Let X and Y be Borel spaces and for each xe€ X, let q(dy|x) be a
probability measure on @By. If the mapping x - q(dy | x) is continuous from X to P(Y),
we will say that q(dy |x) is a continuous stochastic kernel on Y given X.

We now define two special cases of the model of § 2. In both cases, S, C and W
are Borel spaces, % = Bw, p(dw |x, u) is a continuous stochastic kernel on W given
SC, and f(x, u, w) is continuous from SCW to S.

Lower semicontinuous model. Here C is compact, and g is lower semi-continuous
and bounded below. A subset I" of SC is given and is assumed to be of the form

where for all j, I'; =T';41, I} is a closed subset of SC, and for all (x, u)e SC

(46) lim  inf J g(x, u, w)p(dw|x, u)=+oo,
j=>oo (x,u)el’;—T'j—1

(By convention the infimum over the empty set is +00. Thus we allow the possibility

that for some j, I'; =T for all j = j.) It is also assumed that projs '=S. The set M of

admissible control functions is taken to be the set of all Borel measurable functions

from S to C whose graphs lie in I'. (Notice that if the sets T;, j =1, 2,- - -, are compact

then there is no loss of generality in assuming that C is compact. This is true because if



Downloaded 08/05/12 to 18.7.29.240. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journal s/ojsa.php

966 STEVEN E. SHREVE AND DIMITRI P. BERTSEKAS

C is not compact, it can be homeomorphically embedded in a compact Borel space €
[7, Chap. 9, Cor. 9.2] and the images of I'; are compact and hence closed in SC. There
is no need to extend f and g to SCW nor p(dw |x, u) to SC for the proof we give of
Proposition 4.)

Upper semicontinuous model. Here g is upper semicontinuous and bounded
above. An open subset I' of SC is given and it is assumed that projs I'=S. The set M
is the set of all Borel measurable functions from S to C whose graphs lie in T'.

By selecting an appropriate subset F < Fs for each model, we show now that
some of the Assumptions A, B, C and D are satisfied. This in turn will allow
application of some of the results of § 3.

PRrROPOSITION 4. (a) In the lower semicontinuous model Assumptions A, B and C
are satisfied with F being the set of lower semicontinuous functions J: S - (—0, +0]
which are bounded below.

(b) In the upper semicontinuous model Assumptions A and B are satisfied with F
being the set of upper semicontinuous functions J: S »[—00, +0) which are bounded
above.

Proof. (a)If J: S - (—00, +00] is lower semicontinuous and bounded below, then

HG )= [ (g 1 w)+ 0 1 wlhp(aw |3, )

is also [25, Lemma 3.4]. Condition (46) guarantees that {(x, u)eT: H(x, u)=a} is
closed for each real a. The result follows from a simple modification of Lemma 3.4
and the Selection Theorem of [15].

(b) This follows from (17) of [9] and the fact that projs is an open map-
ping. Q.E.D.

By combining Proposition 4 with the results of § 2, we obtain the following:

COROLLARY 4.1. In the lower semicontinuous model, we have J¥% = TN (J,) and
there exists a uniformly N -stage optimal policy.

COROLLARY 4.2. In the upper semicontinuous model, if J§ (x)>— for all xe S
and k=1,2,-++,N, then J& =T~ (Jo), and for every € >0 there exists an e-optimal
policy.

David Freedman [9] has proved results quite similar to Corollaries 4.1 and 4.2 by
placing control constraints, not directly on the control u as we have done by requiring
(x, u)eT, but rather on the pair (x, P), where P is the distribution of the subsequent
state. Since the mapping (x, u)- (x, P) is continuous in the semicontinuous models,
requiring (x, #) to be in an open set (our upper semicontinuous model) is slightly more
general than requiring (x, P) to be in an open set (Freedman’s model), while requiring
(x, u) to be in the union of an increasing sequence of closed sets (our lower semicon-
tinuous model) is significantly more general than requiring (x, P) to be in a closed set
(Freedman’s model). Our lower semicontinuous model does not require a compact
state space. For example, we can take S = R", C to be the one point compactification
of R™,

Ti={(x,u): u'u=sj}, glx, u, w)=x'Ox +u'Ru,

where Q is a positive semidefinite and R is a positive definite matrix of appropriate
dimension.

6. General Borel space models with perfect state information. For the models of
this section we shall need the notions of analytic sets, universally measurable sets and
related facts. For more detailed treatments we refer the reader to [2], [6], [11], [14],
[16], [21].
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Let & be the cross product of countably many copies of the positive integers. Let
the set of positive integers have the discrete topology and /4 the product topology. A
separable metric space A is analytic if there is a continuous function f mapping N
onto A. In what follows the empty set will also be considered analytic.

We list some properties of analytic sets that we shall be using:

(a) Every Borel space is analytic but in every uncountable Borel space there exist
analytic subsets which are not Borel spaces [14], § 38VI.

(b) The countable union, intersection, and cross product of analytic sets is analy-
tic [21, Chap. 1, Thms. 3.1 and 3.2].

(c) If X and Y are Borel spaces, A= X and B<c Y are analytic sets, and f is a
Borel measurable function from X to Y, then f(A) and f~'(B) are analytic [21, Chap.
1, Thm. 3.5]. As a consequence, if D is an analytic subset of XY, then projx D is
analytic.

In addition to the Borel o-algebra, we are interested in two more o -algebras that
arise naturally in a Borel space X. The analytic o-algebra, denoted x, is the
o-algebra generated by the analytic subsets of X. The universal o-algebra, denoted
Uy, is the intersection of all completions with respect to finite measures of the Borel
o-algebra Bx. We have

Bx < dx < U,

and if X is uncountable both inclusions are strict. In fact, it is possible to prove that if
X is uncountable, then under the continuum hypothesis %x has a larger cardinality
than both Bx and «x. (We are indebted to Professor J. Doob for pointing out this fact
to us.)

Let X and Y be Borel spaces, D be a subset of X, and f: D> Y. If D € &f/x and
f'(B)e dx for all B e By, we say that f is analytically measurable. If D € Ux and
f(B)e Ux for all B € By, we say that f is universally measurable. If D is analytic,
Y =[—00, +o0] and the set {x € D: f(x)<a} is analytic for every real @, we say that f is
lower semianalytic. For a lower semianalytic f, the sets {x e D: f(x)=a} are also
analytic for every a € [—00, +00]. Note that a lower semianalytic function is analytic-
ally measurable and hence also universally measurable, the sum of two lower semi-
analytic functions is lower semianalytic, and a Borel measurable function from X to
[—oc0, +00] is lower semianalytic.

If X is a Borel space and p € P(X), then p has a unique extension to a probability
measure on %Ux. We denote this extension by p also, and we write p(E) instead of
p*(E) when E ey Likewise, if f: X —>[—00,+00] is a universally measurable
function we will write [ fdp in place of j'* fdp. Under these circumstances | f dp obeys
the rules of classical integration, provided we take care in handling the expression
+00 — 00,

If X and Y are Borel spaces, q(dy|x) is a probability measure on &y for each
x € X, and the function q(B| - ) is Borel measurable from X to [0, 1] for all B € By, we
say that q(dy |x) is a Borel measurable stochastic kernel on Y given X. The stochastic
kernel g(dy|x) is Borel measurable if and only if the mapping x > q(- |x) is Borel
measurable from X to P(Y).

We now specify the two special cases of the problem of § 2 to be considered in
this section. In both cases, S, C and W are Borel spaces, # = Bw, p(dw|x, u) is a
Borel measurable stochastic kernel on W given SC, f is Borel measurable, and g is
lower semianalytic. In both models an analytic subset I" of SC is given with projs I' =
S. The models differ only in the specification of M.
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Borel model with analytically measurable policies (BAP for short). Here M
consists of all analytically measurable functions from S to C whose graphs lie in T

Borel model with universally measurable policies (BUP for short). Here M
consists of all universally measurable functions from § to C whose graphs lie in T'.

Our main result of this section is the following:

PROPOSITION 5. (a) In BAP Assumptions A and B are satisfied with F being the
class of lower semianalytic functions J: S - [—00, +00].

(b) In BUP Assumptions A, B, C and D are satisfied with F being the class of lower
semianalytic functions J: S - [—00, 4+00].

We postpone the proof of Proposition 5 until we develop some further
machinery. By combining Proposition 5 with the results of § 3 we obtain the following:

COROLLARY 5.1. In BAP if J¥(x)>— for all xeS and k=1,---,N, then
J¥ = TN (Jo) and for every € >0 there exists an e-optimal policy.

COROLLARY 5.2. Consider BUP.

(@) If Jf (x)>—00 forall xe S and k =1, - -, N, then J& = TN (Jo) and for every
€ >0 there exists an ¢ -optimal policy.

(b) If Jin(x)<+00 forall xS, mell and k=1, -+, N, then J% = T~ (J,) and
for every sequence {e,}, €,>0, n=1,2,---,¢,|0, there exists a sequence of policies
exhibiting {e,} dominated convergence to optimality. If in addition J%(x)>— for all
x €8, then for every € >0 there exists an ¢-optimal policy.

(c) If the infimum in

*
inf [ (g, w)+ TG0 G2, w)p(aw |, )

is attained for every xe S and k =1,- - -, N, then J¥ = T*(Jy), k=1, - -, N, and there
exists a uniformly N -stage optimal policy.

We now provide two results that are crucial in our development. The first is often
attributed to von Neuman [17], but was also proved by Jankov [13]. A proof of the
version given here may be found in Blackwell, Freedman and Orkin [4]. Part (a) of the
second result is contained in a proof given by Blackwell, Freedman and Orkin [4,
Thm. (43)]. Part (b) is an extension of a selection theorem of Brown and Purves [5,
Thm. 2] in that f is allowed to be lower semianalytic rather than Borel measurable.
Our proof parallels the proofs of [4] and [5].

JANKOV-VON NEUMANN LEMMA. Let X and Y be Borel spaces and A < XY be
an analytic set. Then there exists an analytically measurable function ¢ : projx A->Y
such that (x, ¢(x))e A for every x € projx A.

SELECTION THEOREM. Let X and Y be Borel spaces, D = XY be an analytic set,
and f: D »[—00, +0] be a lower semianalytic function. Define g: projx D -» [—0, +]
by

@é47) g(x)=inf f(x,y),

yeDy

where D, ={y: (x, y)e D}. Then g is lower semianalytic. Furthermore:
(a) For every € >0 there exists an analytically measurable function ¢: projx D » Y
such that for all x € projx D

flx,e(x)]=gx)+e ifg(x)>—0o,

flx, o)1= —% if g(x)=—0o.
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(b) The set
I ={x e projx D: for some yo€ D, f(x, yo) = g(x)}

is universally measurable, and for every € >0 there exists a universally measurable
function ¢: projx D - Y such that for all x € projx D

flx, o(x)] = g(x) ifxel,
flx, e(x)=gx)+e ifxel g(x)>—00,
1 ,
flx, e(0))=—— ifxgl, g(x)=—00.
Proof. (a) Since {x: g(x)<a}=projx {(x, y)eD: f(x, y)<a}, g is lower semi-
analytic. For k =0, £1, £2,- - - define
A(k)={(x,y)eD: f(x,y)<ke},
Bk)={xeprojxD: (k—1)e = g(x)<ke},
B(—0)={x eprojx D: g(x) = —co},
B(+)={x eprojx D: g(x)=+00}.
The sets A(k), k=0,+1,+2,- - and B(—) are analytic, while the sets B(k), k =
0, +1, 2, - - and B(+o0) are analytically measurable. By the Jankov—Von Neumann
Lemma there exists, for each k=0,%1,+2,--:,an analytically measurable
@r: projx A(k)-> C with (x, ¢ (x))e A(k) for all x e projx A(k), and an analytically
measurable @: projx D - C such that (x, $(x))e D for all x € projx D. Let k* be an
integer such that k*=—1/¢°. Define ¢: projx D - C by
e(x) ifxeB(k), k=0,+1,+2, -,
p(x)=¢é(x) ifxeB(+o),
oi+(x) if x € B(~).
Since B(k)< projx A(k) and B(—o0)c projx A(k) for all k this definition is possible.
Then ¢ has the required properties.
(b) Denote by Q the set of rationals and let Q* = Q U{~00, +o0}. Denote also by
R* the extended reals. Consider the set E « XYR™* defined by
E={(x,y,b): (x,y)eD, f(x, y)=b}.
Since
© 1
E= 0 U {@yb)(yeD foy)=rrsb),
k=1 reQ* k
it follows that E is analytic in XYR* and hence the set
A =projxg* (E)
is analytic in XR*. The mapping T': projx D -» XR* defined by
T(x)=(x, g(x))
is analytically measurable and
I={x:(x, g(x))e A}=T"'(A).
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Since the inverse image under a universally measurable function of a universally
measurable set is universally measurable, I is universally measurable.

Since E is analytic, by the Jankov-Von Neumann Lemma there is an analytically
measurable p: A - Y such that (x, p(x, b), b)e E for every (x, b)e A. Define ¥V: I > Y
by

Y(x)=p(x, g(x)=(p°T)x) Vxel

Then W is universally measurable and by construction

(48) flx, ¥(x)]=gkx) Vxel

By part (a) there exists an analytically measurable ¥, : projx D - Y such that
(49) flx, ¥ (x)]|=g(x)+e if g(x)>—0o,

(50) fIx, ¥ .(x)]=~-1/¢ if g(x)=—oo0.

Define ¢: projx D » Y by

Y(x) ifxel,
p(x)= _ _
V. .(x) ifxeprojxD—1I

Then ¢ is universally measurable and, by (48)-(50), it has the required pro-
perties. Q.E.D.

Suppose X and Y are Borel spaces, f: XY - [—c0, +00] is universally measurable
(i.e., measurable with respect to Uxy), and q(dy | x) is a Borel measurable stochastic
kernel. Then it can be shown that g(x) = | f(x, y)g(dy | x) is universally measurable. If f
is actually Borel measurable, so is g. If f is lower semianalytic, then g is also lower
semianalytic. This last fact can be obtained by modifying Lemma (29) of [4] (see [29]).

We are now ready to prove Proposition 5.

Proof of Proposition 5. Let J: S —>[—c0, +0] be lower semianalytic. Then the
function H: SC - [—c0, +00] defined by

He )= [ (@, w)+TTfCe 1 w)lp(dw |, )

is lower semianalytic. It follows that
T(J)(x)= inf H(x, u),
uely

is lower semianalytic. Since J, is lower semianalytic, Assumption A is satisfied for
both BAP and BUP, The Selection Theorem guarantees that Assumption B is
satisfied for BAP, while Assumptions B and C are satisfied for BUP. It remains to
verify Assumption D for BUP. We first show that the function

(51) (x, u)>—p(w: J[f(x, u, w)] = —co}|x, u)
is lower semianalytic whenever J is. Define ¢(dx'|x, u) by
tE|x,u)=p{w: f(x,u, w)e E}|x,u) VE e Rs.

We will show that ¢(dx’|x, u) is a Borel measurable stochastic kernel. Clearly for fixed
(x, u), t(+|x, u) is a probability measure on S. We need to show that p(B,.)|x, u) is
Borel measurable for each Borel subset B of SCW [B(.) is the cross section
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{w: (x, u, w)e B}]. It is easy to show that the sets B € Bscw for which p(B ...yl x, u) is
measurable form a Dynkin system, so that by the Dynkin system theorem, we need
only verify that p((B1B2B3)x.u)| X, t) is measurable for all B, € Bs, B, € Bc, Bz € Bw.
But

p(Bs|x,u) if(x,u)e B1B,,

p((B1B2B3)iuw| x, u)={ .
0 otherwise,

and this is measurable since p(Bs|x, u) is measurable. Hence t(dx'|x, u) is a Borel
measurable stochastic kernel. We have for all (x, u)e SC

o o (w: Tk, u, w)] = —o0} | x, u) = —1({x"s J(x') = —0} | x, u)
52
= [ =t )

The function —y{;--«) can be easily seen to be lower semianalytic. It follows from the
remark preceeding the proof that the function of (51) is lower semianalytic. Hence the
set

AW ={(x, u)eT: p(w: J[f(x, u, w)] = —o0}|x, u)> 0}

is analytic, and by the Jankov-Von Neumann Lemma there is a uy; € M such that
(x, ws(x))e A(J) whenever x e projs A(J). If w € M and £ is as in Assumption D, it
follows from the fact that projs A(J) is analytic and hence universally measurable that
aeM. If wi, ureM, then T,,(J) and T,,(J) can be easily shown to be universally
measurable. Hence if u is as in Assumption D it follows that x e M. Q.E.D.

Remark. In the models in which C is equipped with a o-algebra, one can speak
of randomized policies 7 = (wo," * *, un-1), Where ui(dux|xc) is an appropriately
measurable stochastic kernel on C given S. Control constraints can be introduced by
requiring that u, (I'y |x)=1foreveryxe€ S, k=0, -+, N—1,where '={(x, u): uel,}
is some prescribed subset of SC. The cost corresponding to such a policy is

INm= (Tu-o' o TMN»x)(JO)’
where

T30 [ | (g0 w)+ 170, w5, s ).

It is clear that Jn . is bounded below by ™ (Jo), so if J& = TN (Jo), the admission of
randomized policies to the models considered does not alter the optimal cost function.
Note however that in the example of § 3 if randomized policies are admitted, then the
optimal cost function becomes J% (a)=J% (8)=—co and is different from the one
corresponding to nonrandomized policies. Furthermore an optimal randomized policy
exists.

Remark. There is the o-algebra of “C-sets” studied by Selivanovskij [26]. This
o-algebra, which we call the limit o-algebra, is contained strictly between the analytic
and universal o-algebras in Borel spaces and has the property that all the results of
this section remain valid if the words ‘“‘universally measurable” are replaced by ‘‘limit
measurable”. This o-algebra is the minimal acceptable o-algebra for DP in the sense
that the composition of limit measurable functions is limit measurable and every
analytically measurable function is limit measurable, but no smaller o-algebra has
these two properties. The limit o-algebra is discussed more fully in [2], [30].

Appendix A: The outer integral. Throughout this appendix, (X, %, p) is a pro-
bability space. Unless otherwise specified f, g, and A are functions from X to
[—00, +00].
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DEeFINITION A.1. If f =0, the outer integral of f with respect to p is defined by
*
(A1) J fdp = inf{ j gdp:f=g, gis %—measurable}.
If f is arbitrary, define
E3 * * a
(A2) [“rap=] rap-| 1 an

If [* f* dp <+o0, we say f is outer summable above. If [*f dp <+o0, we say f is
outer summable below. If f is outer summable above or outer summable below, we say
f is outer summable. In the following discussion, simple proofs are omitted.

LeMMA A.1. If f =0, then there exists a B-measurable g with g = f, such that

E3
(A.3) j fdp= j ¢ dp.
LEMMA A.2. Iff=0, h=0, then

(A4) j*(f+h)dpéj*fdp+J*hdp.

If either f or h is B-measurable, then equality holds in (A.4).

We provide an example to show that strict inequality can occur in (A.4), even if
f+h is B-measurable. For this and subsequent examples we will need the following
observation: For any E < X,

ES
(A.5) | xedo=p*®)

where p*(E) is the p-outer measure defined by
(A.6) p*(E)=inf{p(B): Ec B, Be®3}.

This follows from the fact that for any set E there exists a set A € % such that Ec A
and p(A)=p*(E).

Example A.1. Let X =[0,1], 8 be the Borel o-algebra, and p be Lebesque
measure restricted to . Let E = X be a set for which p*(X —E)=1 [10, § 16, Thm.
E]. Then

* *
J.(XE+XX_E)dp=I1dp=1, J XEdp+J Xx-gdp =2,

and strict inequality holds in (A.4).

Lemma A.2 cannot be extended to (possibly negative) bounded functions even if
h is B-measurable, as the following example demonstrates.

Example A.2. Let (X, 8, p) and E be as before. Let f = yg —xx-g h =1. Then

ES

[“r+mrap = [ 2edr=2,

* * *
J fdP+Jth=J XEdP_J XX—Edp+1=1-
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LEMMA A.3. (a)Iff=gthen [* fdp=[* g dp.
(b) Ife >0 and f=g=f+e, then

(A.7) J’*fdpéj‘*gdpgj‘*fdp+2s.

(c) If fis outer summable, then

* *
(A8) [ nao=-] rap
(d) If A, B € B are disjoint, then for any f
* % *
(A9) | xasfdo=| xardp+ [ xatap

(e) If E < X satisfies p*(E) =0, then for every f
% *
| rdo= xx-era

&) If p*({x: f(x)=+0})>0 then, for every g, ]* (g+f)dp =+c0.

973

@) If p*(ix: f(x)=—00})>0 then, for every g, either [* (g +f) dp =+c0 or [* (g+

f)dp =—co.
Proof. (b)In light of (a), it remains only to show that

% %
(A.10) j (f+s)dpéj fdp+2e.
For g1 =f", g1 B-measurable and

%
J' f+dp=Jg1dp,

we have
(f+e) =gi+e
SO
* k
(A.11) J’ (f+s)+dpéjg1dp+e=j frdp+e.

For g, =(f+¢), g» B-measurable and

(A12) [ greran=[ s an
we have
g2te=(ft+e) +e
=max{f —e¢,0}+¢

=f,
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SO

8+I (f+e) dp=£+J‘ g2 dp
(A.13) =I(82+€)dp

= J'* f dp by (a).

Combine (A.11) and (A.13) to conclude (A.10).

(f) We have (g+f)"(x)=+ if f(x)=+0, so that p*({x: (g + /) (x)= +})>0.
Hence [* (g +f)" dp = +o0 and it follows that [* (g +f) dp = +00.

(g) Consider the sets E ={x: f(x)=—o0} and E, ={x: f(x)= —00, g(x)<+oo}. If
p*(E,)=0 then we have

(A.14) p*(E—Eg)-‘r-p*(E—'Eg)+p*(Eg)§p*(E)>0.

Since we have f(x)+g(x)=+ for x € E — E,, it follows from (f) that [* (g +f) dp =
+00, If p*(Eg)>0, then p*({x: (g+f) (x)=+})=p*(E,)>0 and hence, by (f),
{*(g+f) dp=+. Hence if [*(g+f)" dp=+00 then [*(g+f)dp=+, while if
[*(g+f)" dp <+oo then [* (g+f)dp=—. Q.E.D.

The bound given in (A.7) is the sharpest possible. To see this, let f be as defined
in Example A.2, g=f+1 and ¢ = 1. Despite these pathologies of outer integration,
there is a monotone convergence theorem, which we now prove.

THEOREM A.1. If {f.} is a sequence of nonnegative functions and f,1f, then

(A.15) J*fn dej*fdp-

If {f..} is a sequence of nonpositive functions and f,| f, then

j*fn dpij*fdp.

Proof. We prove the first statement of the theorem. The second follows from the
first by Lemma A.3(c). Assume f, =0 and f,1f Let {g.} be a sequence of %-
measurable functions such that g, =f,, and

E3
(A.16) J fadp = J gn dp.
If for some n, | g, dp = I* fndp =+00, then (A.15) is assured. If not, then for every n
(A17) J & dp < 0.

Suppose (A.17) holds for every n and for some n,

p({x: gn(x)> gn+1(x)})>0.
Then since g,+1 = f,+1 = f,, we have that g defined by
gi(x)  if gu(x)=gn1(x),

» ={
B o) i ga()> o (@),
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satisfies g, =g=f, everywhere and g§<g, on a set of positive measure. This
contradicts (A.16). We may therefore assume without loss of generality that
g1=g,=---.Let g=1lim,. g, Then g=f and

% E3
limj f.dp = lim Jgndp=jgdpéj fdp.

n->oo0 n->o0

But f, =f for every n, so the reverse inequality holds as well. Q.E.D.

One might hope that if {f,} is a sequence of functions which are bounded below
and f,1f, then (A.15) remains valid. This is not the case, as the following example
shows,

Example A.3. Let X =[0,1), # be the Borel o-algebra, and p be Lebesque
measure restricted to 4. Define an equivalence relation ~ on X by

X ~y & x —y is rational.

Let F, be constructed by choosing one representative from each equivalence class. Let
Q ={qo, 41, * -} be an enumeration of the rationals in [0, 1) with go = 0 and define

Fk=F0+qk[mod 1], k=0, 1,' LN

Then Fy, Fi,- - - is a sequence of disjoint sets with

(A.18) U Fe=[0,1).
k=0

If for some n <co, we have p*(Ux-. Fi)<1, then E= UZZb Fy contains a B-
measurable set with measure § >0.For k =1, -+, n—1, let qi = r/si, where r, and s
are integers and ri/si is reduced to lowest terms. Let {py, p2,- - -} be a sequence of
prime numbers such that

max Sk<p1<p2<"‘
1sk=n-1

Then the sets E, E+p;'[mod 1], E+p5'[mod 1],--- are disjoint, and by the
translation invariance of p, each contains a %-measurable set with measure 6 >0. It
follows that [0, 1) must contain a #-measurable set of infinite measure. This contradic-
tion implies

(A.19) p*( U Fk) -1
k
for every n. Define
fn=—XUk°:,,Fk, n=0a 1’.".

Then f, 10, but (A.5) and (A.19) imply that for every n

j*f,.dp=—1.

By a change of sign in Example A.3, we see that the second part of Theorem A.1
cannot be extended to functions which are bounded above unless additional condi-
tions are imposed. We impose such conditions in order to prove a corollary.

COROLLARY A.1.1. Let {&,} be a sequence of positive numbers with ¥, _, £, <.
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Let {f,} be a sequence with

(A.20) lim f, =f,

(A.21) f=fo n=1,2,---,

(A.22) fa)=f(x)+e, iff(x)>—c0,

(A23) fn(x)éfn—l(x)"-sn iff(x)=—w, n=2’ 3,' tt
(A.24) [" i dp < oo,

Then

(A.25) lim J*f" dp = I* fdp.

Proof. From (A.20) we have lim, .« f5 =f" and lim,.« fr =f . Now
inf fu =f, =f
k=n
and
inf fi 1f"
kz=n
as n - 0. By the theorem
%k E 3 % ES
J’ f dp=lim J’ inf fr dp = lim j f;dpéj f dp,
n->o00 k=zn n->oo
)

(A.26) lim J* fndp= J‘*f_ dp.

n-—->o0

Let A ={x: f(x)=—o0}. If p*(A)=0, then (A.21), (A.22), (A.24) and Lemma A.3(b)
and (d) imply

E3 k k
J f+dp§J’ fIdp§23n+j fdp <+,
)

* %
(A.27) lim J fndp= J " dp <+.
Combine (A.26) and (A.27) to conclude (A.25). If p*(A)>0, then {*f~ dp =—o and
(A.26) will imply (A.25) provided that

%
(A.28) J f"dp <+
and
E3
(A.29) lim sup j fi dp <+,
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Conditions (A.21) and (A.24) imply (A.28). Conditions (A.21), (A.22) and (A.23)
imply for every x € X,

fa(x)=fuo1(x)+ e, n=2,3,---,

SO
*

E3
[ rrdos2e,+| fiap

and
* n *
[ rrap=2 % et | fiam

The finiteness of ¥, £, and (A.24) imply (A.29). Q.E.D.
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