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Abstract - Isoperformance is a methodology for pre-
dicting contours or n-dimensional surfaces of equal sys-
tem performance in a trade space composed of design
parameters with widely varying bounds. This differs
from the traditional point design technique in that a de-
signer can work backwards from a chosen performance
level and, using a computer model, can be presented
with several different system designs which achieve that
level and have a certain cost. By investigating the rela-
tionship between contours of isoperformance in model
and experiment, modeling rules and error bounds on
the computer model can be derived. This will aid
greatly in future spacecraft design, especially for space
interferometry missions.

In the first phase of experimental validation of isop-
erformance a testbed was built that structurally rep-
resents a spacecraft, and it was subsequently modelled
using finite element techniques. The design parame-
ters that were varied were payload mass, and distur-
bance level. Using a performance metric based on
the spacecraft’s displacement, the experimental per-
formance and the predicted model performance were
compared. This produced an important insight into the
model/experiment relationship: at high disturbance
levels, the non-linear structural effects inherent in any
physical system caused greater performance prediction
errors than at lower disturbance levels.

The second phase of validation involves adding an
optical system to the testbed. A 2.75 meter long truss
has been added to the testbed, such that light is able
to travel along its arms, simulating the travel of light in
an interferometer. By expanding the structural model,
the testbed more closely resembles a space-based inter-
ferometer. Optical elements such as stabilizing bread-
boards, mirrors, and beamsplitters were then mounted
on the truss. These changes have been reflected in the
finite element model. The performance of the testbed
(the same performance metric as phase one) was mea-
sured after the truss was added, and then after the
optical elements were placed upon the truss, and was
compared to the FEM. Before the truss and optical ele-
ments were added, the shape of the frequency response
closely resembled that of the FEM, and parametric
tuning was required in order to match the frequency
responses more exactly. However, with the truss and
optical elements mounted on the truss, the structure
became sufficiently complex such that the frequency re-
sponse shapes were quite dissimilar.

Future work includes further alteration of the ex-
panded testbed, a multipoint tuning of integrated opto-
mechanical interferometer models and the usage of
pointing and fringe visibility performance metrics.

Keywords - Isoperformance, Multidisciplinary Design
Optimization, Dynamics and Controls, Contour Map-
ping, Experiment, Space Interferometer
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Introduction

IN designing complex high-performance technical
systems there are typically two conflicting quantities

that come into play: resources and system perfor-
mance. One paradigm fixes the amount of available
resources (costs) and attempts to optimize the system
performance given this constraint. This has tradition-
ally been one of the main thrusts of multidisciplinary
design optimization (MDO) in the past.32,36,38 A fun-
damentally different paradigm is to constrain the sys-
tem performance Jz to a desired level Jz,req and to find
a design (or a family of designs) that will achieve this
performance at minimal cost. This methodology we
will call isoperformance. The fundamental motivation
behind isoperformance is that performance-optimal so-
lutions are often overdesigned and too expensive. In
essence isoperformance enforces Jz = Jz,req as an
equality constraint, subject to a numerical tolerance
τ . Isoperformance has been described by Jones and
Kennedy in the context of human factors engineering.
46–48

The first step in the isoperformance process is to
assemble an integrated multidisciplinary model of the
system under investigation. One can then predict the
performance Jz(pj) as a function of multidisciplinary
parameters pj , where j = 1, 2, . . . , np. A number of
mathematical algorithms for approximating the per-
formance invariant set piso ∈ I have been previously
developed by de Weck and Miller8 given such a model.
In the bivariate case, np = 2, the algorithms are
exhaustive search with linear interpolation, gradient-
based contour following and progressive spline approx-
imation. Higher dimensional cases require different
algorithms to acquire the performance invariant set
due to computational cost. This allows the predic-
tion of np-dimensional isoperformance contours in a
bounded trade space, where pj,LB ≤ pj ≤ pj,UB . Fig-
ure 1 shows the types of contours that can be found in
a two dimensional design space.
Isoperformance is only of real value if its ability to
predict isoperformance contours in real physical, mul-
tidisciplinary systems is well understood. Hence, the
purpose of this paper is to provide an experimental
validation of the isoperformance methodology. To this
end a testbed, representing a simplified space inter-
ferometer is modeled, constructed and tested in three
phases of increasing complexity, see Figure 2.

The testbed combines a disturbance source, struc-
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Fig. 1 Isoperformance contours in the bivariate
case, np = 2
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Fig. 2 Three phases of experimental isoperfor-
mance validation, where n is colored noise, Fd is
the disturbance force, x is structural displacement,
θ is wavefront tilt (optical pointing), y is a sensor
measurement and u is a control input.

tures, optics and controls. The experimental approach
is described below. The objective is to validate isop-
erformance contours predicted by an integrated model
and to understand model-experiment differences due
to parametric and non-parametric modeling errors in
the different disciplines. This should result in some
generalizable conclusions that will assist other re-
searchers in assessing the predictive accuracy of isop-
erformance contours for their own multidisciplinary
systems.

Phase 1 : Structural Testbed
Experiment

Phase 1 Structural Testbed Description

The testbed shown in Figure 3 combines a mechan-
ical disturbance source and flexible structure. The
main feature of the testbed is that system parameters
can be varied over a large range. This is different from
the cantilever truss employed by Gutierrez,17 which
was used for physical parameter sensitivity validation

via small perturbations of masses and stiffnesses. The
two variable parameters are:

• Vs excitation RMS voltage [V]

• mp payload mass [lbs]

Figure 3 shows the testbed, which, starting from
the top, is comprised of an uniaxial vibration exciter
(shaker), with a seismic mass, ms, driven by a band-
pass filtered (0-100 Hz), random noise excitation volt-
age, Vs. Next the upper stage contains a single small
bay of a square truss and a coupling plate. The lower
stage consists of a large square truss, a weight bed
holding a payload mass, mp, and an aluminum sand-
wich base plate. Finally an axial stabilization system
and four (4) suspension springs of stiffness ks complete
the arrangement.

ks

m p
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Stabilization

System and

Suspension

Lower

Stage and

Weightbed

Upper

Stage

ShakerFd

z
base plate


displacement

ms

Fig. 3 Phase 1 Structural Testbed

The shaker generates a random axial disturbance
force, Fd, whose magnitude and frequency content de-
pend on the excitation voltage, Vs, and the seismic
mass, ms. This device is meant to simulate the distur-
bances generated by vibrating on-board machinery on
a spacecraft (e.g. reaction wheel, cryocooler). The
performance is the root-mean-square (RMS) of the
base plate displacement x:

Jz = E
[
xT x

]1/2
= E

[
zT z

]1/2
(1)

This would correspond to jitter of the spacecraft bus
in a real space system. The primary instrumentation
consists of a uniaxial load cell, which is attached to the
seismic mass and measures the disturbance force, Fd.
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The performance is measured via an inductive prox-
imitor, which acts as a gap sensor (eddy current gap
sensor Bentley XL 5mm). The gap sensor is very sensi-
tive and was calibrated to 0.425 V/mil of displacement
with a LB-11/70 Laser Displacement Sensor. The sen-
sor suite below the sandwich plate is shown in Figure 4.

gap sensor

laser disp sensor

DC accelerometer

Fig. 4 Phase 1 Testbed Sensors

Phase 1 Experimental Approach

The experimental approach for this phase is pre-
sented in Figure 5. First the testbed is assembled, in-
strumented and calibrated. It was decided to conduct
a bivariate isoperformance test, with the performance
given by Equation 1. The variable parameters were the
excitation voltage, Vs, ranging from 0.1-1.0 [Vrms] as
well as the payload mass, mp, ranging from 0-200 [lbs].
A test matrix was run on the testbed and recorded
with parameter increments ∆Vs = 0.1 and ∆mp = 10,
respectively. From this gridded data isoperformance
contours were extracted via linear interpolation.8

Compare experimental
results and model predicitions

Assemble
Testbed

Test Matrix

spring-mass 
model

Theoretical
FEM

Updated
FEM

?

Insights

(a) Experimental Procedure

Fig. 5 Experimental Approach

Independently and without knowledge of the exper-
imental results an apriori finite element model (FEM)
was constructed (“original FEM”). This model only
used assembly drawings, masses from scale measure-
ments and catalogue values for material properties and
spring stiffnesses. The predictions from this model
would be equivalent to what could be expected from
isoperformance analyses for spacecraft in the concep-
tual and preliminary design phases. A more accu-
rate prediction is expected from an updated FEM,
which has its physical parameters tuned such that
the FEM and experimental transfer function (measure-
ment model) from Fd to z = x coincide well. Finally

the isoperformance contours are predicted with a sin-
gle degree-of-freedom (SDOF) model, which lumps the
entire testbed mass together with the payload mass mp

over the four suspension springs (in parallel) repre-
sented as a single compliance. Insights can be gained
by comparing different performance contours for the
experiment with the ones predicted for the three mod-
els.

Phase 1 Testbed Characterization

The transfer function (FRF) from disturbance
(shaker) force to base plate displacement, Gzd(s) =
Z(s)/Fd(s), where s = jω, is obtained experimentally
and by model prediction, see Figure 6.
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Fig. 6 Transfer Function Gzd = Z(s)/Fd(s) for mp =
0, Vs = 1.0

As can be seen there are two observable modes in
the bandwidth up to 100 Hz. The first mode at 10 Hz
is the axial base suspension mode, where the testbed
translated vertically up and down on the 4 suspension
(compression) springs. The second mode at 65 Hz is
the upper coupling plate bending mode, which causes a
vertical displacement via the center rod. Mode shapes
for these two modes are contained in Figure 7.

mode 3 (10.2927 Hz) mode 6 (64.4872Hz)

Fig. 7 Structural Testbed Observable Modes
(Phase 1)

As expected the SDOF model can only predict the
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first resonance. The original FEM overpredicts the up-
per plate mode by roughly 10 Hz. The updated FEM
is the result of manually tuning the material stiffness
parameters of the original FEM. The agreement be-
tween the updated FEM and the experimental transfer
function is very good.

Next the testbed response was investigated as a
function of the single parameter mp. A waterfall plot
showing the power spectral density (PSD) of z as a
function of mp is depicted in Figure 8.
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Fig. 8 Waterfall Plot for 1.0 Vrms Forcing Level

It can be seen that the axial suspension mode is
dominant for all payload masses. As expected the
mode softens with increasing mass from about 10 Hz
at mp = 0 [lbs] to 6 Hz at mp = 200 [lbs]. The res-
onant plate mode at 65 Hz can also be seen, but it
is much less clear for larger mp. A higher frequency
mode around 40Hz appears mp-invariant and we sus-
pect some structural non-linearity. The performance
Jz can be computed by integrating under Szz and tak-
ing the square root.

Jz =


2

fmax∫

fmin

Szz (f) df




1/2

(2)

Phase 1 Results and Interpretation

The basis for obtaining the experimental isoperfor-
mance contours is the test matrix with Vs and mp as
described under . At each parameter combination the
time histories of Fd(t) and z(t), where recorded and the
performance Jz = Jz(Vs,mp) was computed with 25
averages. The results from the test matrix are shown
in Figure 9.

The peak displacement RMS value of 57.6 [µm] is
obtained for the maximum excitation level (Vs = 1.0
[Vrms]) with an empty weight bed (mp = 0 [lbs]). This
is intuitively satisfactory, since at this point the max-
imum disturbance energy enters the system (about 7
N of force Fd RMS), while the disturbability of the
system is at a maximum. Recall that the plant trans-
fer function for such a system has a 1/m term in the
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Fig. 9 Phase 1 (Vs,mp) Test Matrix

numerator. Conversely the lowest response (“best per-
formance”) is found for Vs = 0.1 and mp = 200. This
information is used to obtain isoperformance contours
at the 7.5, 15 and 30 [µm] levels (Figure 10).
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Fig. 10 Phase 1: Comparison of Experimental vs.
Theoretical Isoperformance Contours

Similar contours are predicted for the SDOF and
FEM’s (original and updated). This suggests that the
axial suspension mode is dominant in most of the trade
space. Excellent correlation between experiment and
theory is found at low forcing levels, see the 7.5 µm
contour. Deviations are found for larger forcing lev-
els (15 and 30 µm contours), even though the general
trends are still predicted correctly by the isoperfor-
mance models.

The cause for this deviation is likely due to non-
linear effects in the structural plant as the shaker
amplitude increases. To illustrate this statement the
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performance PSD’s, Szz, have been plotted for the
experimental data (blue - solid line) and the FEM pre-
diction (red - dashed line) at two different points in
the design space, see Figure 11. Subplot (a) shows the
PSD’s for point “A” in Figure 10 with mp = 0 [lbs] and
Vs = 0.1 [Vrms]. Here good agreement between the-
ory and experiment is found. Subplot (b) on the other
hand represents Point “B” in Figure 10 which expe-
riences the maximum disturbance level. Figure 11(b)
shows that the discrepancy in performance prediction
is manly due to the second mode (coupling plate bend-
ing). This mode is not visible in the test data and does
not contribute to the experimental cumulative RMS.
This is due to a non-linear effect, which will have to
be investigated in greater detail.
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Fig. 11 (a) Comparison of PSD Szz (bottom) and
cumulative RMS plot (top) between experiment
and FEM prediction for configuration: mp = 0 [lbs],
Vs = 0.1 [lbs]. Good Agreement. (b) Compari-
son of PSD Szz (bottom) and cumulative RMS plot
(top) between experiment and FEM prediction for
configuration: mp = 100 [lbs], Vs = 1.0 [lbs]. Poor
Agreement.

In conclusion it is found that the isoperformance

prediction capability for a purely structural system
excited by a mechanical disturbance is good at low
disturbance levels, which are representative of the vi-
bration environment on space based opto-mechanical
systems. Caution must be exercised if non-linearities
are suspected in any part of the system and particu-
larly if performance predictions are to be made at high
excitation levels. The next phase adds a truss and
Michelson interferometer to the structural testbed.

Phase 2 : Interferometer Testbed
Experiment

Phase 2 Structural Testbed Description

A truss and an optical train capable of interferome-
try are added to the testbed in order to expand the
scope of the experimental validation to include op-
tics. In this way, the model will more closely represent
space based optomechanical systems, both optically
and structurally. Phase 2 will not employ control, but
will observe the influence of added optical equipment
on structural performance in an open loop system.

The size of the truss was determined by using the fi-
nite element method to model an increasing number of
bays. Figure 12 shows that when five bays are added to
each side of the original testbed, another major mode
(90 Hz) is added to the main suspension (10 Hz), and
plate (50 Hz) modes. With an additional mode in the
observable range (under 100 Hz), the fidelity of our
models can be better evaluated.
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Fig. 12 Phase 2: Performance Predictions

Figures 13 and 14 illustrate the corresponding
structural model and testbed for the expanded sys-
tem with five bays on each side. With the additional
bays, the width of the testbed is now 2.75 meters.

The optical train is mounted on the truss and con-
sists of a laser source, beam splitters, mirrors, optical
breadboards, and a UNIQ-610 CCD camera (see Fig-
ure 15). The laser light is split and sent along each
arm of the truss. The CCD camera is located at the
center bay, in order capture the two laser beams and
record the pointing accuracy. The shaker remains on
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Fig. 13 Phase 2: Structural Model of Expanded
Testbed

Fig. 14 Phase 2: Expanded Testbed

the testbed, but is now located inside the center bay.
The sensors (load cell, gap sensor, laser sensor) and
data acquisition system are unchanged. The calibra-
tion for the gap sensor has been remeasured and is now
0.348 V/mil.

Fig. 15 Left Hand Side of Expanded Testbed and
Optical Train

Phase 2 Experimental Approach

The experimental approach for Phase 2 is very simi-
lar to that of Phase 1. In order to validate the accuracy
of the finite element model, the same performance test-
ing as in Phase 1 is repeated here. Performance testing
utilizing the optical metric, pointing accuracy, will be

explored in the future. The two design parameters
(Vs excitation RMS voltage [V] and mp payload mass
[lbs]) and the performance parameter remain the same.
However, since the performance correlation between
experiment and model in Phase 1 was very good only
at low forcing levels, the range of excitation voltages,
Vs that are explored here are from 0.1-0.5[Vrms]. The
parameter increments for this testing are ∆Vs = 0.1
and ∆mp = 50.

As in Phase 1, an a priori FEM was created (FEM
Original), which uses only values that would be avail-
able during conceptual and preliminary design phases.
An updated FEM was also created, which makes use of
the experimental data and changes physical parameter
values in order to provide a more accurate performance
predictor. An SDOF model was not employed here,
since it can only predict the first (main suspension)
mode.

Phase 2 Testbed Characterization

The model and experimental frequency response,
from disturbance (shaker) force to base plate displace-
ment, can be seen in Figures 16, 17, and 18. It
can be seen that the presence of mass has a large ef-
fect on the transfer function backbone. Also, there are
at least three major modes that can be observed un-
der 70 Hz in each of the figures. As in Phase 1, the
first mode (between 5 Hz and 8 Hz) is the main sus-
pension mode. Consistently, the model under-predicts
this mode, which could indicate missing mass or a low
spring stiffness in the model. It is not immediately
clear to which of the experimental modes the second
model mode, for mp = 0 (38 Hz) and mp = 200 (28
Hz), should match. This ambiguity complicates and
could invalidate the model updating procedure. For
this reason, the system configuration for mp = 100 is
chosen for model updating. It is clear to which ex-
perimental mode the third major model mode belongs
(65 Hz, 50 Hz and 49 Hz for mp = 0, 100, and 200,
respectively), and it is consistently over-predicted by
the model.

The model updating procedure used here is simi-
lar to the procedure described in Gutierrez.17 How-
ever, Gutierrez uses an automatic updating algorithm,
whereas the one used here is manual. This procedure
consists of altering certain physical parameters (within
certain bounds) in order to improve the accuracy of
the model. The main parameters to be altered are
the material stiffness properties. These consist of the
Young’s moduli (E), the spring stiffness (k), and the
damping ratios of the major modes (ζ) . As stated
above, the configuration chosen for the model updat-
ing has mp = 100 and Vs = 0.5. In this configuration,
the primary difficulty in model updating is altering the
material stiffness parameters in such a way as to shift
the second model mode (30 Hz) to the right and shift
the third mode (50 Hz) to the left. Figures 19 and 20
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Fig. 16 Model and Experiment Transfer Function
mp = 0 and Vs = 0.5
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Fig. 17 Model and Experiment Transfer Function
mp = 100 and Vs = 0.5

illustrate these mode shapes. These can be described
as first and second ”flapping” modes. It is expected
that flapping modes would be dominant in a system
that is disturbed at the center, and that has long can-
tilevered trusses. These modes may look extremely
similar, however, the first flapping mode bends about
the center of the truss, whereas the second flapping
mode bends about two nodal points on the truss.

In addition to the three major modes shown in the
model prediction under 60 Hz, one can see a small shift
in the model transfer function at 42 Hz (see arrow in
Figure 17). This is a rocking mode (see Figure 21), and
is assumed to be virtually unobservable experimentally
since the gap sensor and the disturbance force are uni-
axial in the z direction. Therefore it is assumed that
the 30 Hz model mode represents the 33 Hz experiment
mode, and that the 50 Hz model mode represents the
42 Hz experimental mode.

The manual tuning procedure was largely trial and
error. The Young’s modulus for the small strut was in-
creased in order to move the 30 Hz mode to the right,
and the Young’s modulus for the solid upper plate was

0 10 20 30 40 50 60 70 80 90 100
10

−2

10
0

10
2

z(
s)

/F
c(s

)

Frequency Response Comparision

FEM Original
Experiment

0 10 20 30 40 50 60 70 80 90 100
−200

−100

0

100

200

P
ha

se
 [D

eg
re

es
]

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

C
oh

er
en

ce

Frequency [Hertz]

Fig. 18 Model and Experiment Transfer Function
mp = 200 and Vs = 0.5

Fig. 19 Modal Animation: First Flapping Mode

Fig. 20 Modal Animation: Second Flapping Mode

decreased in order to move the 50 Hz mode to the left.
The damping ratios apply damping to each detected
mode (ζ1, ζ2, and ζ3 match the main suspension, 30
Hz, and 50 Hz modes, respectively) and were altered in
order to match the magnitude of each mode. Table 1
shows the changes made to these parameters. In addi-
tion, a major increase in the shaker mass was required
in order to be able to move the 30 Hz and 50 Hz modes
in different directions. This effect occurred since the
shaker resides on top of the top solid plate, and this
plate has a larger displacement in the 50 Hz mode as
compared to 30 Hz mode. Therefore the increase in
the shaker mass affected the movement of the 50 Hz
mode much more than the 30 Hz mode.

Figure 22 shows the resulting tuned model com-
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Fig. 21 Modal Animation: Rocking Mode

Parameter Original Updated
ESmallStrut 72 GPa 75 GPa
ESolidP late 72 GPa 55 GPa
kspring 168 lbs/in 330 lbs/in,
ζ1 2.5% 1.0%
ζ2 0.5% 0.3%
ζ3 0.5% 0.6%

Table 1 Original and Updated Material Stiffness
Values

pared with the experimental results and the original
model (mp = 100 and Vs = 0.5). The placement
and the magnitudes of three major modes of the tuned
model match well to the experiment. However, at the
frequencies between these modes, there is serious mis-
match. This could be due to non-parametric modeling
error, error in the tuning method, or non-linearities in
the structure. As the system becomes more compli-
cated, the rift between model and experiment widens,
which is intuitively satisfactory.
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Fig. 22 Model, Experiment, and Tuned Transfer
Function mp = 100 and Vs = 0.5

Phase 2 Results and Interpretation

The design parameters Vs and mp were varied, and
the performance Jz = Jz(Vs,mp) computed using the
time histories Fd(t) and z(t), as in Phase 1. At
mp = 0, 50, and 100, 20 averages were taken, and
at mp = 200, 10 averages were taken, due to time
constraints. Figure 23 shows these results for the

experiment described in Phase 2 Experimental Ap-
proach.
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Fig. 23 Phase 2: Experimental Surface Plot of
Performance

As in Phase 1, the maximum value of Jz occurs at
the highest excitation level Vs = 0.5 and the lowest
payload mass mp = 0. Also, the minimum value of
Jz occurs at the lowest excitation level Vs = 0.1 and
the highest payload mass mp = 200. Again, this is
intuitive.

In order to illustrate the utility of the tuned model,
isoperformance contours are shown in Figure 24 at the
7, 10, and 12 [µm] performance levels. It can be seen
that the tuned model is actually a worse predictor of
performance than the untuned model. In addition, the
untuned model is only a good predictor at very low
excitation and mass levels (less than 300 Vrms and 60
lbs). This suggests that the effect of non-linearities
in the structural plant increases with the disturbance
level and the payload mass. The overall trend matches
Figure 10 in that the contours generally have positive
slopes. This means that in order to maintain the same
performance level at a higher disturbance level, the
payload mass must also be increased.
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Fig. 24 Phase 2: Isoperformance Contour Com-
parision

In conclusion, the capability of the isoperformance
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contours are shown to be effective in the low excita-
tion range for simple structural systems as in Phase
1. However, if the system’s complexity is greatly in-
creased as in Phase 2, the effect of non-linearities,
parametric modeling error and non-parametric mod-
eling error are similarly increased, therefore the model
must be further refined in order to compensate for
these effects.

The second portion of Phase 2 will first change the
finite element model in order to more closely resemble
the experimental results. Next, an optical performance
metric (pointing accuracy, θ), and a new design pa-
rameter(optical path length, B) will be employed. The
performance can then be compared to a cost function,
such as resolution or visibility. The mass and the path
length will be varied experimentally and the pointing
accuracy will be observed. In this way optical isoper-
formance contours can be obtained over a wide range
of design variables, both experimentally and via opti-
cal and structural models.

Phase 3 : Closed-Loop Interferometer
Experiment

Phase 3 adds a control loop to the optical system.
A general PID control algorithm will be utilized in
order to control the fast steering mirrors. The goal of
the control algorithm will be to overlap the two beams
that are sent to the CCD camera. In this way, the
effect of the controller gain on system performance can
be evaluated, and isoperformance contours for a closed
loop system can be acquired.

Conclusions for general
multidisciplinary system

The purpose of this paper is to validate the multidis-
ciplinary isoperformance methodology using a physical
interferometer testbed. The experiment is conducted
in three phases of increasing complexity. Phase 1
shows that isoperformance contours can be accurately
predicted, using a structural (displacement) perfor-
mance metric and linear time invariant model as long
as structural non-linearities are not present. For high
excitation amplitudes the linear structural model as-
sumptions break down and the experimental and the-
oretical contours deviate from each other. Phase 2
adds truss elements and optical components to the
setup, and verifies that the structural model is valid
within certain excitation and mass ranges. Deviations
between theoretical and experimental isoperformance
contours in multidisciplinary systems are due to a com-
bination of effects in the disciplinary domains of the
underlying integrated system model. Phase 2 is in-
complete and in the future it will include an optical
metric, pointing accuracy, θ, in order to validate isop-
erformance. Phase 3 evaluates the predictive accuracy
of the isoperformance models with closed loop con-
trol. The three phases represent an evolution of a

complex opto-mechanical system. At each step, the
model of the system is examined, compared to the
experimental data, and refined. This step-by-step de-
velopment of the system model provides not only an
accurate model, but also presents insights in to the
theoretical-experimental relationship. Once an accu-
rate model exists, isoperformance contours can present
the designer with a family of designs that achieve a
certain level of performance at minimal cost.
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