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A novel approach to the design of complex, multi-disciplinary systems, such as space telescopes, is presented in the form of a multivariable isoperformance methodology. The isoperformance approach first finds a point design within a topology, which meets the performance requirements with sufficient margins. The performance outputs are then treated as equality constraints and the non-uniqueness of the design space is exploited by trading key design variables with respect to each other. Three algorithms (branch-and-bound, tangential front following and vector spline interpolation) are developed for the bivariate and multivariable problem. The isoperformance approach attempts to avoid situations, where very difficult requirements are levied onto one subsystem, while other subsystems hold substantial margins. An experimental validation is carried out on a laboratory testbed, trading disturbance excitation amplitude and payload mass. The predicted performance contours match the experimental data very well at low excitation levels, typical of the disturbance environment on precision opto-mechanical systems. The relevance of isoperformance to space systems engineering is demonstrated with a comprehensive NEXUS spacecraft dynamics and controls analysis.

1 Introduction

In designing complex high-performance technical systems there are typically two conflicting quantities that come into play: resources and system performance. One traditional paradigm fixes the amount of available resources (costs) and attempts to optimize the system performance given this constraint. The other approach is to constrain the system performance to a desired level and to find a design (or a family of designs) that will achieve this performance at minimal cost. This paper explores the second approach by developing a framework termed the “isoperformance methodology” for dynamic, linear time-invariant (LTI) systems. This is a framework, where the solutions to a design problem do not distinguish themselves by the performance they achieve, but rather by the “cost” and “risk” required to achieve this performance.

This framework is first developed generically for LTI systems, which can be described in state space form. It is then applied specifically to dynamics and controls problems of precision opto-mechanical systems, such as the next generation of space-based observatories. These systems combine structures, optics and control systems such that stringent pointing and phasing requirements can be met in the presence of dynamic disturbance sources. The typical problem setting is depicted in Figure 1.

Inputs are white-noise unit-intensity disturbances $d$ and reference commands $r$. Outputs are opto-scientific metrics of interest $z$. The performances, $J_2$, are typically expressed in terms of the root-mean-square (RMS) of the outputs. The goal of a dis-
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Fig. 1 Block diagram of science target observation mode of a space telescope.
turbance analysis (= performance assessment) is to predict the expected values of the performances, $J_{z,i}$, where $i = 1, \ldots, n_z$ and $n_z$ is the number of performance metrics. This has been previously developed and demonstrated by Gutierrez.\textsuperscript{18}

Oftentimes the number of parameters, $n_p$, for which a designer has to determine specific values exceeds the number of performance metrics $n_z$, i.e. $n_p - n_z \geq 1$. The traditional approach is to first choose reasonable numbers for the system parameters $p_j$, where $j = 1, \ldots, n_p$, and to predict the resulting performances $J_{z,i}$ (initial performance assessment). If all or some of the predicted performances do not initially meet the specified requirements, $J_{z,req,i}$, including margins, a sensitivity analysis can provide partial derivatives $\partial J_{z,i}/\partial p_j$ which are used to identify in which direction important parameters $p_j$ should be changed. This is intended to drive the system to a design point which satisfies all requirements, i.e. a condition where $J_{z,i} \leq J_{z,req,i}$ is true for all $i$. This is as far as most existing tools and methodologies will go in the design process.

Once a nominal design, $p_{nom}$, has been found that meets all requirements with sufficient margins, it is important to realize that this design is generally not unique. It is likely that different combinations of values for the system parameters, $p_j$, will yield the same predicted system performance $J_{z,i}$. It is the essential idea of isoperformance to find and exploit these performance invariant solutions, $p_{iso}$, in the design space.

A formal process and specific tools are needed, which will ensure that a required performance level is met, while minimizing the cost and risk of the system. This is the impetus for the following problem definition.

**Problem Definition**

The primary objective of this paper is to develop a comprehensive multivariable isoperformance methodology for precision opto-mechanical systems. In other words, given the required system performances, $J_{z,req,i}$, where $i = 1, \ldots, n_z$, attempt to find a set of independent solution vectors, $p_{iso} = [p_1 \ p_2 \ \ldots \ \ p_{n_p}]$, whose elements are the variable parameters $p_j$, such that an efficient system design can be achieved. This can be formulated mathematically as follows.

An appended state space representation of the dynamics of a closed-loop or open-loop linear time-invariant (LTI) system is given as

$$
\dot{q} = A_{zd}(p_j) \ q + B_{zd}(p_j) \ d + B_{zr}(p_j) \ r
$$

$$
z = C_{zd}(p_j) \ q + D_{zd}(p_j) \ d + D_{zr}(p_j) \ r
$$

where $A_{zd}$ is the state transition matrix, $B_{zd}$ and $B_{zr}$ are the disturbance and reference input coefficient matrices, $C_{zd}$ is the performance output coefficient matrix, $D_{zd}$ and $D_{zr}$ are the disturbance and reference feedthrough matrices, $d$ are unit-intensity white noise inputs, $r$ are reference inputs, $z$ are system performance outputs, $q$ is the state vector and $p_j$ are the independent variable system parameters. Given that the functionals

$$
J_{z,i}(p_j) = F(z), \text{ e.g. } J_{z,i} = E \left[ z^T z \right]^{1/2}
$$

where $i = 1, 2, \ldots, n_z$ are a definition of the performance metrics of interest, find a set of vectors, $p_{iso}$, such that the performance equality (isoperformance) constraint

$$
J_{z,i}(p_{iso}) \equiv J_{z,req,i} \forall i = 1, 2, \ldots, n_z
$$

is met, assuming that the number of parameters exceeds the number of performances

$$
n_p - n_z \geq 1
$$

and that the parameters $p_j$ are bounded below and above as follows:

$$
p_{jLB} \leq p_j \leq p_{jUB} \forall j = 1, 2, \ldots, n_p
$$

The isoperformance condition (3) has to be met subject to a numerical tolerance, $\tau$

$$
\frac{\left| J_{z}(p_{iso}) - J_{z,req} \right|}{J_{z,req}} \leq \frac{\tau}{100}
$$

If scalar or vector (multiobjective) cost functions, $J_c$, and risk functions, $J_r$, are given, solve a constrained non-linear optimization problem such that

$$
\text{NLP} \min \left[ \eta J_c^T Q_{cc} J_c + (1 - \eta) J_r^T Q_{rr} J_r \right]
$$

such that $p_{iso} \in I$ and $p_{jLB} \leq p_j \leq p_{jUB}$

and $\eta \in [0 \ 1]$

where the weight $\eta$ is used to trade between cost and risk objectives and $Q_{cc}$ and $Q_{rr}$ are cost and risk weighting matrices respectively. The set $I$ is the performance invariant (isoperformance) set, containing only solutions satisfying (3).

Alternatively this can be formulated in terms of set theory. Figure 2 shows various sets in the vector space $p = [p_1 \ p_2 \ \ldots \ \ p_{n_p}]^T$ and their mutual relationship in the general case\textsuperscript{1}

\footnote{The eigenvalues $\lambda_i$ are obtained by solving the eigenvalue problem $[A_{zd} - \lambda I] \phi_i = 0$.}
of an objective function constant and finding the corresponding contours has been previously explored by researchers in other areas. Gilkey et al. for example presented a methodology for optimally selecting dampers for multidegree of freedom systems. In that particular work (Fig. 5) the contours of equal values of the objective function are found as a function of the damping coefficients $d_{11}$ and $d_{22}$. In the field of isoperformance methodology, work has been done by Kennedy, Jones and coworkers on the need within the U.S. Department of Defense to improve systems performance through better integration of men and women into military systems (human factors engineering). They present the application of isoperformance analysis in military and aerospace systems design, by trading off equipment, training variables, and user characteristics. A systematic approach to isoperformance in complex, opto-mechanical systems such as the next generation of space observatories however is lacking at this time.

A relevant field that has received a lot of attention in recent years is integrated modeling. This encompasses efforts to simulate complex systems in a unified and multidisciplinary environment. Important contributions to integrated modeling were made by the Jet Propulsion Laboratory (JPL) with the creation of a MATLAB based finite element package and optical modeling software called IMOS (Integrated Modeling of Optical Systems). This code was developed to assist in the synthesis of initial models of optical instruments and to reduce the model creation, analysis and redesign cycle as described by Liskin and San Martin. The IMOS package is used extensively throughout this paper for the generation and manipulation of finite element models.

The application of isoperformance to multiobjective design optimization draws on previous research results in multidisciplinary design optimization. A fundamental book on the theory of multiobjective optimization was published by Sawaragi, Nakayama and Tanino. An important application of multiobjective optimization is concurrent control/structure optimization. Solutions of these multi-disciplinary optimizations are dependent on the type of objective functionals specified and the programming techniques employed. The method developed by Milam et al. does not seek the global optimal design, but rather generates a series of Pareto-optimal designs that can help identify the characteristics of better system designs. This work comes closest to the spirit followed in this paper. Masters and Crawley use Genetic Algorithms to identify member cross-sectional properties and actuator/sensor locations that minimize an opti-
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**Fig. 2** Sets for problem definition.

<table>
<thead>
<tr>
<th>set</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{R}^n$</td>
<td>$n$-dimensional Real valued Euclidean vector space</td>
</tr>
<tr>
<td>$B \subset \mathbb{R}^n$</td>
<td>subset of $\mathbb{R}^n$, which is Bounded by (5)</td>
</tr>
<tr>
<td>$I \subset B$</td>
<td>subset of $B$, which satisfies isoperformance, see (3),(6)</td>
</tr>
<tr>
<td>$U \subset \mathbb{R}^n$</td>
<td>Unstable subspace, where $\text{max}(\text{Re}(\lambda_i)) &gt; 0$</td>
</tr>
<tr>
<td>$P \subset \mathbb{R}^n$</td>
<td>Pareto optimal subset, satisfies (7) without constr.</td>
</tr>
<tr>
<td>$E = I \cap P$</td>
<td>Efficient subset, satisfies (7) with constraints</td>
</tr>
</tbody>
</table>

### Previous Work

The allocation of design requirements and resources (costs) as well as an assessment of risk during early stages of a program is based on preliminary analyses using simplified models that try to capture the behavior of interest. The kernel of the performance assessment (disturbance analysis), sensitivity and uncertainty analysis framework, which is used as a starting point for developing the isoperformance methodology was established by Gutierrez. The $H_2$-type performances used here are defined in accordance with Zhou, Doyle and Glover. The idea of holding a performance metric or value

---

3The objective function in reference is called ITSE = integral of time multiplied by the sum of squares of displacements and velocities of the masses.
tual performance metric of an interferometer concept. A good overview of structural and multidisciplinary optimization research is given in the volume "Structural Optimization: Status and Promise" edited by Kanat, with significant contributions by Haftka, Venkayya, Sobieszczanski-Sobieski and others.

Approach and Roadmap

A roadmap is shown in Figures 3 and 4. The flow diagram in Figure 3 comprises the development of the isoperformance methodology and its implementation. The dashed box comprises essentially the performance assessment and enhancement framework developed by Gutierrez. The analysis process starts with a given integrated model of the system of interest, which is populated by an initial design vector \( p^0 \). The performance assessment calculates the performance vector \( J^k_z \) and compares it to the requirements \( J_{z,req} \). If the inequality \( |\Delta J^k_z / J^k_z| < \tau \), where \( \Delta J^k_z = J^k_z - J_{z,req} \), is met, we have found a solution that satisfies the isoperformance condition. We will call this solution the nominal design \( p_{nom} \). If the relative error is larger than \( \tau \) we perform a sensitivity analysis, which yields the gradient vector (Jacobian) \( \nabla J^k_z \) at the \( k \)-th iteration. This is used in a gradient search algorithm, which attempts to drive all performances to the isoperformance condition by updating \( p^k \).

Once \( p_{nom} \) is found we begin the actual isoperformance analysis. Before trying to attack the full multi-variable isoperformance problem, the problem space is restricted to only two parameters \( p_j, j = 1, 2 \) and one performance \( n_1 = 1 \) (Section 3). The generalization to the multivariable case with \( n_p > 2 \) is the topic of Section 4. The main result from the isoperformance analysis is a set of points, \( p_{iso} \), which approximates the isoperformance set \( I \) in \( \mathbb{R}^{n_p} \). If this set is empty it means that the algorithm was not able to detect elements in the isoperformance set. The recommended procedure is then to (a) switch to a more general algorithm, (b) modify the upper or lower parameter bounds \( p_{LB} \) or \( p_{UB} \) as indicated by the active constraints or (c) to modify the requirements \( J_{z,req} \).

If an isoperformance solution was found the methodology proceeds to the multiobjective optimization step as described in Section 6. The solutions in the isoperformance set, \( p_{iso} \), are evaluated for the cost objective function \( J_c \) and the risk objective function \( J_r \). Note that a preference order can be formulated, since often multiple, possibly conflicting objectives exist. The solution is not a single "optimal" point design, but rather a family of pareto optimal designs \( p^{*} \), which make up the "efficient" set \( E \). At this point a specific design vector \( p_{iso} \) has to be selected from the efficient set using engineering judgement. This design is then used for a requirements pushback analysis, which repeats a performance assessment and uncertainty analysis to verify that indeed all performance requirements \( J_{z,req} \) are met with sufficient margins, while taking into account a known or assumed uncertainty \( \varepsilon \) of the design parameters. The resulting vectors \( J^*_c, J^*_r \) and \( J^{**}_r \) are returned giving the performance, cost and risk of the selected design.

Fig. 3 Roadmap: Development

![Diagram](image)

**Validation**

Figure 4 contains the sequential steps used for the validation of the isoperformance methodology. In Section 2 we introduce a sample problem. This helps in gaining intuitive understanding and confidence in the correct implementation of the governing equations. An experimental investigation is presented in
Section 5. The experiment uses the DOLCE testbed with a uniaxial vibration exciter as the surrogate mechanical noise source. The goal of the experiment is to demonstrate the ability of the isoperformance analysis code to predict the shape and locations of isoperformance contours for combinations of system parameters such as payload mass and disturbance excitation amplitude. Once confidence has been obtained that the methodology can yield useful results on physical systems it is applied to an actual spacecraft model. The NGST precursor mission NEXUS was chosen for an in-depth analysis including performance, sensitivity, uncertainty and isoperformance analyses (Section 6). Contributions and recommendations for future work are discussed in Section 7.

2 Sample Problem

Figure 5 shows a schematic representation of the single degree-of-freedom oscillator, which is composed of a mass $m$ [kg], a linear spring of stiffness $k$ [N/m] and a linear damper (dashpot) with coefficient $c$ [Ns/m]. The oscillator is excited by a zero-mean white-noise disturbance force $F$ [N], which has been passed through a first order low-pass filter (LPF) with unity DC-gain and a corner frequency $\omega_d$ [rad/sec].

![Schematic of single degree-of-freedom (SDOF) oscillator.](image)

The displacement $x$ [m] of the mass is passed through a first order highpass filter (HPF) with corner frequency $\omega_c$ [rad/sec], simulating the effect of an optical controller. The resulting output $z$ [m] is used to compute the performance. The performance is the RMS of $z$, specifically $J_z = (E[z^T z])^{1/2}$, where $E[ \cdot ]$ denotes the expectation operator. This system is shown in the block diagram of Figure 6.

The goal is to understand how this performance, $J_z$, depends on the variable design parameters, i.e. $p_i \mapsto J_z(p_i)$ for $i = 1, 2, \ldots, 5$, where $p = [\omega_d m k c \omega_c]^T$. Isoperformance results for this problem are presented in the next two sections.

3 Bivariate Isoperformance Methodology

This section solves the bivariate isoperformance problem for two independent variable parameters $p_j$.

![Block diagram](image)

Fig. 6 SDOF block diagram. From left: white noise disturbance source, disturbance LPF, oscillator and optical control HPF.

where $j = 1, 2$, and one (scalar) performance objective $p_j \mapsto J_z(p_j)$. Three alternative algorithms (exhaustive search, gradient-based contour following and progressive spline approximation) are developed and compared. We want to find a set of solutions $p_{Is0}$ which satisfies the isoperformance condition (3).

Algorithm 1: Exhaustive Search

This method discretizes the parameter space, defined by the upper and lower bounds $p_{jLB} - p_{jUB}$, where $j = 1, 2$, by overlaying a fine grid and completely evaluating all grid points. The subdivisions of the grid are defined by means of uniform parameter increments $\Delta p_1, \Delta p_2$. The size of the increments should be small enough to capture details of the isoperformance contours. This is dependent on the smoothness of $J_z(p_j)$, which is not known a priori. Small increments are desirable as this will allow to capture a large number of points $p_{Is0}$ on the isoperformance contours. On the other hand the computational expense grows significantly with smaller increments. Each grid point on the grid represents a unique parameter combination $p_{k,l} = [p_{1,k} \ p_{2,l}]^T$. The parameter values are obtained from $p_{1,k} = p_{1LB} + (k - 1)\Delta p_1$ and $p_{2,l} = p_{2LB} + (l - 1)\Delta p_2$, respectively, which leads to a linearly spaced grid. The performance $J_z(p_{k,l})$ is evaluated for all parameter combinations (complete enumeration). The number of increments in each parameter axis is obtained as:

$$n_1 = \left\lceil \frac{p_{1UB} - p_{1LB}}{\Delta p_1} \right\rceil \quad \text{and} \quad n_2 = \left\lceil \frac{p_{2UB} - p_{2LB}}{\Delta p_2} \right\rceil$$

The index $k$ on the first parameter runs from 1 to $n_{1} + 1$, the index $l$ runs from 1 to $n_2 + 1$. Thus a total number of $(n_1 + 1) \times (n_2 + 1)$ combinations has to be evaluated. This is algorithmically achieved by means of two nested for loops. The resulting performances $J_z(p_{k,l})$, are stored in a $(n_1 + 1) \times (n_2 + 1)$ matrix. A representation of the parameter space $B$ discretization

---

5The $\lceil \cdot \rceil$ operator denotes the ceiling function.

4If $k = n_1 + 1$ then $p_{1,k} = p_{1,UB}$ and if $l = n_2 + 1$ then $p_{2,l} = p_{2,UB}$.
is shown in Figure 7.

\[
\begin{align*}
\text{Fig. 7 Algorithm 1: Discretization of B in a linearly spaced grid with increments } & \Delta p = [\Delta p_1, \Delta p_2]^T. \\
\text{Note that the result of a particular parameter combination } & p_{k,l} \text{ does not affect the computation of the next point. Once all the parameter combinations } p_{k,l} \text{ have been evaluated, linear interpolation between neighboring grid points is used to find isoperformance points } p_{iso,r}. \text{ The linear interpolation algorithm uses the following equation to find the r-th isoperformance point:}
\end{align*}
\]

\[
\begin{align*}
p_{iso,r} = \left[ \begin{array}{c}
p_{1,k} \\
p_{2,l}
\end{array} \right] + \frac{(J_2)_{k,l} - J_{z,req}}{(J_2)_{k,l} - (J_2)_{m,n}} \left[ \begin{array}{c}
p_{1,m} - p_{1,k} \\
p_{2,n} - p_{2,l}
\end{array} \right]
\end{align*}
\]

The above equation is invoked if it is found that either \((J_2)_{k,l} \geq J_{z,req} \geq (J_2)_{m,n}\) or \((J_2)_{k,l} \leq J_{z,req} \leq (J_2)_{m,n}\), assuming continuity of \(J_z(p)\). This requires that the predicted performance at each grid point \((J_2)_{k,l}\) is compared to the performance of each neighboring grid point \((J_2)_{m,n}\). Note that \((J_2)_{m,n}\) is the performance at a neighboring point such that \(m \in [k-1, k, k+1]\) and \(n \in [l-1, l, l+1]\). The point \(m = k, n = l\) is not tested, since it represents the grid point \(p_{k,l}\) itself. An alternate option replaces the linear interpolation step with a call to the MATLAB built-in function contour.m for contouring. This allows displaying a family of several performance levels at once.

**Algorithm 11: Gradient-based Contour Following**

The basic idea of gradient-based contour following is to first find an “isopoint”, \(p_{iso,1}\), which is known to yield the required performance \(J_{z,req}\), i.e., it lies on an isoperformance contour. Once such a point is found, a neighboring point \(p_{iso,k+1}\) on the same isoperformance contour is computed by means of the gradient vector \(\nabla J_z(p_1, p_2)\). Thus, a prerequisite is that \(J_z(p_2)\) be continuous and differentiable at all points in the parameter space \(p = [p_1, p_2]^T \in B\). The desired step direction is colinear with the tangent vector \(t_k\) to the isoperformance contour. The derivation starts by considering the bivariate function

\[
p_{1,2} \mapsto J_z(p_1, p_2), \text{ where } \mathbb{R}^2 \mapsto \mathbb{R} \text{ and } p_j \in B \quad (10)
\]

Next a Taylor series expansion of the vector function \(J_z(p)\) is performed around a nominal point, \(p_{nom}\), where \(p_{nom} \in B\), as follows:

\[
J_z(p) = J_z(p_{nom}) + (\nabla J_z)^T \cdot (p - p_{nom}) + \frac{1}{2} \Delta p^T H(p_{nom}) \Delta p + \text{H.O.T.} \quad (11)
\]

Note that \(p = p_{nom} + \Delta p\) and that \(\nabla J_z\) and \(H\) are the gradient vector and Hessian matrix, respectively. The parameter vector increment, \(\Delta p\), can be written as the product of a step size, \(\alpha\), and a step direction (vector), \(d\). Note that \(d\) is normalized to unit length

\[
\Delta p = \alpha \cdot d \quad (12)
\]

The starting point of algorithm II is an initial guess \(p_0 = [p_{1,0}, p_{2,0}]^T\), which is in the “vicinity” of, but not necessarily exactly on the isoperformance contour. A steepest descent algorithm\(^{14}\) is used to obtain a first isopoint \(p_{iso,1}\) on the isoperformance contour. A direction \(d\) of \(J_z(p_1, p_2)\), where \(\mathbb{R}^2 \mapsto \mathbb{R}\) at \(p = p_0\) is a descent direction if

\[
J_z(p_0 + \alpha \cdot d) < J_z(p_0) \quad (13)
\]

for all sufficiently small positive values of \(\alpha\). The step size \(\alpha\) is a scalar value and is chosen to be positive if the initial guess \(p_0\) lies “above” the isoperformance contour (e.g., yields a larger \(J_z\) value). Conversely if the initial guess \(p_0\) or any subsequent iterate is “below” the isoperformance level, \(\alpha\) will be a negative scalar. The next iterate is then obtained as \(p_{iso,1} = p_0 + \alpha \cdot n_o\), where \(n_o\) is the unit-length vector of steepest descent. Thus, one can write the first order approximation at the point \(p_0\) as:

\[
J_z(p_0 + \alpha \cdot n_o) \equiv J_z(p_0) + \nabla J_z(p_0)^T \cdot \alpha n_o \quad (14)
\]

Recall from the Cauchy-Schwartz inequality that

\[
J_z + \nabla J_z^T \left( \frac{-\nabla J_z}{||\nabla J_z||} \right) \leq J_z + \nabla J_z^T \left( \frac{d}{||d||} \right) \quad (15)
\]

for any \(d \neq 0\). Thus, the steepest descent vector (step direction) at \(p_0\) is obtained as

\[
n_o = \left( \frac{-\nabla J_z(p_0)}{||\nabla J_z(p_0)||} \right) \quad (16)
\]

The step size, \(\alpha\), is found by assuming linearity from the initial guess \(p_0\) to the first point on the isoperformance contour \(p_{iso,1}\). From the expression

\[
J_z(p_0 + \alpha_n o) \equiv J_z(p_0) + \nabla J_z^T \cdot \alpha_n n_o \equiv J_z,req \quad (17)
\]
one can solve for $\alpha$, such that

$$\alpha = \left(\frac{-\nabla J_z(p_0)^T \nabla J_z(p_0)}{\|\nabla J_z(p_0)\|^2}\right)^{-1} \cdot (J_{z,\text{req}} - J_z(p_0))$$  

(18)

This assumes that $p_0$ is not an extremum or a saddle point of $J_z(p_1, p_2)$, where $\|\nabla J_z(p_0)\| = 0$ would be true. Using the above equations the algorithm generally intercepts an isoparametric contour, if it exists within $B$, at a point $p_{iso,1}$ within a few iterations. In practice an upper limit is imposed on the step size to avoid “overshooting”, when going from a small gradient to a large gradient area of $B$.

Given that $J_z(p_{iso,k}) = J_{z,\text{req}}$, i.e. the point $p_{iso,k}$ lies on the isoparametric contour, one can find a neighboring point $p_{iso,k+1} = p_{iso,k} + \Delta p_k$ such that

$$J_z(p_{iso,k} + \Delta p_k) = J_z(p_{iso,k}) = J_{z,\text{req}}$$

by recalling the Taylor series expansion in (11), neglecting second-order and higher terms and setting the first order term (perturbation) to zero. Specifically, if

$$J_z(p_{iso,k+1}) = J_z(p_{iso,k} + \Delta p_k) \\
= J_z(p_{iso,k}) + (\nabla J_z)^T \Delta p_k = J_{z,\text{req}}$$

(19)

is to be true, then

$$\Delta J_z,k = (\nabla J_z)^T \Delta p_k \equiv 0$$

(20)

In other words, one must choose the vector $\Delta p_k$, such that it is in the nullspace of the transposed gradient vector $(\nabla J_z)^T$. This condition can be written out componentwise as

$$\Delta J_z,k = \frac{\partial J_z}{\partial p_1} \Delta p_{1,k} + \frac{\partial J_z}{\partial p_2} \Delta p_{2,k} \equiv 0$$

(21)

Geometrically this condition corresponds to following the tangential vector $t_k$ along the isocountour. Figure 8 shows that $t_k$ can be considered the tangential vector at point $p_{iso,k}$ and that it is orthogonal to the normal vector $n_k$. There are two ways in which $t_k$ can be obtained from $\nabla J_z(p_k)$. First one can compute the normal vector $n_k$ from equation (16) and then rotate it by 90 degrees to obtain the tangential vector $t_k$.

$$t_k = R \cdot n_k = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \cdot n_k$$

(22)

The second method is more general, since it is also applicable to the case of $n_k > 1$ performances and $n_p > 2$ parameters. A singular value decomposition (SVD) is performed on the transpose of the gradient vector.

$$U_k S_k V_k^T = \nabla J_k^T$$

(23)

In the bivariate case two singular values are obtained. The non-zero singular value, $s_{1,k} \neq 0$, corresponds to the direction of steepest descent $n_k$ and the zero singular value, $s_{2,k} = 0$, corresponds to the tangential direction $t_k$ in matrix $V_k = [n_k t_k]$. An appropriate step size $\alpha_k$ needs to be chosen. An estimate of the linearization error incurred due to a step of size $\Delta p_k$ can be written as:

$$\epsilon_k = \frac{1}{2} \Delta p_k^T H |_{p_k} \Delta p_k + \text{H.O.T.}$$

(24)

Neglecting higher order terms, one solves for the step size $\alpha_k$, by substituting $\Delta p_k = \alpha_k \cdot t_k$ in the above equation and setting $\epsilon_k = \tau J_{z,\text{req}}/100$.

$$\alpha_k = \left[\frac{2 \tau J_{z,\text{req}}}{100} (t_k^T H |_{p_k} t_k)^{-1}\right]^{1/2}$$

(25)

The quantity $\tau$ is a user defined tolerance and is defined as the ±% acceptable deviation from the nominal “centerline”, $J_{z,\text{req}}$.

With equations (22) and (25) the step direction $t_k$ and the step size $\alpha_k$ have been determined and one can find the next point on the isoparametric contour $p_{iso,k+1} = p_{iso,k} + \alpha_k t_k$. At this new point the performance $J_z(p_{iso,k+1})$ is recomputed along with the gradient vector $\nabla J_z(p_{iso,k+1})$. The process is repeated until the parameter boundaries of $B$ are reached, the solution reaches the unstable subspace $U$ or the isoparametric contour closes on itself.

Algorithm III: Progressive Spline Approximation

The progressive spline approximation algorithm assumes that the isoparametric contour intersects the boundary $B$, i.e. that no closed loops are present. This is most often the case, when the performance function $J_z(p_1, p_2)$ is monotonic in at least one of the two parameters. The basic idea of this algorithm is to approximate the isoparametric contour with a piecewise
polynomial \((pp)\) function. The spline mathematics and tools developed by de Boor\(^2\) as well as the resulting MATLAB spline toolbox are leveraged for this algorithm.

A mathematical description of a spline, \(R(x)\), is given in terms of its break points (breaks) \(\zeta_1, \ldots, \zeta_{k+1}\) and the local polynomial coefficients \(c_{j,i}\) of its pieces.

\[
P_i(x) = \sum_{i=1}^{k} \frac{(x - \zeta_j)^{k-i}}{(k-i)!} c_{j,i} \tag{26}
\]

This form \((pp\text{form})\) is especially convenient for evaluation, while the \(B\)-form is often used for construction of a spline approximation. The \(order\) is chosen as \(k = 4\), which leads to cubic splines and two continuous derivatives across the break points. The progressive spline approximation algorithm assumes that the two endpoints \(a, b\) are on the parameter space boundary \(B\). The initial estimate of the isoperformance contour consists of a single piece. The isoperformance contours are parameterized with parameter \(t\) from endpoint \(a\) to endpoint \(b\). Thus at endpoint \(a\) we have \(t = 0\) and at endpoint \(b\) we set \(t = 1.0\). Instead of the coordinates \(x\) and \(y = f(x)\) as in Equation (26) the algorithm works with vector splines such that

\[
P_i(t) = \begin{bmatrix} p_{i,0,1}(t) \\ p_{i,0,2}(t) \\ \vdots \\ p_{i,k-1}(t) \\ p_{i,0}(t) \end{bmatrix} = \begin{bmatrix} s_1(t) \\ s_2(t) \\ \vdots \\ s_{k-1}(t) \\ s_0(t) \end{bmatrix} \tag{27}
\]

where

\[
t \in [0, 1] \mapsto R_i(t) \in [a, b] \tag{28}
\]

the vector components of each spline piece are approximated as piecewise polynomials in \(pp\text{form}\), where

\[
s_j(t) = f_{j,i}(t) \text{ for } j = 1, 2 \text{ and } \forall t \tag{29}
\]

The functional approximation for each piece is then given as

\[
f_{j,1} = \sum_{i=1}^{k} \frac{(t - \zeta_j)^{k-i}}{(k-i)!} c_{j,i} \text{ where } t \in [\zeta_j, \zeta_{j+1}] \tag{30}
\]

Note that all relevant information is contained in the break point sequence, \(\zeta_1, \ldots, \zeta_{k+1}\) and in the polynomial coefficient array \(c_{j,i}\). The subscript \(j\) refers to the vector component of \(p_{i,0}\), \(l\) refers to the piece number of the \(pp\) approximation and \(i\) is the index of the polynomial degree. In practice the coefficient array \(c_{j,i}\) is stored as a 2-dimensional matrix by stacking the coefficient matrices of the vector components \(j\) on top of each other, along the first non-singleton dimension.

Next a bisection is performed at the mid-point of the first piece, \((t = 0.5)\), resulting in the point \(p_{mid,1}\). If the true isoperformance contour is close to the cubic spline approximation, then \(p_{mid,1}\) will lie on the contour. Generally this will not be the case and \(p_{mid,1}\) is then used as the starting point for a steepest gradient search to find the closest point on the contour. This point \(p_{iso,1}\) represents a new break \(\zeta_2\) and splits the original interval \([a, b]\) into two pieces. The MATLAB function \(csape.m\) is used to compute the spline coefficient matrix \(c\) for the pieces \([a = \zeta_1, \zeta_2]\) and \([\zeta_2, b = \zeta_3]\). This bisection procedure is repeated until the midpoints of all pieces lie on the contour, subject to a tolerance \(\tau\) as defined above. This is graphically shown in Figure 9 for the single degree-of-freedom example introduced in Section 2.

\[\text{Fig. 9 Progressive (cubic) spline approximation. Isoperformance analysis of SDOF problem with variables } \omega_d \text{ and } m. \text{ The required performance is } J_{z,req} = 0.0008 \text{ [m].} \]

Algorithm Evaluation

This section applies the three algorithms, which have been implemented in MATLAB code, to the single DOF sample problem and quantitatively as well as qualitatively compares the answers. The conclusions provide guidance for applications to larger problems and the multivariable case. We choose the disturbance corner frequency, \(\omega_d\), and oscillator mass, \(m\), as the variable parameters in order to find the isoperformance contour at the \(J_z = 0.8\) [mm] level.

Quality of Isoperformance Solution

In order to assess how well the resulting isoperformance points, \(p_{iso}\), actually meet the isoperformance condition (3) it is necessary to define a solution “quality” metric. The “quality” of the isoperformance solution can be quantified as follows. Let

\[
Y_{iso} = 100 \left[ \frac{\sum_{k=1}^{n_{iso}} \left[ \frac{J_z(p_{iso,k}) - J_{z,req}}{J_{z,req}} \right]^2}{n_{iso}} \right]^{1/2} \tag{31}
\]

be a quality metric expressing the relative \% error.
with respect to \( J_{z,req} \). In the above equation \( n_{iso} \) is the total number of isopoints computed, \( J_z(p_{iso,k}) \), is the performance of the \( k \)-th isopoint and \( J_{z,req} \) is the performance requirement, i.e. the desired performance level. This number, \( n_{iso} \), can then be directly compared to the desired isoperformance contour tolerance, \( \tau \), and should always be smaller than it. Note that this definition of solution quality does not prevent individual solutions \( p_{iso} \) from falling outside the tolerance band \( [1 - \tau/100] \cdot J_{z,req} (1 + \tau/100) \cdot J_{z,req} \).

**Algorithm Comparison**

The isoperformance results for exhaustive search are shown in Figure 10. The isoperformance curve shows that a small increase in the disturbance filter corner frequency \( \omega_d \) below about 30 radians per second (roughly 5 Hz), which is the natural undamped frequency of the oscillator, requires a large increase in mass \( m \) in order to maintain the same RMS level.

\[
\text{Isoperformance contour (I) for } J_{z,req} = 0.0008 \text{ m}
\]

Figure 10 shows the isoperformance contour for a single DOF problem \((\omega_d, m)\) with discretization \( \Delta p = (1/20)[p_{UB} - p_{LB}] \) and a tolerance of \( \tau = 1\% \).

The quality of the isoperformance contour is very dependent on the discretization level. The smaller \( \Delta p \), the better the contour will be interpolated but the more computation time is required. For the exhaustive search algorithm the solution quality is shown in Figure 11.

The isoperformance contours obtained with contour following (not shown) and progressive spline approximation (Fig. 9) are very similar. A comparison of the computational cost among algorithms is shown in Table 1. In order to achieve a fair comparison it was deemed necessary that all three methods yield isoperformance solutions of nearly equal quality as expressed by the \( Y_{iso} \) metric. Algorithm I is the most computationally expensive. This is due to the fact that in the SDOF case 441 points had to be evaluated, but only 35 points form the isoperformance contour. Algorithm III (progressive spline approximation) is clearly the fastest, however it only works for open segments and assumes that there is only a single isoperformance contour, which intersects the boundary \( B \). Thus, it is the most restrictive (least general) of the three algorithms. The second algorithm (gradient-based contour following) has a computational cost which is in between the other two methods. Multiple open or closed segments can be detected, but several random trial points \( p_{norm,i} \), where \( i = 1, 2, \ldots, \# \) of trial points, are required to detect multiple contours. The advantage of this method is that it uses knowledge about the previous points, \( p_{iso,k} \), obtained in order to compute the next isoperformance solution \( p_{iso,k+1} \). Another advantage is that the step size, \( \omega_d \), automatically adjusts according to the local curvature of \( J_z(p_{iso,k}) \) by means of a finite difference approximation of the Hessian matrix. The disadvantage of algorithm II is that one must recompute the gradient \( \nabla J_z(p_{iso,k}) \) at each new isopoint. The generalization of these algorithms to the multivariable case is discussed in the next section.

### 4 Multivariable Isoperformance Methodology

This section generalizes the algorithms developed in the previous section to the multivariable case. This generalization is essential in order to render isoperformance a useful technique for realistic problems. Specifically, there can be more than two variable pa-
parameters and multiple performances, i.e. \( n_p > 2 \) and \( n_z > 1 \). The condition that the number of variable parameters always exceeds the number of performances \( n_p - n_z > 1 \) has to be maintained in order for there to be a non-zero isoparametric set. There are two main challenges in the multivariable case:

- Complexity as a function of \( n_p \) and \( n_z \)
- Visualization of isoparametric set \( I \) in \( \mathbb{R}^n_p \)

Branch and Bound Search Algorithm (Ib)

The exhaustive search algorithm (Ia) in the multi-variable case \((n_p > 2)\) discretizes the parameter set \( B \), defined by the lower and upper bounds \( p_{LB,j} \) and \( p_{UB,j} \), where \( j = 1, 2, \ldots, n_p \), with a fine grid and evaluates all grid points. This was presented for the case, when \( n_p = 2 \) in Section 3. Subsequently each grid point is tested, and if the isoparametric condition (6) is met, the grid point is retained in the isoparametric set \( I \). The exhaustive search algorithm for the multivariable problem can be implemented as \( n_p \)-nested loops. Note that the value of the \( j \)-th parameter in these loops is given as

\[
p_{j,i} = p_{j, LB} + (i - 1) \cdot \Delta p_j \quad \text{where} \quad j = 1, 2, \ldots, n_p
\]  

(32)

Clearly, this is not practical even for relatively modest problems. Assume for example that \( n_p = 6 \) and that \( n_1 = \ldots = n_{n_p} = 50 \), then the performance evaluation \( p_j \mapsto J_z \) has to be carried out \( 50^6 = 1.56 \times 10^{10} \) times. It took one second of CPU time per performance evaluation it would take 495.5 years to evaluate the entire trade space on a single computer.

A remedy is found by modifying exhaustive search as a branch-and-bound algorithm (Ia). The branch-and-bound algorithm starts with an initial population (branches), which are evenly but coarsely distributed in \( B \). It then tests if the performance at neighboring points (branches), \( p_m \) and \( p_n \), is such that the isoparametric surface passes in between them:

\[
[ J_z(p_m) \geq J_z,req \geq J_z(p_n) ] \cup [ J_z(p_m) \leq J_z,req \leq J_z(p_n) ]
\]  

(33)

where \( p_m, p_n \) are \( n_p \times 1 \) vectors and \( J_z,req \) is a \( n_x \times 1 \) vector. If the answer is \textit{true}, both branches are retained and further refined in the next generation. If the answer is \textit{false} the point (branch) \( p_m \) is eliminated. This is graphically shown in Figure 12 for two dimensions.

In the multivariable case the squares shown in Figure 12 are actually hyper-rectangles. The size of the hyper-rectangles is reduced by a factor of two along edges with each generation. This refinement continues with each generation, \( n_g \), until the exit criterion

\[
\Upsilon_{\text{iso}, n_g} < \tau
\]  

(34)

is met.

It was empirically found that setting a tolerance tighter than 2% becomes very expensive, since in the branch and bound approach each generation is roughly \( 2^n \) times larger than the previous generation. An advantage of the branch-and-bound algorithm, however, is that it does not require any sensitivity (gradient) information.

Tangential Front Following Algorithm

In the multivariable case there will be \( n_z \) performance metrics and \( n_p \) parameters, where \( n_p - n_z \geq 1 \). A first order Taylor approximation of the vector performance function \( J_z \) at a point \( p^k = [p_{1}^{k} \, p_{2}^{k} \, \ldots \, p_{n_f}^{k}]^T \in B \) can be written as:

\[
J_z(p^{k+1}) = J_z(p^{k} + \Delta p) = J_z(p^{k}) + \nabla J_z^T |_{p^k} \Delta p + \text{HOT}
\]

(35)

The Jacobian, \( \nabla J_z \), is the matrix of first order partial derivatives of \( J_z \) with respect to \( p \):

\[
\nabla J_z = \begin{bmatrix}
\frac{\partial J_{z,1}}{\partial p_1} & \frac{\partial J_{z,2}}{\partial p_1} & \cdots & \frac{\partial J_{z,n_p}}{\partial p_1} \\
\frac{\partial J_{z,1}}{\partial p_2} & \frac{\partial J_{z,2}}{\partial p_2} & \cdots & \frac{\partial J_{z,n_p}}{\partial p_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial J_{z,1}}{\partial p_{n_p}} & \frac{\partial J_{z,2}}{\partial p_{n_p}} & \cdots & \frac{\partial J_{z,n_p}}{\partial p_{n_p}}
\end{bmatrix}
\]

(36)

The singular value decomposition (SVD) of the Jacobian is a key step. It provides a set of orthogonal unit-length vectors, \( v_j \), as the columns of matrix, \( V \), thus forming the column space and null space of the Jacobian, respectively.

\[
U \Sigma V^T = \nabla J_z^T
\]  

(37)
and the individual matrices are as follows:

\[
U = \begin{bmatrix}
    u_1 & \cdots & u_{n_z}
\end{bmatrix}_{n_z \times n_z}
\]

\[
\Sigma = \begin{bmatrix}
    \sigma_1 & \cdots & \sigma_{n_z} \\
    0_{n_z \times (n_p - n_z)}
\end{bmatrix}
\]

\[
V = \begin{bmatrix}
    v_1 & \cdots & v_{n_z} & v_{n_z+1} & \cdots & v_{n_p}
\end{bmatrix}
\]

\[
\text{column space} \quad \text{null space}
\]

Thus, at each point there are \( n_p - n_z \) directions in the null space. It is a linear combination of the vectors in the null space, \( V_i \), which is used to determine a tangential step, \( \Delta p \), in a performance invariant direction.

\[
\Delta p = \alpha \cdot (\beta_1 v_{n_z+1} + \ldots + \beta_{n_p-n_z} v_{n_p}) = \alpha V_i \beta
\]

where \( \Delta p \) is the performance invariant step increment in \( \mathbb{R}^n_p \), \( \beta \) is a vector of coefficients, which determines the linear combination of directions in the nullspace, \( V_i \), and \( \alpha \) is a stepsize. Currently, in the multivariable case the step size, \( \alpha \), is set by the user. An automatic step size determination could be added as a refinement in the future. The coefficient vector, \( \beta \), is determined as follows:

\[
\beta = \begin{cases}
\beta_i = \pm 1, \beta_j = 0 & \text{for } i \neq j \\
1 / \sqrt{n_p - n_z} & \forall \ i = 1, \ldots, n_p - n_z
\end{cases}
\]

The principal front points, as shown in Figure 13, propagate in one of the positive or negative directions given by the principal vectors, \( v_i \), in the null space. The intermediate front points on the other hand propagate in directions, which have equal contributions from all vectors in \( v_j \). The \( \pm \) sign for each \( \beta_i \) determines in which "quadrant" the front point propagates.

The tangential front following algorithm is a generalization of the gradient-based contour following algorithm, which was developed for the case when \( n_p - n_z = 1 \), see subsection 3. The idea is to gradually explore the isoperformance set \( I \), starting from a random initial point, \( p_{\text{nom}} \), and subsequently stepping in tangential, orthogonal directions, \( v_j \), where \( j = n_z + 1, \ldots, n_p \), which lie in the nullspace of the Jacobian. The active points form a "front", when connected to each other. The front grows gradually forwards from the initial point until the boundary is intercepted. This is similar to "moss", which grows from an initial seed to gradually cover the entire exposed surface of an imaginary \( n_p \)-dimensional rock. This is shown graphically in Figure 13.

The main advantage of this algorithm is that it converts the computational complexity from a \( n_p \) to a \( n_p - n_z \) problem, albeit still in non-polynomial time. The disadvantage of the algorithm is that a non-uniform distribution of isoperformance points can result from the behavior of the Jacobian in different regions of the set \( \mathbf{B} \) or at the boundary of \( \mathbf{B} \). The underlying performance function \( J_z (p) \) has to be continuous and differentiable over the entire set \( \mathbf{B} \).

**Vector Spline Approximation**

Even though the tangential front following algorithm is more efficient than branch-and-bound, it will still be computationally expensive if \( n_p - n_z \) is large. An estimate of the computational expense of each algorithm is given below. Hence, it is desirable to find an algorithm with a further significant increase in efficiency. Such an algorithm is constructed by generalizing the bivariate progressive spline approximation. The basic idea of vector spline approximation is to only capture important border and interior points of the isoperformance set \( I \). A 1-parameterized vector spline in \( n_p \)-dimensional space connecting two points A and B can be written as

\[
p(t) = \begin{bmatrix}
p_1(t) \\
p_2(t) \\
\vdots \\
p_{n_p}(t)
\end{bmatrix} = 
\begin{bmatrix}
\sum_{i=1}^k \frac{(t-t_A)^{k-i}}{(k-i)!} c_{1,i} \\
\sum_{i=1}^k \frac{(t-t_A)^{k-i}}{(k-i)!} c_{j,i} \\
\vdots \\
\sum_{i=1}^k \frac{(t-t_A)^{k-i}}{(k-i)!} c_{n_p,i}
\end{bmatrix}
= C \cdot t
\]
where $C$ is the vector spline coefficient matrix and $t$ is a vector, which depends on the parameter $t$

$$t = \begin{bmatrix} 1 & \ldots & (t-t_A)^{k-1} & \ldots & (t-t_A)^{k-1} \end{bmatrix}^T$$

(42)

whereby $t \in [t_A, t_B]$ if the spline connects the points A and B in $n_p$-space. The vector spline approximation algorithm uses cubic splines of order, $k = 4$, one can then write:

$$\ddot{t}(t) = \begin{bmatrix} 1 & t - t_A & \frac{(t-t_A)^2}{2} & \frac{(t-t_A)^3}{6} \end{bmatrix}^T$$

(43)

and the cubic spline coefficient matrix, $C$, simplifies to

$$C = \begin{bmatrix} c_{1,1} & c_{1,2} & c_{1,3} & c_{1,4} \\ \vdots & \vdots & \vdots & \vdots \\ c_{j,1} & c_{j,2} & c_{j,3} & c_{j,4} \\ \vdots & \vdots & \vdots & \vdots \\ c_{n_p,1} & c_{n_p,2} & c_{n_p,3} & c_{n_p,4} \end{bmatrix}$$

(44)

The first step of the vector spline approximation algorithm is to find the border points, $p_{iso, border}$, which meet the isoperformance condition (3) and lie on an edge of the parameter bounding box $B$. These points are found by first computing the performance vector, $J_z$, at all $2^n_p$ corner points and searching for boundary points, $p_{iso, border}$, which lie on an edge connecting two corner points, which meet the condition

$$J_z(p_{corner,i}) \leq J_z(p_{iso,req}) \leq J_z(p_{corner,j}) \cup J_z(p_{corner,i}) \geq J_z(p_{iso,req}) \geq J_z(p_{corner,j})$$

(45)

The next step is to connect the isoperformance border points with cubic splines along the boundary of $B$. In this step the mid-points of the border splines are also determined. Finally interior points of the isoperformance set $I$ are obtained by computing the centroid. This can be considered to be the center point of $I$. An initial guess for the centroid is:

$$\bar{p}_{cent} = \begin{bmatrix} \bar{p}_{c,1} & \ldots & \bar{p}_{c,j} & \ldots & \bar{p}_{c,n_p} \end{bmatrix}^T$$

(46)

where

$$\bar{p}_{c,j} = \frac{1}{n_b} \sum_{i=1}^{n_b} p_{iso, border, i,j}$$

and $n_b$ is the number of border points. The actual centroid, $\bar{p}_{cent}$, is found by steepest gradient search as described before. Finally the cubic splines connecting the centroid and the mid-points of the border splines are found, subject to tolerance, $\tau$.

The vector spline approximation algorithm does not provide the same large number of isoperformance points, $p_{iso}$, and “continuous” approximation to $I$ as branch-and-bound or tangential front following. Rather, it only computes some key points and their connecting splines. This might be acceptable, since one of the goals of the isoperformance methodology is to find solutions which are very “different” in a design vector sense, while still yielding the same performance vector $J_z$.

The multivariable SDOF problem was tackled by the vector spline approximation algorithm. The three variable (design) parameters, $\omega_d, \omega_s$ and $\omega_p$ are considered. The desired performance level is $J_{z,req} = 0.8$ [mm] RMS. Results for the single DOF oscillator problem are shown in Figure 14. The outline of the isoperformance surface can clearly be seen.

**Fig. 14 Multivariable Isoperformance (III): Vector Spline Approximation for SDOF sample problem.**

### Multivariable Algorithm Comparison

A comparison of the multivariable algorithms using the single degree-of-freedom problem is presented in Table 2. The algorithms are compared based on the CPU runtime, the number of floating-point operations required, the solution quality expressed as $\gamma_{iso}$ and the number (quantity) of isoperformance points, $p_{iso}$, found.

Even though the above numbers are obtained for a specific low-order example, the relative trends between algorithms are likely to apply to large-order problems as well. As expected the exhaustive search is the most expensive algorithm and requires almost 1.5 hours to run. The vector spline approximation on the other hand completes in merely 5 seconds. Branch-and-Bound improves over exhaustive search by a factor of roughly 10 and tangential front following in turn improves over branch-and-bound by a factor of roughly 7. The tangential front following algorithm results in the best numerical solution quality as measured by $\gamma_{iso}$. Branch-and-Bound provides the largest number of isopoints ($\sim 7500$), whereas vector spline approximation yields “only” 20 such points. Recall, however,
that the spline approximation also provides the spline coefficient matrices, such that additional points could be easily generated along the connecting splines.

Vector spline approximation is the most restrictive algorithm in the sense that it requires the underlying performance vector function, $p_j \mapsto J_z(p_j)$, where $p_j = 1, \ldots, n_p$, to be continuous, smooth, differentiable and quasi-monotonic in $B$. Thus, if $I$ were a closed region with no boundary points on $B$, the vector spline approximation would fail. Tangential front following does not require quasi-monotony and can deal with closed regions. Here the problem is that if $I$ contains several, distinct regions in $B$ the algorithm requires several random initial guesses, $p_{in}$, in order to find all regions. There is no guarantee of completeness with a finite number of trial points. Distinct regions are rarely observed in practice.

Finally branch-and-bound is the most general algorithm and is very robust, as long as the initial grid is chosen reasonably fine. Another advantage of branch and bound is that it does not require gradient (sensitivity) information. The general strategy is to first attempt an isoperformance solution with vector spline approximation and move to the other, more expensive algorithms if a solution in $B$ is expected to exist but cannot be found. This algorithm switching strategy was suggested in the paper roadmap, see Figure 3.

## 5 Experimental Validation

The goal of the experimental validation is to demonstrate the ability of the isoperformance methodology to accurately predict performance contours for a physical laboratory testbed in a lab environment.

**Testbed Description**

The DOLCE testbed shown in Figure 15 was explicitly designed for this purpose. The main feature of DOLCE is that system parameters can be varied over a large range. This is different from the cantilever truss employed by Gutiérrez, which was used for physical parameter sensitivity validation via small perturbations of masses and stiffnesses. The four variable parameters on DOLCE are:

- $V_s$ excitation RMS voltage [V]
- $m_p$ payload mass [lbs]
- $m_s$ seismic mass [g]
- $k_s$ suspension spring stiffness [lbs/in]

Figure 15 shows the testbed, which, starting from the top, is comprised of an uniaxial vibration exciter (shaker), with a seismic mass, $m_s$, driven by a band-pass filtered (0-100 Hz), random excitation voltage, $V_s$. Next the upper stage consists of a large square truss, a weight bed holding a payload mass, $m_p$, and an aluminum sandwich base plate. Finally an axial stabilization system and four (4) suspension springs of stiffness $k_s$ complete the arrangement.

\[
J_z = E \left[ z^T z \right]^{1/2} \tag{47}
\]
This would correspond to jitter of the spacecraft bus in a real space system. The primary instrumentation consists of a uniaxial load cell, which is attached to the seismic mass and measures the disturbance force, \( F_d \). The performance is measured via an inductive proximity sensor, which acts as a gap sensor (eddy current gap sensor Bentley XL 5 mm). The gap sensor is very sensitive and was calibrated to 0.425 V/ml of displacement with a LB-11/70 Laser Displacement Sensor. Also a Sunstrand DC accelerometer was installed in order to corroborate the gap sensor results. The sensor suite below the sandwich plate is shown in Figure 16.

![DC accelerometer and laser displacement sensor](image)

**Fig. 16** DOLCE Testbed Sensors

**Experimental Approach**

The experimental approach is presented in Figure 17. First the testbed was assembled, instrumented and calibrated. It was decided to conduct a bivariate isoperformance test, with the performance given by Equation 47. The variable parameters were the excitation voltage, \( V_e \), ranging from 0.1-1.0 [Vrms] as well as the payload mass, \( m_p \), ranging from 0-200 [lbs]. A test matrix was run on the testbed and recorded with parameter increments \( \Delta V_e = 0.1 \) and \( \Delta m_p = 10 \), respectively. From this gridded data isoperformance contours were extracted via linear interpolation, see above.

![Experimental Approach flowchart](image)

**Fig. 17** Experimental Approach

Independently and without knowledge of the experimental results an apriori finite element model (FEM) was constructed ("original FEM"). This model only used assembly drawings, masses from scale measurements and catalogue values for material properties and spring stiffnesses. The predictions from this model would be equivalent to what could be expected from isoperformance analyses for spacecraft in the conceptual and preliminary design phases, such as NEXUS. A more accurate prediction is expected from an updated FEM, which has its physical parameters tuned such that the FEM and experimental transfer function (measurement model) from \( F_d \) to \( z \) coincide well. Finally the isoperformance contours for DOLCE are predicted with a single degree-of-freedom (SDOF) model, which lumped the entire testbed mass together with the payload mass \( m_p \) over the four suspension springs (in parallel) represented as a single compliance. The hope is that insights can be gained by comparing different performance contours for the experiment with the ones predicted for the three models.

**Testbed Characterization**

The transfer function (FRF) from disturbance (shaker) force to base plate displacement, \( G_{z,d}(s) = Z(s)/F_d(s) \), is obtained experimentally and by model prediction, see Figure 18.

![Transfer Function Comparison](image)

**Fig. 18** DOLCE transfer function \( G_{z,d}(s) = Z(s)/F_d(s) \) for \( m_p = 0, V_e = 1.0 \)

As can be seen there are two observable modes in the bandwidth up to 100 Hz. The first mode at 10 Hz is the axial base suspension mode, where the testbed translated vertically up and down on the 4 suspension (compression) springs. The second mode at 65 Hz is the upper coupling plate bending mode, which causes a vertical displacement via the center rod. Mode shapes for these two modes are contained in Figure 19.

As expected the SDOF model can only predict the first resonance. The original FEM overpredicts the upper plate mode by roughly 10 Hz. The agreement between the updated FEM and the experimental transfer function is very good.

Next the testbed response was investigated as a function of the single parameter \( m_p \). A waterfall plot showing the power spectral density (PSD) of \( z \) as a function of \( m_p \) is depicted in Figure 20.

It can be seen that the axial suspension mode is
dominant for all payload masses. As expected the mode softens with increasing mass from about 10 Hz at \( m_p = 0 \) [lbs] to 6 Hz at \( m_p = 200 \) [lbs]. The resonant plate mode at 65 Hz can also be seen, but it is much less clear for larger \( m_p \). A higher frequency mode around 40Hz appears \( m_p \)-invariant and we suspect some structural non-linearity. The performance \( J_z \) can be computed by integrating under \( S_{zz} \) and taking the square root.

\[
J_z = \left[ \frac{1}{f_{\text{min}}} \int_{f_{\text{max}}} S_{zz}(f) \, df \right]^{1/2} \tag{48}
\]

### Isoperformance Results and Interpretation

The basis for obtaining the experimental isoperformance contours is the test matrix with \( V_s \) and \( m_p \) as described previously. At each parameter combination the time histories of \( F_d(t) \) and \( z(t) \), where recorded and the performance \( J_z = J_z(V_s, m_p) \) was computed with 25 averages. The results from the test matrix are shown in Figure 21.

The peak displacement RMS value of 57.6 [\( \mu \text{m} \)] is obtained for the maximum excitation level (\( V_s = 1.0 \) [Vrms]) with an empty weight bed (\( m_p = 0 \) [lbs]). This is intuitively satisfactory, since at this point the maximum disturbance energy enters the system (about 7 N of force \( F_d \) RMS), while the disturbability of the system is at a maximum. Recall that the plant transfer function for such a system has a \( 1/m \) term in the numerator. Conversely the lowest response (“best performance”) is found for \( V_s = 0.1 \) and \( m_p = 200 \). This information is used to obtain isoperformance contours at the 7.5, 15 and 30 [\( \mu \text{m} \)] levels (Figure 22).

### Experimental vs. theoretical contours \( J_z [\mu \text{m}] \)

![Experimental vs. theoretical contours](image_url)

**Comparison of Experimental and Theoretical Isoperformance Contours for DOLCE Testbed**

- Experiment
- SDOF Model
- FEM Original
- FEM Updated

**Fig. 22 DOLCE Testbed Comparison of Experimental versus Theoretical Isoperformance Contours**

Similar contours are predicted for the SDOF and FEM’s (original and updated). This suggests that the axial suspension mode is dominant in most of the trade space. Excellent correlation between experiment and
theory is found at low forcing levels, see the 7.5 \( \mu \text{m} \) contour. Deviations are found for larger forcing levels (15 and 30 \( \mu \text{m} \) contours), even though the general trends are still predicted correctly by the isoperformance models. The cause for this deviation is likely due to non-linear effects in the structural plant as the shaker amplitude increases. In conclusion it is found that the isoperformance prediction capability is good at low disturbance levels which are representative of the vibration environment on space based opto-mechanical systems. Caution must be exercised if non-linearities are suspected in any part of the system.

6 NEXUS Spacecraft Study

At this point confidence has been gained that the isoperformance methodology is applicable to large order multivariable systems and that isoperformance predictions for real physical systems are possible. The purpose of the NEXUS spacecraft case study is to demonstrate the usefulness of the isoperformance methodology on a realistic conceptual design model of a high-performance spacecraft.

NEXUS Description

A graphical representation of the launch and on-orbit configurations of NEXUS is shown in Figure 23.

![Fig. 23 NEXUS Spacecraft Concept](image)

NEXUS was planned as a technology risk-reduction experiment in space and as a precursor to NGST. The NEXUS project was officially canceled in December 2000 as a part of the NGST resourcing exercise. It was nevertheless decided to use NEXUS for this case study, since the conceptual model is well developed and many lessons learned from previous NGST Yardstick models were incorporated.

NEXUS features a 2.8 m diameter primary mirror, consisting of three AMSD-sized primary mirror (PM) petals. Two of these are fixed and one is deployable as shown in Figure 23 on the left side. The total mass of the spacecraft is nominally 752.8 [kg] at a cost of $M 105.88 (FY00). The target orbit is L2 of the Sun/Earth system with a projected launch date of 2004. The optical telescope assembly (OTA) also features a 3-legged spider, which supports the secondary mirror (SM). The instrument module contains the optics downstream of the tertiary mirror and the camera (detector). The sunshield is large, deployable and light-weight, thus accounting for the first flexible mode of the spacecraft structure around 0.2 Hz.

Integrated Modeling

The integrated model for NEXUS contains a structural finite element model (FEM), see Figure 24. The model was initially created in FEMAP/NASTRAN and subsequently translated to IMOS.25 The figure shows the important locations at which disturbance and control inputs enter as well as important output nodes for the ACS as well as the locations where optical elements are mounted.

![Fig. 24 NEXUS Finite Element Model. Important I/O grid points (nodes) and variable design parameters are shown.](image)

The two performance metrics of interest are the root-mean-mean-square wavefront error, \( J_{r,1} = \) RMMS WFE, and the root-sum-square line-of-sight jitter, \( J_{r,2} = \) RSS LOS. The optical linear sensitivity matrices for these performance with respect to the translations and rotations of the optical elements were computed with MACOS. There are four expected disturbance sources in the model (\( n_d = 4 \)). The first is broadband reaction wheel noise, assuming a 4-wheel pyramid and uniform probability density on the wheel speed distribution, with an upper (operational) wheel speed \( R_w \). The disturbance forces and torques are caused by static and dynamic imbalances, \( U_s \) and \( U_d \), as well as higher harmonics. The second disturbance is due to a linear Sterling cryocooler at drive frequency \( f_c \). This device is used to cool the IR detector and is installed in the instrument module. The third disturbance is attitude noise, which is based on rate gyro noise and star tracker noise measured on the Cassini.
mission (JPL). Finally there is guide star noise, which is very sensitive to the guider sampling rate, \( T_{gs} \), and the guide star brightness, \( M_{gs} \). The appended dynamics of this system are shown in the block diagram of Figure 25.

![NEXUS block diagram with 4 disturbance sources (RWA, Cryo, ACS noise, GS noise) and 2 performances (RMMMS WFE, RSS LOS). Simulation implemented in Simulink as well as state space.](image)

In summary, the appended dynamics, \( S_{2d} \), of this system contain 320 states \( (n_s = 320) \), two performance metrics \( (n_z = 2) \), four disturbance sources \( (n_d = 4) \) and 25 variable design parameters \( (n_p = 25) \). Table 3 summarizes the variable design parameters in the NEXUS case study.

### Disturbance Analysis

A disturbance analysis was carried out with the initial parameters, \( p_0 \), given in Table 3. Results for LOS jitter are contained in Figure 26. The bottom plot shows a sample time realization for 5 seconds and the centroid X location. The middle plot shows the PSD of LOS jitter (RSS LOS) for a frequency domain and time domain calculation. The top plot is the cumulative RMS of LOS jitter as a function of frequency.

Another way to look at performance \( J_{2,2} \) is to plot the time histories from the motions of centroid X and Y versus each other. This has been done in Figure 27. The predicted RSS LOS is 14.97 \( \mu m \), versus a requirement of 5 \( \mu m \).

The wavefront error performance is omitted here for simplicity, but is discussed by the author elsewhere. Table 4 shows an overview of the predicted performance, using the initial parameters \( p_0 \).

The wavefront error requirement \( \frac{\lambda}{50} \) is nearly met, but the pointing performance has to improve by a factor of roughly three.

### Sensitivity Analysis

The next step is a comprehensive sensitivity analysis for the 25 variable design parameters of NEXUS. The sensitivity produces the normalized Jacobian matrix

\[ \frac{\partial J_z}{\partial p_i} = J_{z,i} \left[ \begin{array}{c} \frac{\partial L_{1}}{\partial R_{i}} \\ \vdots \\ \frac{\partial L_{n}}{\partial R_{i}} \\ \frac{\partial L_{1}}{\partial K_{cf}} \\ \vdots \\ \frac{\partial L_{n}}{\partial K_{cf}} \end{array} \right] \]

evaluated at \( p_0 \)

which is graphically shown in Figure 28. Note that parameters \( R_u \) through \( T_{gs} \) are disturbance parameters, \( m_sM \) through \( \zeta \) are structural plant parameters, \( \lambda \) through \( M_{gs} \) are optical parameters and \( f_{cs} \) through \( K_{cf} \) are control parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Nom</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_u )</td>
<td>3000</td>
<td>upr op wheel speed</td>
<td>[RPM]</td>
</tr>
<tr>
<td>( U_s )</td>
<td>1.8</td>
<td>stat whl imbalance</td>
<td>[gcm]</td>
</tr>
<tr>
<td>( U_d )</td>
<td>60</td>
<td>dyn whl imbalance</td>
<td>[gcm²]</td>
</tr>
<tr>
<td>( f_c )</td>
<td>30</td>
<td>cryo drive freq</td>
<td>[Hz]</td>
</tr>
<tr>
<td>( Q_c )</td>
<td>0.005</td>
<td>cryo attenuation</td>
<td>[-]</td>
</tr>
<tr>
<td>( T_{st} )</td>
<td>20</td>
<td>star track update</td>
<td>[sec]</td>
</tr>
<tr>
<td>( S_{rg} )</td>
<td>3e-14</td>
<td>RG noise intensity</td>
<td>[rad²/s]</td>
</tr>
<tr>
<td>( S_{st} )</td>
<td>2</td>
<td>Tracker one sigma</td>
<td>[arcsec]</td>
</tr>
<tr>
<td>( T_{gs} )</td>
<td>0.04</td>
<td>Guider int time</td>
<td>[sec]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Nom</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_sM )</td>
<td>2.49</td>
<td>mass of SM</td>
<td>[kg]</td>
</tr>
<tr>
<td>( K_{yPM} )</td>
<td>0.866</td>
<td>PM bipod stiffness</td>
<td>[N/m]</td>
</tr>
<tr>
<td>( K_f )</td>
<td>3000</td>
<td>RW Isolator stiff</td>
<td>[Nm/rad]</td>
</tr>
<tr>
<td>( m_{gs}s )</td>
<td>0.353</td>
<td>S/C bus mass</td>
<td>[kg]</td>
</tr>
<tr>
<td>( K_{pet} )</td>
<td>0.968</td>
<td>petal hinge stiff</td>
<td>[N/m]</td>
</tr>
<tr>
<td>( t_{sp} )</td>
<td>0.003</td>
<td>Spider wall thick</td>
<td>[m]</td>
</tr>
<tr>
<td>( I_s )</td>
<td>8.6e-8</td>
<td>SS bend inertia</td>
<td>[m³]</td>
</tr>
<tr>
<td>( I_{prop} )</td>
<td>5.11</td>
<td>prop sys inertia</td>
<td>[kgm²]</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>0.005</td>
<td>modal damping</td>
<td>[-]</td>
</tr>
</tbody>
</table>

| | | | |
| | | | optics parameters |
| \( \lambda \) | 16-6 | CL opt wavelength | [m] |
| \( Ro \) | 0.98 | opt surf trans | [-] |
| \( QE \) | 0.80 | CCD quantum eff | [-] |
| \( M_{gs} \) | 15.0 | mag of guide star | [mag] |

| | | | controls parameters |
| | | | |
| \( f_{cs} \) | 0.01 | ACS control BW | [Hz] |
| \( K_c \) | 0.0 | FSM/ACS coupling | [0-1] |
| \( K_{cf} \) | 2000 | FSM controller gain | [-] |

Table 3  NEXUS Variable Design Parameters \( p_j \), \( j = 1, \ldots, 25 \).
isolator stiffness, $K_rISO$ should lead to roughly a 1.5% decrease in LOS jitter. The sensitivity analysis can be used to select a subset of interesting parameters for further analysis.

**Bivariate Isoperformance**

A bivariate isoperformance analysis is conducted for NEXUS using $J_{2,1} = \text{RSS LOS}$ as the performance and the two most sensitive parameters from Figure 28, right column, as the parameters. Hence, dynamic wheel imbalance, $U_d$, is traded versus RWA isolator joint stiffness, $K_rISO$, while constraining the performance to the requirement, $J_{2,2,req} = 5[\mu m]$. The results are contained in Figure 29.

The isoperformance contour at RSS LOS = 5 $\mu m$ can be reached from the initial design, $p_i$, by keeping the same amount of imbalance in the wheels (specification value of E-wheel: $U_d = 60$ [gcm$^2$]) and softening the isolator to below 1000 [Nm/rad], thus reducing the isolator corner frequency to roughly 1.2 Hz. Alternatively the isolator can remain the same and

---

Table 4 Initial Performance Analysis Results

<table>
<thead>
<tr>
<th>Performance</th>
<th>Lyap</th>
<th>Time</th>
<th>Req</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_{2,1}$ RMMS WFE</td>
<td>25.6</td>
<td>19.5</td>
<td>20</td>
<td>[nm]</td>
</tr>
<tr>
<td>$J_{2,2}$ RSS LOS</td>
<td>15.5</td>
<td>14.9</td>
<td>5</td>
<td>[$\mu m$]</td>
</tr>
</tbody>
</table>

---

Fig. 26 LOS Jitter initial disturbance analysis

Centroid Jitter on Focal Plane [RSS LOS]

Fig. 27 RSS LOS Centroid Jitter Plot on Focal Plane

The RMMS WFE is most sensitive to the upper operational wheel speed, $R_u$, the RWA isolator stiffness, $K_rISO$, and the deployable pedal hinge stiffness, $K_{pct}$. The RSS LOS is most sensitive to the dynamic wheel imbalance, $U_d$, the RWA isolator stiffness, $K_rISO$, structural damping, $\zeta/a$, the guide star magnitude, $Mgs$ and the FSM (fine pointing loop) control gain, $Kcf$. Interpreting these results one would expect for example that a 1.0% decrease in the...
the imbalance could be reduced to close to its lower bound, $U_d=1$ [gcm$^2$]. The isoperformance contour passes through these two points, so a combination of the above is likely to result in the desired effect. Note that the performance degrades significantly for stiffer isolator struts and larger imbalances. The region in the upper right of Figure 29, where LOS jitter of 160 µm is predicted, occurs, when the isolator modes coincide with other flexible modes of the NEXUS structure.

Multiobjective Optimization

Since solutions, $p_{iso}$, in the isoperformance set I do not distinguish themselves via their performance, we may satisfy some additional objectives. For the previous bivariate analysis for example it is not immediately clear whether it is more favorable or “expensive” to improve the balancing of the reaction wheels or to build a “softer” hexapod isolator. Once the (iso)performance requirements, $J_x(p_{iso}) = J_{x,req}$, are met one may consider competing cost objectives $J_c$ (control effort, implementation cost, system mass, dissipated power, etc.) or risk objectives $J_r$ (stability margins, sensitivity of performance to parametric uncertainty etc.). Which combination of $J_c$ and $J_r$ to use is application dependent. A non-linear optimization problem, given in (7) may be solved, whereby $Q_{cc}$ and $Q_{rr}$ are weighting matrices among the cost and risk objectives and $\eta$ is used to trade between cost and risk. The result is a family of pareto optimal solutions, $p_{iso}$, which is presented to the designer.

Such a multivariable analysis was conducted for a subset of 10 out of the 25 design parameters for NEXUS. The two performance objectives RMMS WFE and RSS LOS were defined above. The cost and risk objectives are defined as follows:

- $J_{c,1}$ = Build-to Cost (closeness to “mid-range”)
- $J_{c,2}$ = Smallest FSM control gain
- $J_{r,1}$ = Percent performance uncertainty

The three pareto optimal solutions, which each individually optimize one of the above objectives, while meeting the isoperformance condition, are shown in the radar plot of Figure 30.

Fig. 30 NEXUS Multivariable Isoperformance. Radar plot of 3 pareto optimal designs.

Specifically, the isoperformance condition leads to the fact that all designs, $p_{iso}^*$, asymptote to the same value in the cumulative RMS plot, as shown for RSS LOS as shown in Chapter 7 of reference. The results for the NEXUS pareto optimal designs are summarized in Table 5.

Table 5 NEXUS pareto optimal designs

<table>
<thead>
<tr>
<th></th>
<th>$J_{c,1}$</th>
<th>$J_{c,2}$</th>
<th>$J_{r,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>20.0000</td>
<td>5.2013</td>
<td>0.6324</td>
</tr>
<tr>
<td>B</td>
<td>20.0012</td>
<td>5.0253</td>
<td>0.8960</td>
</tr>
<tr>
<td>C</td>
<td>20.0001</td>
<td>4.8559</td>
<td>1.5627</td>
</tr>
</tbody>
</table>

Even though these designs achieve the same WFE and LOS jitter performance, this performance is achieved by placing the burden of different parts of the design.

7 Contributions and Recommendations

Contributions

This paper develops and validates a novel approach to the design of complex multi-disciplinary systems.
The isoparameter approach enhances the understanding of complex opto-mechanical systems by exploiting physical parameter sensitivity and performance information beyond the local neighborhood of a particular point design. The following specific contributions are identified:

- Developed a methodology for identifying the locus of parameters that yields constant performance levels of an LTI system.
- Applied isoparameter analysis to model-based error budgeting and multiobjective optimization for dynamic systems.
- Produced and validated a software toolbox for conducting 2D or multivariable isoparameter analyses.
- Experimental validation of isoparameter technique on a laboratory test article in 1-g with two parameters.

Limitations

The limitations of the isoparameter framework are that it assumes Linear-Time-Invariant (LTI) systems and operates on H2-performance metrics for zero-mean random processes. Furthermore, the dynamics are treated in continuous time (no z-domain capability). The algorithms (except exhaustive search) require continuous and differentiable parameters and work within a given topology/architecture.

Recommendations

The recommendations for future work focus on removing some of the current limitations and applying the isoparameter concept on a more holistic level in product design and system architecture. Isoparameter meshes well with a product design philosophy called “satisficing.” In this approach not a product that optimizes the performance is sought, but rather a product that meets identified customer performance requirements, while being designed in a cost effective way.
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