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Abstract—Microwave radiation with the inherent advantage of
its ability to partially penetrate clouds is ideally suited for remote
measurements of precipitation, especially over the oceanic regions.
The retrieval problem is of great practical interest, as precipitation
over the oceans has to be necessarily remotely sensed. More im-
portantly, precipitation is also a crucial input in many weather and
climate models. A downward looking space borne radiometer such
as the TRMM’sMicrowave Imager (TMI), however, does not sense
the surface rain fall directly. Rather, it measures the upwelling ra-
diation coming from the top-of-atmosphere which depends on the
total quantities of the parameters that can affect the radiation in
the chosen frequency range. In addition to precipitation, the atten-
uation and augmentation of total cloud content and integrated pre-
cipitable water content by absorption and emission, respectively,
affect the microwave brightness temperatures in various frequen-
cies. In the present work, a systematic study has been conducted to
investigate the effect of total cloud and precipitable water contents
on surface rainrate retrievals from the TMI measured brightness
temperatures (BT). While a Bayesian framework is used to assim-
ilate radar reflectivities into hydrometeor structures, a neural net-
work is used to correlate rain and cloud parameters with bright-
ness temperatures. The correlation between the TMI brightness
temperatures and the TRMM’s Precipitation Radar (TRMM-PR)
is used as the benchmark for comparison. A community developed
softwaremeso-scaleWeatherResearch andForecast (WRF) is used
to simulate the cloud and precipitable water content, along with
the surface rainfall rate for several rain events in the past. Four
cases are considered: (a) TRMMPR’s near surface rain rate is cor-
related with TMI brightness temperatures directly; (b) the total
cloud and precipitable water contents along with surface rainfall
simulated using WRF are correlated with TMI BTs; (c) similar to
case (b) with near surface rainfall taken from TRMM PR mea-
surements; (d) total cloud and precipitable water contents and the
surface rain rate are corrected with PR vertical reflectivity profile
in a Bayesian framework. The freely available QuickBeam soft-
ware has been used for simulation of reflectivities at the TRMM
PR frequency. The corrected data are then correlated with TMI
BTs. Results show that surface rain fall retrievals can be radically
improved by using TRMM PR vertical rain corrected total cloud
and precipitable water content.

Index Terms—Artificial neural network, Bayesian inference,
microwave remote sensing, quickbeam, rainfall retrieval algo-
rithm, TRMM satellite, WRF.
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I. INTRODUCTION

R EMOTE sensing of earth’s atmosphere in the microwave
spectrum of radiation, with the inherent advantage of its

ability to partially penetrate clouds, is an ideal method of ob-
taining a global rainfall map. The latter has several practical ap-
plications such as (a) short term-flood estimation, agricultural
productivity, underground water level control, and (b) long term
estimation, which serves as input to the climatological models.
The radiometer aboard the recent successful program by NASA
and Japan’s space agency JAXA, the Tropical Rainfall Mea-
suring Mission, called as TRMM’s Microwave Imager (TMI)
has taken unprecedented satellite images of earth’s weather for
the past 14 years. A description of the TRMM’s instrument and
its characteristics can be found in Kummerow et al. [1].
The key rain measuring instruments of the TRMM satellite

are the TRMM’s Microwave Imager (TMI), the TRMM’s Pre-
cipitation Radar (TRMM PR) and the Visible and Infra Red
Scanner (VIRS). Of the three instruments aboard the TRMM,
the TMI and TRMM-PR are based on microwave radiances,
and have the ability to penetrate clouds partially to make mea-
surements of cloud and rainfall structure. The combination of a
space borne radar and radiometer on the same space platform
has enabled many researchers to develop combined rainfall re-
trieval algorithms [2]–[4].
Though the TMI and TRMM PR are on the same platform

and hence “see” the same rain scene, the underlying physics
between the two instruments are different.While the TRMMPR
can detect the signal from precipitating water and ice particles,
the multi frequency dual polarized TMI sensor can detect cloud
and precipitating contents, in addition to the attenuation due to
precipitable water in the atmosphere.
The operational geophysical data products retrieved from

TMI sensor include vertical profiles of hydrometeors, viz.,
cloud liquid water, cloud ice, precipitating water and precip-
itating ice. The retrieval algorithm of TMI rain data products
uses a Bayesian framework, powered by a priori data base
generated using the Goddard Cumulus Ensemble (GCE) model
and a one dimensional plane parallel radiative transfer model
to simulate the brightness temperatures [5].
While the total cloud content can be obtained by vertically

integrating the retrieved cloud profiles, precipitable water
content which is a crucial hydrological parameter in numerical
weather forecasting models is not available in the operational
data products.
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Since the radiometer measures the brightness temperatures
that are affected by the total cloud and precipitable contents, an
algorithm to estimate precipitation should consider total cloud
content and precipitable water contents as well.
Czekala [6] has found that a given liquid water path can re-

sult in different values of brightness temperatures depending on
the amount of rain water present in the cloud. Hence, in order to
ensure physical consistency in the retrieved products, the geo-
physical parameters should be retrieved simultaneously.
Auria et al. [7] used a cloud database from a microphysical

cloud model [8] to estimate the surface rainfall from simulated
microwave brightness temperatures corresponding to the SSMI
sensor. In order to improve on the accuracy, the authors divided
the cloud database into five clusters of 5000 profiles. The re-
sults showed that the clustered database can estimate surface
rain rate with a low RMSE value of 1.87 mm/hr for minimum
mean square technique using rain rate as the single parameter,
while the RMSE for estimation of rain rate using retrieval of
complete vertical structure is 6.27 mm/hr.
An algorithm for determining the cloud liquid water and pre-

cipitable water content during the monsoon period using ground
based radiometer observations over New Delhi region was de-
veloped by Bhattacharya and Uppal [9]. The authors have found
that the poor cross correlation between cloud liquid water path
and the precipitable water content based on radiosonde mea-
surements of about 0.4 allows them to estimate the parame-
ters simultaneously treating them as independent, while devel-
oping the retrieval algorithm. Their retrieval results show that
the cloud liquid water path can be retrieved with an accuracy of
about 10% to 20%, while the precipitable water content with an
accuracy of about 7% to 14%, both with respect to an indepen-
dent radiosonde measurement over the Arabian Sea.
A need for accurate retrieval of precipitable water which is

critical for radiative transfer modeling, and for specifying ad-
vective forcing for cloud resolvingmodels has motivated Turner
et al. [10] to develop a regression based retrieval algorithm to
simultaneously estimate the liquid water path and the precip-
itable water content. The database is generated from radiosonde
measurements, and the brightness temperatures are obtained by
using the monoRTM as the forward model.
Sanchez et al. [11] used a cloud resolving model to generate

cloud liquid water path (CLWP), rain water path (RWP) and ice
water path (IWP). The rain rate is then retrieved by regressing
the linear equation

(1)

in which the parameters , , and were obtained from re-
gression analysis. TheMicrowave Integrated Retrieval Scheme,
a sensor independent scheme, was used to retrieve the cloud,
rain and ice water paths.
Weinman et al. [12] developed an algorithm to retrieve

precipitation profiles using combined radar-radiometer mea-
surements. Measurements from 1985–86 CRL/NASA rain
measuring experiment from airborne X and Ka band radars and
X band passive radiometer over the Atlantic Ocean were used
to develop the algorithm.

Based on the literature survey, systematic studies on the effect
of total cloud and precipitable water content that affects both the
radar and radiometer signals are scarce. This is a prime motiva-
tion for the present work.
In the present study, a neural network based retrieval algo-

rithm is proposed to retrieve the surface rain rate from TMI
brightness temperatures. The correlation between TRMM PR’s
near surface rain rate with TMI Brightness Temperatures (BTs)
is used as the benchmark for comparison. The following four
cases are considered: (a) TRMM PR’s near surface rain rate is
correlated with TMI brightness temperatures; (b) the total cloud
and precipitable water contents along with surface rainfall sim-
ulated using WRF are correlated with TMI BTs; (c) case (b)
with near surface rainfall taken from TRMMPRmeasurements;
(d) total cloud and precipitable water contents and the surface
rain rate are corrected with PR vertical reflectivity profile in
a Bayesian framework. The non-commercial radar simulation
package “QuickBeam” has been used for simulation of reflec-
tivities at 13.8 GHz corresponding to the TRMM PR frequency.
The “corrected” hydrometeor structure is then used to correlate
the rain products with TMI BTs.

II. WEATHER RESEARCH AND FORECASTING MODEL (WRF)

The mesoscale community developed Weather Research and
Forecasting (WRF) model has been used for obtaining the ver-
tical atmospheric profiles of the raining atmosphere. For this
purpose, 31 snapshots of 14 cyclones that originated in the North
Indian Oceanic region between 2003 and 2010 have been con-
sidered. Out of the 31 snapshots, 14 are taken from cyclones that
evolved in the Arabian Sea waters bounded by 0 to 20 N and
50 to 70 E, while the remaining 17 snapshots were taken from
the snapshots of cyclones that originated in the Bay of Bengal
waters bounded between 5 to 25 N and 80 to 100 E. Several
snapshots of the same cyclone in its birth, growth and mature
phase are taken based on TRMM satellite overpasses.
The input profiles are generated for the snapshots of rainy

pixels “seen” by the Tropical Rainfall Measuring Mission
(TRMM) satellite. Table I shows details of the snapshots
considered, and the corresponding TRMM orbit number.
The Advanced Research WRF (ARW) mesoscale model

WRFV3.1 has been used in the present study to generate the
transient vertical profiles of temperature, humidity and cloud
structures by solving the appropriate equations for flow, heat
and mass transfer in the three dimensional atmosphere.
The ARW model solves the following governing equations:
1) continuity equation;
2) conservation of momentum;
3) conservation of energy;
4) equation of state.
The ARW dynamics solver integrates the compressible, non-

hydrostatic Euler equations. Following Ooyama [13], the equa-
tions are cast in flux form using variables that have conservation
properties.
The ARW model uses the traditional vertical coordinate

system

(2)
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TABLE I
DETAILS OF SNAPSHOTS OF CYCLONES CONSIDERED IN PRESENT STUDY

where

(3)

refers to the hydrodynamic component of the pressure,
and refer to values for the dry atmosphere at the surface and
top of the boundaries respectively.

remains constant and decreases monotonically from a
value of 1 at the surface and 0 at upper boundary of the model
domain.
The flux form of the Euler equations with vertical coordi-

nate system are expressed as

(4a)

(4b)

(4c)

(4d)

(4e)

(4f)

where (x, y) represents the mass of the dry air per unit area
within the column in the model domain at (x, y), , and re-
spectively represent the wind velocity vector components along
the x, y, and z axes, respectively.
The terms , , and appearing on the right-hand

side of (4a)–(4d) represent the forcing terms arising from model
physics, turbulent mixing, spherical projections, and the earth’s
rotation, respectively.
The suffix that appears in (4a)–(4f) denotes the time deriva-

tive of the parameter. The variables in flux form are expressed
as

(5)

(6)

(7)

(8)

where is the map-scale factor for mapping the equations to
the sphere as

(9)

Finally, the equation of state is given by

(10)

The moisture and perturbation form of governing equations are
described in detail by [14].
The Euler equations in flux form are solved numerically using

a third-order Runge–Kutta scheme. The prognostic variables in
the ARW solver are defined as ,
while the model equations are defined as . The third-
order Runge–Kutta scheme solves the equation in three steps in
order to obtain a solution at from as:

(11a)

(11b)

(11c)

where is the discretized time step.
The time split integration scheme, spatial, advection (flux di-

vergence) discretization, Courant number, a non-dimensional
number that limits the stability constraints for the third-order
Runge–Kutta scheme are detailed in [15].
The initial and boundary conditions used by the ARW model

are taken from the National Center of Environmental Prediction
(NCEP)’s final analysis (FNL) data. The FNL data are available
at every six hours interval at one degree resolution ( 100 km)
and 28 vertical levels. The model domain considered in the
present study is bounded as per the coordinates specified in the
Table I. The vertical profiles are generated at a spatial resolution
of 6 km 6 km.
Table II shows the set of physics options used for executing

the WRF. These physics options are chosen based on a sensi-
tivity study conducted on Cyclone Jal, a category 1 cyclone that
made its landfall near Chennai in 2010 [16].
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TABLE II
PHYSICS OPTIONS USED FOR WRF SIMULATIONS

III. TRMM DATA PRODUCTS

For the present study, data from two rain measuring instru-
ments, the TRMM’s Microwave Imager and TRMM’s Precipi-
tation Radar are considered.

A. TRMM’s Precipitation Radar

The TRMMPR’s is an active instrument on board the TRMM
that measures the reflectivity profiles at 13.8 GHz frequency.
The nadir viewing sensor makes a horizontal spatial resolution
of about 5 km at nadir, and measures reflectivity at every 250 m
vertical, up to 20 km.
The TRMM PR’s data products include the attenuation cor-

rected reflectivity at 80 vertical levels, vertical rain profile at 80
levels, near surface rain, sigma zero, integrated path attenuation,
freezing level, and bright band characteristics. The near surface
rain is measured at the clutter free bin from the surface level.
For the present study, the vertical rain, reflectivity profiles and
the near surface rain data are taken from 2A25 data [17].

B. TRMM’s Microwave Imager (TMI)

The TMI is a passive instrument that measures the upwelling
brightness temperature emerging out of the top-of-atmosphere,
after passing through an emitting, absorbing and scattering at-
mosphere. TMImeasures brightness temperatures at microwave
frequencies: 10.65 GHz, 19 GHz, 21 GHz, 37 GHz and 85 GHz.
But for the 21 GHz channel that measures only the vertical po-
larization, all other channels measure the upwelling radiation
from the top of atmosphere (TOA) in both vertical and hori-
zontal polarizations.
The 1B11 data [17] which gives the brightness temperatures

measured at effective field of view (EFOV) resolution is consid-
ered in the present study. The horizontal spatial resolution varies
with frequency from 5 km 7 km for 85 GHz to 10 km 63 km
for 10 GHz. Linear interpolation is done to increase the resolu-
tion of low frequency channels to match with 85 GHz channel
resolution along the cross track direction.

IV. COLLOCATION STRATEGY

The present study uses the minimum distance strategy to
identify the corresponding matching pixel to form a collocated
data base. Spatial or volume based interpolations are not used
in order to work with raw data at the available sensor resolution
to the extent possible. Collocation is done at two levels.

A. Collocation of PR on TMI Pixels

The geolocation data from the TRMM PR and TMI data set
is used as the basis for collocating PR pixels on TMI pixels. The
distance between each of the TMI pixels from a given PR pixel
is calculated using

(12)

where refers to the th TMI pixel. The minimum of is used
to find the matching TMI pixel for that PR pixel. In order to ac-
count for the shorter PR swath, the condition that the minimum
distance should also be smaller than km is posed.
The collocated data base consists of matching TMI brightness
temperatures for corresponding PR rain products.

B. Collocation of TRMM on WRF Pixels

The matching geolocation data from TMI, PR collocated
data set is collocated with the geoinformation available with
the WRF simulations. The distance formula mentioned in (12)
is used for determining the matching WRF pixel for a given
TRMM pixel. A tolerance of 0.01 has been set in this case
as well. The final data set contains the rain and reflectivity in-
formation from the TRMM PR, pressure, temperature, relative
humidty, cloud and rain water mixing ratios from WRF, and the
corresponding brightness temperatures from the TMI.

V. ARTIFICIAL NEURAL NETWORK (ANN)

Artificial neural networks (ANNs) are found to be useful
tools in mimicking the inputs and outputs which has a complex
and nonlinear relationship from a given database. A neural
network is defined based on its architecture, and consists of
several layers. The first layer is the input layer, and the last
layer is the output layer, while the intermediate layers which
are hidden from the end user are called as hidden layers.
The input and output layer consist of a number of neurons

equal to the number of input and output parameters, respec-
tively. However, there is no general way of arriving at the
number of hidden layers, or the number of neurons in each
hidden layer. In the present study, neural network architecture
with single hidden layer has been considered. The number of
neurons in the single hidden layer is determined by conducting
a neuron independence study.
The input and target data are normalized with respect to their

minimum and maximum values using

(13)

where is the input/output parameter, and the values of
lie between 0 and 1.
A supervised neural network that makes use of known target

values consists of two phases; the first phase is known as the
training phase wherein the network is trained to mimic the
known output. In this phase, the weights that connect the input
and output neurons through the hidden layers are iteratively up-
dated till the network “learns” to “understand” the relationship
between input and output data. In the second phase, the trained
network is put to test by simulating for an independent data set
which is not used during the training phase.
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TABLE III
NEURON INDEPENDENCE STUDY FOR CASE A

The newff library available with the commercial software
package MATLAB R2010A is used as a tool for training and
testing the network.

VI. RESULTS AND DISCUSSION

Major rain events observed in the tropical warm waters of
the North Indian Ocean region bounded between 60 to 110 E
and 0 to 25 N have been considered. During the period 2003
and 2010, 14 cyclones were observed and the TRMM satellite
made 31 complete passes covering each of these cyclones in its
various stages. The details of the cyclones and the TRMM orbit
numbers are given in Table I.
The numerical weather model WRF is simulated to obtain

pressure, temperature, relative humidity, cloud water mixing
ratio, and rain water mixing ratio at 72 vertical levels of 250 m
layer thickness. The initial conditions are chosen such that at
time hours, the WRF simulations and TRMM overpass
coincide, allowing us to collocate for the matching profiles. The
time is chosen to be greater than 3 hours in order to allow the
model to set in.

A. Retrieval of Near Surface Rain Rate From TMI Brightness
Temperatures

Following the procedure explained in Section IV-A, the
TMI and the TRMM PR pixels are collocated to determine the
matching near surface rain rate for a given TMI pixel with nine
brightness temperatures. A total of 6,711 matching profiles
are identified, which is split into two sets; the first set of data
consisting 5,034 profiles ( 75% of total data) is used to obtain
the optimal weights of the network architecture, while the
remaining 1,677 profiles are used to test the network learning
efficiency.
A neuron independence study has been conducted in order

to arrive at the number of hidden layer neurons enough
to capture the relationship between the input and target values
based on the correlation coefficient , and the results are pre-
sented in Table III.
From Table III, it can be seen that the architecture with 10

neurons in the hidden layer is correlated well compared to other
architectures, and hence can be called as the “best” architecture.
Fig. 1 shows the scatter plot between TRMM PR near surface

rain and the near surface rain simulated by the “best” neural
network architecture.
Table III and Fig. 1 show that the best relationship between

the two rain measuring instruments on board the TRMM satel-
lite has a correlation of about 49% with an RMS error of about
10 mm/hr. This is because while the TRMM PR can detect only
the precipitating particles, the TMI radiometer is sensitive to
non-raining parameters such as water vapor and cloud particles,
in addition to the rain parameters.

Fig. 1. Scatter plot of near surface rain measured by TRMM PR and neural
network simulations.

B. Effect of Non-Raining Parameters on Retrieval of Surface
Rainfall Simulated Using WRF From TMI BTs

A study has been conducted to see if inclusion of non-raining
parameters in the training phase of the network improves the
correlation between the near surface rain and the TMI brightness
temperatures. For this, the WRF is used to simulate the rain
mixing ratio and cloud mixing ratio .
The WRF pixels are collocated with TRMM pixels as ex-

plained in Section IV-B and a matching database of 649 pro-
files is obtained. Of the 649 profiles, 487 profiles were used for
training the neural network, while the remaining 162 are used
to study the network performance.
The near surface rain rate (NSR) is calculated in two steps

using the rain mixing ratio from the first two levels. In the first
step, the rain mixing ratio at the first two levels from the surface
is converted to rain contents using

(14)

where refers to the density of humid air. The unit of is
g/m .
In the second step, the rain content is converted to rain rate

following using the Marshall–Palmer distribution [18]

The cloud content is calculated using the same formula
given in (14) with being replaced with for all the 72 levels.
The total cloud content is then calculated by integrating
along the vertical direction.
The total precipitable water content is obtained with an ex-

actly similar approach, by vertically integrating the specific hu-
midity at 72 TRMM PR levels. The near surface rain rate, the
total cloud content and the total precipitable water content are
now provided as inputs to the neural network.
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TABLE IV
NEURON INDEPENDENCE STUDY FOR CASE B

During the training phase, the weights are updated iteratively
to match with the TMI brightness temperatures that are collo-
cated for each of the WRF profile. The results of the neuron
independence study are shown in Table IV.
From Table IV, it can be seen that the addition of non-raining

parameters has actually reduced the correlation coefficient from
0.49 to 0.27. One main reason for the worsening performance
is that the numerical weather model outputs are generated using
the same set of physics options for all the pixels which intro-
duces errors in the data base.

C. Effect of Non-Raining Parameters on Retrieval of TRMM
PR Near Surface Rain From TMI BTs

In order to minimize the error introduced by the WRF model,
a study has been conducted by replacing the WRF simulated
near surface rain (14) with TRMM PR’s near surface rain ob-
tained from 2A25 data products.
For the same 649 matching profiles obtained in Case B, the

network is now trained with TRMM PR’s near surface rain
along with WRF simulated total cloud and precipitable water
contents.
It has been found from the neuron independence study that

five hidden neurons give better results compared to other archi-
tectures with a correlation coefficient of 0.53 and an RMS error
of 8 mm/hr.
The result show that an improvement of about 4% correlation

coefficient with the RMS error being reduced by about 2 mm/hr
has been achieved by introducing the non-raining parameters
while training the network for the simulation of rain rate.

D. Using TRMM PR Corrected Non-Raining Parameters to
Improve the Estimation of Surface Rain Fall From TMI BTs

In this last case, a study is conducted to evaluate the use
of TRMM PR corrected non-raining parameters simulated by
WRF as inputs to the neural network. The corrections to the rel-
ative humidity, cloud and rain water mixing ratios are done in a
Bayesian framework, using a non-commercial radar simulation
package QuickBeam [19]. Fig. 2 shows the flowchart of the al-
gorithm developed for Case D.
Two datasets are used in this case; the first data set (DS1) is

used as an a priori database, while the second data set (DS2)
is used for correcting the parameters. A total of about 1,000
WRF profiles were chosen in random in order to create an a
priori database, while 524 WRF profiles that were collocated
on TRMM pixels form dataset DS2. However, care has been
taken to ensure that the profile represents various types of rain-
fall (low, medium, and high rainfall).
The a priori database containing WRF simulated pressure,

temperature, relative humidity, cloud water mixing ratio, and

Fig. 2. Flowchart of profile correction algorithm for Case D.

rain water mixing ratio at 72 levels from DS1 forms the input
of the radar simulation package QuickBeam.
For cloud and rain profiles, the drop size distribution is as-

sumed to follow modified gamma distribution given by

(16)

where

(17)

is the mean diameter, equal to 1 m for the cloud particles,
and 1 mm for the rain. The width of the modified gamma distri-
bution is assumed to be 4, following the PR 2A25 algorithm
[20].
The cloud and rain drops are considered to be spherical in

shape for which full Mie Scattering computations are performed
and the reflectivity profiles are simulated by QuickBeam.
The simulated reflectivity profiles are then compared against

a given TRMMPR reflectivity profile from DS2. The likelihood
of each profile in the priori database is obtained by

(18)
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TABLE V
NEURON INDEPENDENCE STUDY FOR CASE D

Fig. 3. Scatter plot of corrected near surface rain and neural network simulated
rain rate.

where . The corrected profiles are obtained by
calculating the expected value as follows:

(19)

where can be cloud mixing ratio, rain water mixing ratio, or
relative humidity, as the case may be.
The corrected profiles in dataset DS2 are further split into

two sets, first set of data with 393 profiles are used to train the
neural network. The trained neural network is then tested for
learning performance using the remaining 131 profiles. Table V
shows the neuron independence study result for the case under
consideration.
From Table V, it can be seen with the correctedWRF profiles,

the non-raining parameters improved the correlation coefficient
from 0.53 to 0.88 with a bias of 4 mm/hr.
Fig. 3 shows the scatter plot of the corrected near surface

rain rate and the neural network simulated rain rate for the test
data. It can be seen from Figs. 1 and 3 that addition of non-
raining parameters has improved the training relationship with
the brightness temperatures for various types of rainfall, low,
medium, and high.
Fig. 4 shows the surface rainfall map simulated using the

trained neural network for the cyclone Giri. Cyclone Giri was
a very powerful tropical cyclone which caused huge loss of life
and livestock of Myanmar in October 2010.

Fig. 4. Rainfall map simulated using neural network for cyclone Giri (rain rate
in mm/hr).

Fig. 5. Rainfall map from 2A12 database for cyclone Giri.

An area of low pressure was first identified on October 19,
2010. The system was developed into a depression the next day,
and continued developing to reach its maximum intensity on
October 22. At its peak, the maximum sustained wind speed was
measured to be 165 km/h while the eye pressure was 950 hPa.
The TRMM satellite made an overpass of this cyclone on Oc-

tober 22, 2010 when the systemwas at its peak, and was about to
make its landfall. TMI measured brightness temperatures from
1B11 data products is input to the neural network, while the
output is the simulated rain rate in mm/hr.
It can be seen from Fig. 4 that the neural network is able to

capture the low, medium and high rain rates. The neural network
is also able to capture the “eye” of the cyclone. The surface
rainfall map from 2A12 of TMI rain retrievals is shown in Fig. 5
for comparison.
Fig. 6 shows a map of the total cloud content in g/m for the

cyclone under consideration, an additional rain product that is
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Fig. 6. Map of total cloud content simulated by neural network.

an outcome of this study. The total cloud content, a key meteo-
rological parameter, seems to have a good correlation with the
rainfall map.

VII. CONCLUSIONS

The paper has discussed in detail the effect of non-raining
parameters in retrieval of surface rain rate from passive mi-
crowave observations. A systematic study with a large database
has been conducted to study the effect of total cloud and precip-
itable water contents on surface rainrate retrievals from the TMI
measured brightness temperatures (BT) using neural networks.
Four cases were considered: (a) TRMM PR’s near surface

rain rate is correlated with TMI brightness temperatures; (b) the
total cloud and precipitable water contents along with surface
rainfall simulated using WRF are correlated with TMI BTs;
(c) similar to case (b) with near surface rainfall taken from
TRMMPRmeasurements; (d) total cloud and precipitable water
contents and the surface rain rate are corrected with PR vertical
reflectivity profile in a Bayesian framework. The freely avail-
able QuickBeam software was used for simulation of reflectiv-
ities at TRMM PR frequency.
Results show that for the case where the total cloud content

and precipitable water simulated by WRF are used as input, the
correlation coefficient improved from 0.49 to 0.53 with a reduc-
tion in the RMS error of 2 mm/hr when compared to a network
trained with TRMM PR rain rate alone.
Further, when the WRF profiles are corrected in a Bayesian

framework using TRMM PR reflectivities, the correlation coef-
ficient increased dramatically from 0.53 to 0.88 with an RMS
error of 4 mm/hr. The trained network can also be used for pro-
ducing maps of total cloud content, a key meteorological pa-
rameter.
In summary, radar corrected hydrometeor structures gener-

ated from a mesoscale numerical weather prediction model,
when correlated against radiometer brightness temperatures,
result in a quantum jump in the quality of rainfall retrievals
from microwave satellite radiances.
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