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We present hybridized discontinuous Galerkin (HDG) methods for ideal and resistive
compressible magnetohydrodynamics (MHD). The HDG methods are fully implicit, high-
order accurate and endowed with a unique feature which distinguishes themselves
from other discontinuous Galerkin (DG) methods. In particular, they reduce the globally
coupled unknowns to the approximate trace of the solution on element boundaries,
thereby resulting in considerably smaller global degrees of freedom than other DG
methods. Furthermore, we develop a shock capturing method to deal with shocks by
appropriately adding artificial bulk viscosity, molecular viscosity, thermal conductivity, and
electric resistivity to the physical viscosities in the MHD equations. We show the optimal
convergence of the HDG methods for ideal MHD problems and validate our resistive
implementation for a magnetic reconnection problem. For smooth problems, we observe
that employing a generalized Lagrange multiplier (GLM) formulation can reduce the errors
in the divergence of the magnetic field by two orders of magnitude. We demonstrate the
robustness of our shock capturing method on a number of test cases and compare our
results, both qualitatively and quantitatively, with other MHD solvers. For shock problems,
we observe that an effective treatment of both the shock wave and the divergence-free

constraint is crucial to ensuring numerical stability.
© 2019 Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Discontinuous Galerkin (DG) methods [34,37,35,39,57,60] have been developed for solving MHD problems. DG methods
blend desirable features of both finite volume methods and finite element methods [25], which make themselves well-suited
to solving convection-dominated problems in complex geometries. In particular, DG methods deal with linear convection
operators without requiring additional stabilization mechanisms, provide high-order accurate approximations, and allow for
h/p refinement [26]. A common criticism of DG methods is that they have significantly more globally coupled unknowns
than continuous Galerkin methods due to the duplication of degrees of freedom (DOF) on element boundaries [9], which
represents a considerable disadvantage for implicit time integration. This shortcoming is addressed by hybridizable discon-

* Corresponding author at: Department of Aeronautics and Astronautics, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cambridge, MA

02139, USA.

E-mail addresses: cciucal3@mit.edu (C. Ciuca), pablof@mit.edu (P. Fernandez), alexchri@mit.edu (A. Christophe), cuongng@mit.edu (N.C. Nguyen),

peraire@mit.edu (J. Peraire).

https://doi.org/10.1016/j.jcpx.2019.100042

2590-0552/© 2019 Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).


https://doi.org/10.1016/j.jcpx.2019.100042
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/jcpx
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jcpx.2019.100042&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:cciuca13@mit.edu
mailto:pablof@mit.edu
mailto:alexchri@mit.edu
mailto:cuongng@mit.edu
mailto:peraire@mit.edu
https://doi.org/10.1016/j.jcpx.2019.100042
http://creativecommons.org/licenses/by-nc-nd/4.0/

2 C. Ciuca et al. / Journal of Computational Physics: X 5 (2020) 100042

tinuous Galerkin (HDG) methods first in [10] for symmetric elliptic problems and later extended to other equations [46].
HDG methods inherit the desirable properties of standard DG schemes but are more efficient since the DOF on the element
boundaries are uniquely defined and, as a consequence, the number of globally coupled unknowns is smaller. The embed-
ded discontinuous Galerkin (EDG) method first proposed for elliptic problems in [24] and extended to the Navier-Stokes
equations in [50,47] further reduces the number of globally coupled unknowns by making the approximate trace contin-
uous along the element boundaries. The interior embedded discontinuous Galerkin (IEDG) method [20] employs a special
approximation space for the approximate trace which is continuous for the interior faces and discontinuous for the bound-
ary faces. This allows to eliminate DOF on the boundary faces and results in even less globally coupled DOF than EDG, but
also helps improve robustness as described in [47] for the Navier-Stokes equations. The IEDG method has been successfully
applied to Large-Eddy Simulations in [20,18].

Numerical simulation of compressible MHD flows with shock waves remains a challenging problem particularly for high-
order discretization schemes. A number of methods rely on the non-smoothness of the numerical solution to detect shocks
as well as other sharp features [31,33,51]. Among them, the sensor by Krivodonova et al. [33], devised in the context of DG
methods, takes advantage of the theoretical convergence rate of DG schemes for smooth solutions in order to detect discon-
tinuities. By construction, this sensor is limited to high-order DG methods, hyperbolic systems of conservation laws such as
the Euler equations, and stabilization mechanisms that do not introduce artificial viscosity. The shock sensor by Persson et
al. [51] is based on the decay rate of the coefficients of the DG polynomial approximation. Like the sensor by Krivodonova
et al., it requires accuracy orders beyond about 5 to provide accurate results. Other approaches that rely on high-order
derivatives of the solution include [12,11,22,28,29,41,48], but again apply only to schemes for which such derivatives can
be accurately computed, such as spectral-type methods and high-order finite difference methods on structured meshes and
simple geometries. Another approach is to take advantage of the strong compression that a fluid undergoes across a shock
wave and use the divergence of the velocity field as a shock sensor [44,21]. PDE-based artificial viscosity approach was
proposed in [3] to obtain a smooth artificial viscosity.

The MHD equations are a system of nonlinear conservation laws for the mass, momentum, energy and magnetic field
together with a divergence-free constraint on the magnetic field. The exact integration of the MHD equations preserves the
zero divergence of the magnetic field, if the initial condition is divergence-free. For this reason, the divergence-free condition
is sometimes called an involution rather than a constraint. Unfortunately, when the MHD conservation laws are solved
numerically, the divergence of the magnetic field obtained is typically not zero. It turns out that inadequate preservation
of this property may lead to numerical instabilities and nonphysical features in the approximations [2,8]. Many techniques
have been proposed to enforce the divergence-free condition or reduce the divergence-error in the numerical solution. They
include the eight-wave methods [53], the projection method [8], the hyperbolic divergence cleaning methods [14,15], the
locally divergence-free methods [36], and the constrained transport method [2,40].

In this paper, we introduce a class of hybridized discontinuous Galerkin methods for the numerical simulation of com-
pressible magnetohydrodynamics (MHD). The HDG methods are fully implicit, high-order accurate and endowed with a
unique feature which distinguishes themselves from other discontinuous Galerkin (DG) methods. In particular, they reduce
the globally coupled unknowns to the approximate trace of the solution on element boundaries, thereby resulting in con-
siderably smaller global degrees of freedom than other DG methods. Typically, other DG methods [37,35,39,57,60] for MHD
use explicit time integration and have tilmestep size limited by the CFL condition. HDG methods use implicit time integra-
tion and thus can take much larger timestep size at the expense of solving nonlinear systems of equations. Hence, HDG
methods are well-suited to viscous MHD as well as problems that require small elements to adequately resolve physics.
Although HDG methods have been used to solve incompressible MHD [34], they are not yet applied to compressible viscous
MHD. Furthermore, we develop a shock capturing method to deal with shocks, contact discontinuities, and other unresolved
features (such as strong current sheets, shear layers and thermal gradients). Our shock capturing method is an extension of
the previous work [44,21] and based on the addition of physics-based artificial bulk viscosity, molecular viscosity, thermal
conductivity, and electric resistivity to the MHD equations. We validate the HDG methods on a number of smooth problems
and demonstrate the robustness of our shock capturing method on a number of test cases and compare our results, both
qualitatively and quantitatively, with other MHD solvers. For shock problems, we show that enforcing the divergence to be
small using a Lagrange multiplier becomes an essential step in ensuring numerical stability.

The paper is organized as follows. In Section 2, we introduce partial differential equations governing magnetohydrody-
namics. Next, we describe hybridized DG methods in Section 3 and shock capturing in Section 4. In Section 5, we apply
these methods to a variety of MHD problems and discuss the results. In Section 6, we end the paper with a summary of
the results and concluding remarks on future work.

2. Magnetohydrodynamics
2.1. Formulation

The set of partial differential equations governing MHD describe the dynamic effects of magnetic fields in electrically
conducting fluids [16]. Here, we will consider compressible MHD [7] and assume that the plasma is collisionless and that an
extended equation of state for an ideal gas holds. In addition, we will neglect relativistic effects. For simplicity of illustration,
we set the permeability to unity. Hence, the equations of interest can be written in the following non-dimensional form:
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%+V.F(U)—V-G(U,VU)=S(U,VU) M

where U:= (p, pu, E, B)T is the vector of conserved dimensionless variables and p is the density, E the total specific energy,
u = (uy, Uy, uz)T is the fluid velocity and B = (By, By, B;)T, the magnetic induction. The non-linear inviscid flux is given by:

pou
F(U) pu®u+(p+3B?)I-BRB )
(E+p+3BP)u—B(u-B)
u®B-B®u
where the hydrodynamic pressure p is obtained from the equation of state for an ideal gas:
— (=1 (E= 2o - BP 3)
b= 5 Y 5 .
The viscous, resistive flux vector can be expressed as [13]:
0
Sl—v'r
G((U,VU) = 4
( ) slvr-u+yL rlstT—Slr((VxB)xB) (4)

1P
5; (VB)T — VB)
g

2 . . . . .
where T = (Vu)T+Vu+ | — — 3 (V-w) 1 is the viscous stress tensor, Sy is the viscous Lundquist number, Pr the Prandtl
7

number, y the adiabatic exponent and S; the resistive Lundquist number. We also note that 8 is the bulk viscosity and u
the dynamic viscosity. The dimensionless temperature becomes T = p/p. The exact solution of the MHD system (1) satisfies
the solenoidal condition

V.B=0 (5)
which expresses the lack of experimentally observed magnetic monopoles [4]. Finally, the source term is

0

(V-B)B

(V-B)u-B |’ (6)
(V-B)u

S(U,VU) = —

which can be considered zero because of the solenoidal condition (5). The derivation of the conservative form (1) can be
found in [15].

Godunov [23] first noticed that the MHD system is not symmetrizable. This means that a pair of entropy variables
and entropy fluxes cannot be found for the ideal and resistive MHD systems [4]. The symmetric form of the ideal MHD
equations, as proposed initially by Godunov [23], relies on adding the source term: S= —V - B(0,B,u-B,u)T, which is
zero for the exact solution. However, we note that the added source terms are non-conservative, and this may potentially
lead to numerical difficulties in the presence of discontinuities [58]. It is important to point out that we do not encounter
numerical difficulties even in the presence of shocks when the non-conservative source terms are added. This demonstrates
the robustness of our shock capturing method.

2.2. The solenoidal involution

We note that the last equation in (1) is derived from the generalized Ohm’s law E + u x B = nJ, the Maxwell-Ampére

equation V x B = ), and the Maxwell-Faraday equation:

9B +VXxE=0 (7)

— x E=0.

at
Taking the divergence of equation (7) and noting that the divergence of the curl of a vector field is zero, we see that if the
initial condition for the magnetic field satisfies (5), then the solution will remain divergence-free for all times. However,
because the numerical discretization of the equation (7) is not exact [14], equation (5) will not be satisfied exactly by a
numerical scheme. The implications are the following [2,8]: the divergence-free errors tend to increase with time and may
lead to simulation breakdown. They may result in non-physical solution in which magnetic field lines may have wrong
topologies, leading to plasma transport orthogonal to the magnetic field lines [32]. In our experience, these errors become
a more serious issue for non-smooth problems which exhibit shocks and contact discontinuities.
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Many techniques have been proposed to enforce the divergence-free condition or reduce the divergence error in nu-
merical simulations. Constrained transport methods [2,40] modifies the discretization of the magnetic induction equation
to satisfy exactly V - B = 0. However, these changes might negatively affect other desirable properties of the underlying
scheme, also requiring structured grids and large stencils [58]. Another method [8], relies on projecting the magnetic field
in the space of zero divergence vectors, which requires the solution of a Poisson equation to correct the magnetic field.
The method developed by Powell [53] is based on the symmetric form of the MHD equations and employs the stabilizing
source terms as well as using a Roe-type solver admitting normal jumps in the magnetic field at the element interfaces.
Another possibility in the context of DG methods is to construct locally divergence free approximations for the magnetic
field [36], which seems to perform well for smooth problems. An imposition of the divergence-free constraint presented
in [30] employs a preprocessing step for the local error, and Dedner’s generalized Lagrange multiplier formulation [14] for
both the global and the local errors.

The method used in this paper follows the GLM approach introduced in [14]. In particular, we consider the GLM-MHD
formulation recently proposed by Derigs’ et al. [15]:

u
% /0] 2 0
5 | ou pueW+(p+3B°) I -BB (V-B)B
—| E |+V: u(1p|u|2+@+|n|2)_B(u.s)+cw =—|(V-Bju-B (8)
at| g 2 v-1 (V-Bu
w U®B—B®H+Chlp]1 aw
cyB
together with
1 1 1
p=<y—1)(5—5p|u|2—5|3|2—5w2>. 9)

The unknown scalar ¢ has been introduced to couple equation (5) to the system (1). Furthermore, we consider the following
formula for the hyperbolic divergence cleaning speed cy:

Ch = \/)Lmax ()\max - umax,Q), (10)

where Amax denotes the largest eigenvalue of the Jacobian A = (9F/9U) - n and umax o = maxq([ux|, [uyl, |ug|) is the largest
speed in the entire physical domain. Numerical experiments in [15] suggest that the best choice of o depends on the
boundary conditions. A choice of a =2 works well for periodic boundary conditions.

2.3. Hyperbolicity

The system of partial differential equations that describes ideal magnetohydrodynamics is hyperbolic, whereas the system
that describes resistive MHD is of mixed parabolic-hyperbolic type. The one dimensional ideal MHD system admits 7 distinct
wave systems whose speeds are [54]:

Mp=uxtcep, My=uctcs, AMg=uxEca, Af=uy (11)

with

1 2 B p
2 2 2 2 2 2 2
c2=bs, ct.==(a*+|b :i:\/az—kb2 —4a%bz), b=—, a‘=y= 12
A X f.s 2 ( [b| ( |b| ) X \/ﬁ Y P ( )
where a is the speed of sound of an ideal gas, cs is the Alfvén wave speed, and c; and c; are the fast and slow magneto-
acoustic wave speeds. Besides the fast, slow and Alfvén waves, the last eigenvalue corresponds to the speed of the entropy
wave. If we add the non-conservative source terms we obtain Powell’s eight-wave formulation [53]. If we add ¢ as in
equation (8), the eighth and ninth wave speed take the form:

1 1
Ai¢,=§uxi§,/u§+4cﬁ. (13)

The extension to higher dimensions is straightforward if we consider the Riemann problem at each shared element interface,
and the x direction is replaced by the direction normal to the element interface.

3. Hybridized DG methods
3.1. Approximation spaces

The hybridized DG framework is based on the previous work [20] for the Euler and Navier-Stokes equations. Let m denote
the number of conserved variables and d the number of spatial dimensions of the problem. Let 7, be the discretization of
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the domain Q into disjoint elements K, and 97, :={0K : K € Ty} the set of element boundaries. Let Sf? and S,? be the set
of interior faces and boundary faces, respectively, with &, their union. Furthermore, let P, (D) be the space of polynomials
of degree at most k on domain D c R", and let L? (D) be the space of square integrable functions on D, and C° (D) the
space of continuous functions on D. Also, let 1//% denote the p-th degree parametric mapping from the reference element
Kyef to an element K € 7, and let ¢£ denote the p-th degree parametric mapping from the reference face Fs to a face
F € &. Isoparametric mapping p = k is used throughout this paper. We introduce the following finite element discontinuous
spaces: the space of approximate solutions

Wk = {we (L2 (Th))m  (Woyr) Ik € (Pe(Krep))™. VK € Th], (14)

the space of the approximate solution gradients

mxd d

vk = {ve (L2 (Th)) t (Vo) Ik € (Pu(Krep))™ ™, VK € Th} (15)

and the space of the approximate trace of the solution
m m

Mk = {[,L c (L2 (sh)) : (o ®h) Ik € (PulFrer))™, VF €&, and plgr € (c° (5,5)) } (16)
The choice of 5]15 dictates the hybridized method: choosing é‘hE = @ results in the HDG method, choosing EhE =&, results in
the EDG method, while £f = £ leads to the IEDG method.

Finally, we define the following inner products: for a,b € (L2 (D))m we have (a,b)p = fDa -bif DcRY and (a,b) =

Jya-bif DRI, For A, Be (L2 (D)™ we have (A,B)p = [, tr(ATB) if D  RY and (A, B) = [, tr (ATB) if D c R9-1,
where tr (-) denotes the trace operator.

3.2. First-order MHD systems

We describe the backward Euler scheme for temporal discretization. The generalization to backward difference formulae
and diagonally implicit Runge-Kutta schemes is straightforward. For a first-order MHD system such as the GLM-MHD for-
mulation (8) augmented with proper initial and boundary conditions, we discretize the time derivative with the backward
Euler scheme to find the approximation (Ug,ﬁg) € Wﬁ X M’,ﬁ such that

U ) U ) 1
. —(F(Uy).Vw)_ +({Fp.w), . = ——.,w| +@6 w5, YweW,
(Show), = e sw B = (% s wew .
@! ﬂ)aﬁ\aﬂ + (BWh ”’)asz =0, Vi e eri
where
F; (U, U}) =F(U}) -n+S (U}, U}) (U - 0}) (18)

and §h is the boundary flux for enforcing the boundary conditions and S(Ug) is the source term. The stabilization matrix S
is chosen either according to the Lax-Friedrich (LF) method

S = Amaxl. (19)
In the current work, we use a global Lax-Friedrich method
Amax (§2) = SUD Amax (X) (20)
XeQ

We consider two options: computing Amax based on the initial conditions and keeping it constant throughout the simulation
or recomputing Amax at the beginning of each time step. For the test cases presented here, we observe no added benefit in
terms of accuracy or stability with the second option.

The system of equations (17) is linearized by using Newton’s method to yield the following linear system:

£ o)(0)-(0) 2

where U and A are the DOFs associated with Uy and ﬁh respectively. Due to the discontinuous finite element spaces, the
matrix A has a block diagonal structure, and hence can be easily inverted, leaving us to solve the global system

KA =R (22)

where the stiffness matrix KK and the residual R can be easily obtained from (21) by inverting A and eliminating U. The
linear system (22) is solved by using the GMRES method and block-ILU additive Schwarz preconditioner [20].
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3.3. Second-order MHD systems

To solve second-order MHD systems, such as the ideal GLM-MHD system with non-conservative source terms (8) or the
resistive MHD equations (1), we introduce the additional variable Q and the additional equation:

Q-VU=0, inQ (23)
At every timestep n, we find an approximation (QZ, u?, ﬁg) € V’,; X W’ﬁ X M’g such that
Ty k
(th’V)T,.+( Z,V-V)Th—(Uﬂ,v-n>aTh:0, Yv eV,
U ~ U X
<B’W)T — (F+G, Vw)7; + (F! +Gp W), = W) +HEw, vw e WK (24)
h Th
~n k
®+Gh»“)an\ag+®v”>m:0’ Vi eM,
where
F; (U, U}) =F(U}) - n+S (U, 0}) (U - OF) (25)
and
Gi (U}, Q}) =G (U}, Q) n. (26)

In (24), F,G,S stand for F(U}).G (U}, Q}).S (U}, Q}). We note that S, while based on the inviscid flux, is used to stabilize
both F and G (given the linear addition) and this was found to work well for the cases presented here. For other cases,
a viscous S might be required. The nonlinear system (24) is solved using the same solution procedure described in the
previous section.

4. Shock capturing
4.1. Hydrodynamics

To deal with shocks and other types of discontinuity, we extend the physics-based approach introduced by Fernandez
et al. [21,19] for the hydrodynamics. This approach relies on shock, thermal gradient and shear sensors. The shock sensor is
constructed such that

hgVew (V-u)?
k a*’ CT (Vw4 |VxuPl+e

where ¢ is a constant of the order of the machine precision, k is the polynomial degree and a* is the critical speed of sound.
The element size is taken along the direction of the density gradient

Vol
ref
JYPT M e

Sg(X) =356 - Sw, Sp = (27)

hg (X) =h (28)

where M, is the metric tensor of the mesh (see [38,61] for details), and hyer is the size of the reference element used in the
construction of My. A smooth min-max function is used to bound the sensor between 0 and 2/,/y2 — 1. The upper bound
comes from analysis for stationary 1D shocks [19].

The thermal sensor is designed to detect under-resolved thermal gradient and is constructed from

href IVET
s 09 = er Ve (29)
k To
where Ty is the stagnation temperature and VT is the temperature gradient in the reference element coordinates &,
aT aT 0X;
VeT=— =% ——7, =1,....d (30)
BE,- i=d 8x] 351
The shear sensor is designed to detect under-resolved velocity gradient and is constructed from
hyet 1€ (W) - X [I2
S (%) = Mref 777277 7672 (31)

k Umax

where | - ||2 denotes the Euclidean norm, un,x is the maximum isentropic velocity
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2_1a2, L= (1-8). (32)

Both the thermal sensor and the shear sensor are smoothly bounded between 0 and 2.
Inspired by previous work [1,12,11,22,28,29,41,48], Fernandez et al. [21,19] add artificial bulk viscosity, thermal conduc-
tivity and molecular viscosity (8*, k*, u*) to the physical values such that:

B=Br+B". Kk=kp+tK'=kptKite3,  p=pp+pt

where the artificial viscosities are determined to ensure a cell Péclet number of O(1) as follows

. kgh
B (0 =3p=L L lup + a2 (33a)
. Cp kghg 5 5 L a kichye 5 N
K*(x)_sﬂpP—r;T,Hm +a*2 + 5, pcp P y/ul? +a* (33b)

. kyh
W (X) = 5,0 “k"“,/|u|2+a*2. (33¢)

Here k;, . =1, kg = 1.5, and Pr;g is an artificial Prandtl number relating g* to «; (in the current work Pr;; =0.9). Note that

(§ﬂ, Sk §,L) denote the smoothly bounded values of the sensors in equations (27), (29) and (31) (see [19] for details). We
also note that

IVT|

hye (X) = hyet
\/VTT M, 'VT +¢

. )= hyg inf {aT M a]. (34)

Finally, a smoothing operator is applied to (8*, k*, u*) to make all 3 fields C° continuous [19]. Since moderate orders are
used for the numerical examples in this paper, we employ an element-wise linear reconstruction procedure introduced in
[45] for the element size.

4.2. Extension to MHD problems

To extend the above approach fo MHD, we use 8*, «*, u* as introduced in equation (33) with the following modifica-
tions. First, instead of the critical sound speed a* we use c"f‘, where the critical fast wave speed c"f‘ is computed based on
equation (11) by replacing a with a*. Note that in the case of zero magnetic induction, the fast wave speed reduces to the
speed of sound. Second, wherever pressure comes into the computations (such as when computing a) we have used the
GLM-MHD pressure, given by equation (9). And third, we further introduce an artificial resistivity, such that n = n¢+n*. This
new artificial dissipation mechanism is necessary to stabilize both shocks and under-resolved features for MHD problems.

To construct n*, we introduce the resistivity sensor as follows

LI |
T k 27 |B|

(35)

B 2
where the element size is taken in the direction of the gradient of the magnetic pressure (pm = T‘), as suggested by

Kawai [27]:
IVPm|
\/Vp; M, 'Vpp +e

Our use of the euclidean norm of the current density J =V x B as a shock indicator is, again, inspired by Kawai’s choice
of indicator [J|? [27]. Division by 2./7|B| in equation (35) is done to ensure both thermodynamic consistency, where the
choice of non-dimensionalisation relies on [13]:

hr] (X) :href (36)

BZ ,OOCZ
0=Po= g > (37)

and dimensional consistency (s, is dimensionless and of O (1)). Finally, the artificial resistivity is given by
knh
* _ o ntn 2 %2
0" @) =8l 4 cf (38)

where k;, = 1.8 (empirically chosen) and $, represents the smoothly bounded value of s, between 0 and 2. Note that the
same linear reconstruction [45] is used to make n* continuous across elements.
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5. Results

In this section we present several examples to verify the optimal convergence of our hybridized DG schemes and demon-
strate the robustness of the proposed shock capturing method on MHD problems with shock waves. In order to assess the
magnitude of the divergence errors, we use the following measure: the L2 norm ||V - Bpll 2(7;), and the sum of the absolute
value of the normal jumps of the magnetic field vector across element interfaces ZFeé‘h fF [[Bn] |ds.

5.1. Smooth Alfvén waves

We use this first test case to show the optimal convergence of our HDG scheme on triangular elements for polynomial
degrees k =1, 2,3, and to compare Dedner’s [14] and Derigs’ [15] GLM formulations. We also use this smooth problem to
investigate the errors in the divergence of the magnetic field, and the effectiveness of the Lagrange multiplier approach for
divergence cleaning.

The circularly polarized Alfvén waves are analytic solutions to the nonlinear ideal MHD equations. The test case we
use is the same as the one used by Toth [58]. We consider a wave travelling at an incidence o = 30° over the rect-
angular domain defined by € =[0,1/cosa] x [0,1/sina] with periodic boundary conditions. The wave period is T =1
and the initial conditions are defined as: p =1, vy =0, p=0.1, By =1, v) =0.1sin[27 (xcosa + ysina)] = B, and
v, =0.1cos[27m (xcosa + ysina)] = B;. We note that the subscripts || and L denote the directions parallel and perpendic-
ular to the wave travelling direction, respectively.

We first discretize the rectangular domain into N x N rectangles, which are then each split into 2 triangular elements. We
use the notation h = 1/N and show optimal convergence (order k + 1) for all conserved variables in Table 1, for Dedner’s
formulation. Table 2 compares Dedner’s ideal GLM-MHD [14] to Derigs’ ideal GLM-MHD [15]. While the differences are
small, Derigs’ version seems to consistently produce smaller errors. We recover the same optimal convergence order in
Derig’s formulation irrespective of whether we include the Godunov source terms or not, with very similar errors. In Table 3
we show the errors in the divergence of the magnetic field with and without divergence cleaning. We note that using Derigs’
GLM method reduces the divergence error by one order of magnitude. As expected, for all formulations the divergence
errors decrease with increasing polynomial order. Also, we observe that varying o adds no advantage, while increasing
cp can result in further reducing by another order of magnitude the divergence error. While for explicit schemes the CFL
condition prevents c, from being increased to the values shown in Table 3 [14], for our method this is not a problem. We
note however, that increasing c;, means that we have to increase Anax to stabilize our scheme, via equation (13) and this has
a negative effect on the conditioning property of the system: for example, increasing c, by a factor of 100 means 9 times
more GMRES iterations to converge to the same residual value. Hence, we conclude that divergence cleaning is warranted
even for smooth problems and ¢ should be chosen appropriately.

5.2. Smooth magnetic vortex

In this example, we show the optimal convergence of all three of our schemes (HDG, EDG and IEDG) for quadrilateral
elements. We compare the errors between the three formulations and remark on their robustness for both quadrilateral
and triangular elements. Note that from this problem onwards we will use Derigs’ GLM formulation for controlling the
divergence error since we observe no significant difference between Derigs’ GLM formulation and Dedner’s formulation [14]
for non-smooth problems, while the former yields consistently slightly smaller errors than the latter for smooth problems.

The iso-density MHD vortex [42,17] computational domain is defined in the domain Q =[5, 5]> with periodic bound-
ary conditions. The initial conditions are given as p =1, u=1+ (—y,x,0) ,ueq(“rz), while B = (—y,x,0) ,ueq“*rz) and
p=1+1/(4q) [,uz (1 - 2qr2) Keq(l‘rz)]. The constants ¥ and p are set to 1/ (2mw), r = /x> +y2 and ¢ =0.5 for k=1
and g =1 for k > 2 [42]. The analytic solution consists of the simple diagonal advection of the vortex with period
T =10.

We discretize the domain into N x N quadrilateral elements. We show optimal convergence for the magnetic induction
for all three schemes and k =1, 2, 3 in Table 4. We can notice that for k > 2 we achieve optimal convergence and for k =1
we achieve super-convergence (order k + 2). This super-convergence for this problem for k =1 has also been observed by
other authors [60]. For k =1, both HDG and IEDG are more accurate than EDG. For k > 2, the differences among HDG, EDG,
and IEDG are very small. We conclude that IEDG is the most efficient method because it has similar accuracy as HDG and
similar DOF as EDG.

5.3. GEM reconnection challenge

The GEM (Geospace Environmental Modelling) Reconnection challenge was first proposed in [5] as a means to test the
ability of numerical codes to capture the phenomenon of magnetic reconnection, as well as a means of comparison between
codes implementing different models (e.g. resistive MHD, Hall MHD). Magnetic reconnection represents the breaking of the
frozen-in condition due to resistive effects, where field lines break and reconnect, altering the topology of the magnetic
field. This is a common MHD phenomenon and occurs in solar flares, the Earth’s magnetosphere and tokamaks, starting
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Table 1

History of numerical errors and convergence orders for the HDG-GLM-MHD formulation for the polarized Alfvén wave problem at T = 1. Time integration
is carried out using a DIRK(3,3) scheme for k =1, 2, and the time step is chosen such that At =h/4 for k=1 and At =h for k = 2. For k =3 we use
DIRK(3,4) and At =h.

Degree Mesh lo— pull7 lou— pup|, IE — Enll7, 1B — B |l7 1V — ¥l 7

k 1/h Error Order Error Order Error Order Error Order Error Order

1 8 3.31e-3 — 1.69e—2 — 2.21e-3 - 1.69e—2 — 2.26e—3 -
16 4.22e—4 2.89 1.91e-3 3.15 4.22e—4 232 1.90e-3 3.15 4.89e—4 221
32 8.42e—5 2.32 3.76e—4 2.34 9.83e—5 2.10 3.74e—4 2.34 1.17e—4 2.07
64 1.97e-5 2.10 8.88e—5 2.08 2.41e—5 2.03 8.84e—5 2.08 2.88e—5 2.02

2 8 6.08e—3 - 1.03e—2 - 8.06e—4 - 1.02e—-2 — 4.31e—4 -
16 2.04e—3 157 1.52e—-3 2.76 2.33e—4 1.79 1.47e-3 2.79 1.22e—4 1.83
32 4.45e—4 2.20 2.05e—4 2.89 4.24e—5 2.45 1.92e—4 2.94 2.32e—5 2.39
64 7.22e—5 2.63 2.73e—5 291 5.77e—6 2.88 2.46e—5 2.96 3.49e—6 2.73
128 9.45e—6 2.93 3.61e—6 2.92 6.88e—7 3.07 3.13e—6 2.97 4.68e—7 2.90

3 8 4.87e—4 — 2.45e—2 — 2.85e—5 - 2.45e—2 — 1.53e—5 -
16 4.08e—5 3.58 2.89e—3 3.08 1.87e—6 3.93 2.89e—3 3.08 1.08e—6 3.83
32 2.17e—6 423 2.18e—4 3.73 1.20e—7 3.96 2.18e—4 3.73 7.17e—-8 3.91
64 8.78e—8 4.63 1.43e-5 3.93 8.14e—9 3.88 1.43e-5 3.93 4.60e—9 3.96
128 3.54e—9 4.63 9.08e—7 3.98 5.38e—10 3.92 9.08e—7 3.98 2.90e—10 3.98

Table 2

Comparison between the numerical errors of the HDG scheme applied to Dedner’'s GLM-MHD [14] and Derigs’ GLM-MHD [15] for the polarized Alfvén
wave problem at T = 1. We have chosen k =2 and At =h with a DIRK(3,3) time integration scheme. The same trends hold for other polynomial orders.

Mesh llo = pnllT lou — pugllz, IE = Enll7, I|B — Bl 73, 1Y — ¥l 7

1/h Dedner Derigs Dedner Derigs Dedner Derigs Dedner Derigs Dedner Derigs

8 6.08e—3 5.30e—3 1.03e—-2 1.03e—2 8.06e—4 6.57e—4 1.02e—-2 1.02e—3 4.31e—4 3.61e—4
16 2.04e—3 1.95e-3 1.52e-3 1.51e-3 2.33e—4 1.84e—4 1.47e-3 1.47e-3 1.22e—4 1.04e—4
32 4.45e—4 4.14e—4 2.05e—4 2.02e—4 4.24e—5 3.30e—5 1.92e—4 1.91e—4 2.32e-5 1.88e—5
64 7.22e—5 6.56e—5 2.73e—5 2.61e—5 5.77e—6 4.62e—6 2.46e—5 2.44e—-5 3.49e—6 2.69e—6
128 9.45e—6 8.29e—6 3.61e—6 3.24e—6 6.88e—7 5.97e—7 3.13e—6 3.09e—6 4.68e—7 3.51e—7

Table 3

Numerical errors in the divergence of the approximation to the magnetic induction for the smooth Alfvén waves problem. We set h =1/16 and At =h
and we test two main configurations: no divergence cleaning and Derigs’ GLM. For the GLM method we test the baseline and we also vary the propagation
speed ¢, and the damping source term « to test their effect on the divergence errors.

k No GLM Derigs’ GLM cp x7
IV - Byl ke, Jr 1[Bnll IV Bl ke, Jr 1Bl IV Bl ke, Jr |[Bll
1 1.2e—1 3.2e-2 1.1e—1 3.2e-2 3.5e—2 3.3e-2
2 1.3e-2 2.8e—3 6.6e—3 1.6e—3 1.2e-3 1.5e-3
3 1.7e-3 8.5e—5 6.6e—4 7.7e—-5 1.5e—4 7.6e—5
4 1.4e—4 6.1e—6 2.3e-5 2.2e—6 4.1e—6 2.1e—6
k o x5 o/5 cp % 20
IV - Ball7, Yree, Jr 1Bl IV -Bull7 Yree, Jr Bl IV -Bnull7 ke, Jr |[Brll
1 1.1e—1 3.2e-2 1.1e—1 3.2e-2 8.5e—3 3.3e-2
2 6.3e—3 1.6e—3 6.7e—3 1.6e—3 8.2e—4 1.4e-3
3 6.6e—4 7.7e—5 6.6e—4 7.7e—5 3.6e—5 7.8e—5
4 2.3e-5 2.2e—6 2.3e-5 2.2e—6 2.1e—6 1.7e—6

from a Harris current sheet and featuring the development of magnetic islands and potentially secondary magnetic islands
(plasmoids). The Harris current sheet can be viewed as a resistive boundary layer for the Alfvén wave velocity, and the
Sweet-Parker scaling (laminar boundary layer theory) gives that the reconnection rate scales with §/L, and §/L ~ 1/4/S;
(where § is the boundary layer half-width and L its half-length) [55]. The results using resistive MHD and the Sweet-Parker
scaling are, however, orders of magnitude off from what happens in solar flares. These differences are attributed to the
effect of whistler waves which are captured using Hall MHD model but not the MHD resistive model [5].

The setup for this problem consists of the domain  =[—Ly/2,Ly/2] x [-Ly/2,Ly/2], where Ly =25.6 and L, =12.8
with periodic left and right walls, and perfectly conducting top and bottom walls. The boundary conditions associated with
the perfectly conducting walls represent a mix of Dirichlet conditions uy, = By =0 and Neumann conditions dp/dy =
0E/0y = 0y /0y = dux/dy = dBx/dy = 0. The initial velocity field is zero everywhere, as well as the y component of the
magnetic induction. Also, p = sech?(y/I) + 0.2, By = Bgtanh(y/l) and p = cB%p/Z where Bg =1 and [ = 0.5. The magnetic
field is perturbed by
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Table 4

History of numerical errors and convergence orders for the HDG, IEDG and EDG formulations for the magnetic vortex
problem after one period at T = 10. Time integration is carried out using a DIRK(2,2) for k =1, DIRK(3,3) for k =2
and DIRK(3,4) scheme for k = 3, and the time step is chosen such that At =h. All runs use quadrilateral elements.
We show the magnetic induction.

Mesh Scheme k=1 k=2 k=3
1/h 1B — Bl 7 1B — Bl 7 1B — Bl 7
Error Order Error Order Error Order

8 HDG 2.68e—1 - 7.81e—2 - 5.07e—2 -
[EDG 2.61e—1 - 7.59e—2 - 5.11e-2 -
EDG 2.91e—1 — 7.56e—2 — 5.11e—2 —

16 HDG 7.85e—2 1.77 1.13e-2 2.79 3.97e—3 3.67
[EDG 7.85e—2 173 1.11e-2 2.77 4.00e—3 3.68
EDG 1.78e—1 0.71 1.11e-2 2.77 4.00e—3 3.68

32 HDG 8.47e—3 3.21 1.25e—3 318 2.45e—4 4.02
IEDG 7.56e—3 3.38 1.26e—3 3.14 2.44e—4 4.04
EDG 2.84e—2 2.65 1.26e—3 3.14 2.44e—4 4,04

64 HDG 9.90e—4 3.10 1.52e—4 3.04 1.59e—5 3.95
IEDG 8.49e—4 3.15 1.56e—4 3.01 1.58e—5 3.95
EDG 2.78e—3 335 1.53e—4 3.04 1.58e—5 3.95

, T . (7Y 2 x
B, =v¥o—sin| — ] cos
Ly Ly Ly

, 2w . (27X Ty
By, =yo——sin cos| —
Ly Ly Ly

with 19 = 0.1. Results for this problem using resistive MHD can be found in [6,43].

We use an unstructured mesh consisting of 11348 triangular elements and the HDG scheme with k = 5. We show the
mesh and the initial conditions in Fig. 1. We notice how the initial perturbation causes the magnetic field lines to pinch the
Harris current sheet. Firstly, we set 7y = 8e—3 and we look at the effect of our physics-based shock capturing on under-
resolved problems. We note that as the simulation progresses the current sheet gets smaller and thinner until reconnection
occurs, and as such, one would reach a time when its thickness will be beyond computational resolution. For example, using
a 64 x 32 quadrilateral mesh with k =2, at t = 86 the under-resolution related oscillations will lead to negative pressures
and simulation blowup, while using shock capturing enables us to run until tg,, = 200 without any problem. For the mesh
shown in Fig. 1 with k =5 we do not require shock capturing to run until the final time, however, under-resolution causes
oscillations at t = 100 as shown in Fig. 2. We can clearly see that we add enough artificial resistivity to remove spurious
oscillations without negatively affecting the numerical solution.

In Fig. 3, we show the development of the problem for three values of n; with k =5. As n; decreases we notice
that the magnetic islands also decrease and the width of the current sheet decreases, while its length increases (consis-
tent with the Sweet-Parker scaling, given the increase in S;). For ny = 8e—3 and ny = 5e—3 the solution is symmetric,
well resolved and oscillation free. For ny = 1e—3 the resistive Lundquist number is high enough such that magnetic re-
connection is replaced by a plasma tearing instability (as also observed in [6]) which leads to the formation of secondary
magnetic islands, or plasmoids (last image in Fig. 3). In this case, our shock capturing mechanism fails to completely re-
move spurious oscillations, which, together with the mesh anisotropy, destroy the symmetry of the solution. This suggests
that there are improvements to be made in our shock capturing method for high k and plasma tearing instabilities. (If
using k =1, 2 and the same mesh no loss of symmetry is observed but numerical diffusion suppresses the physical insta-
bility).

Finally, in Table 5 we show that for resistive MHD flows the block ILUO (incomplete LU factorization with zero fill-
in) preconditioner introduced in [20] is effective at keeping the problem well-conditioned for both HDG and IEDG and
for various meshes and polynomial orders. We see that the number of GMRES iterations increases slightly as we increase
k and/or reduce h. The number of GMRES iterations for IEDG is smaller than that for HDG since IEDG has less globally
coupled unknowns than HDG. For all cases, the number of Newton iterations required to obtain the norm of the residual
to an error of 1073 varies from 2 to 3 for At =0.1 depending on the polynomial degree k and the mesh used. For each
Newton iteration, the overall cost includes the local solves (namely, static condensation), the factorization of the block ILUO
preconditioner, and the global linear solve. The factorization of the block ILUO preconditioner often takes less than 10% the
overall cost since it is done once and reused. The computational cost of the local solves ranges from 30% to 50% of the
overall cost: (i) the local solves are just as expensive as the global linear solve for IEDG, whereas they are less expensive
than the global linear solve for HDG; (ii) using higher polynomial degree k will lead to higher percentage of the cost of the
local solves. The computational cost of applying the block ILUO preconditioner takes about 40% of the global linear solve. It

and
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Fig. 1. Mesh and initial conditions for the GEM Reconnection problem. The colour map shows the out-of-plane component of the current density, J,, while
the white lines are magnetic field lines seeded from the left wall.
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Fig. 2. The effect of shock capturing on the solution of the GEM Reconnection challenge with 7 =8e—3 at t = 50 (left) and t = 100 (right).

should be mentioned that, without the block ILUO preconditioner, GMRES does not converge to the specified tolerance even
for 1000 iterations, eventually causing the simulation to blow up.

5.4. Orszag-Tang vortex

The Orszag-Tang vortex was initially proposed as a test case to study 2D MHD turbulence [49,13,52] and was later
adopted by the numerical analysis community as the validation case for MHD shock capturing due to its complex shock
pattern [14,15,2,40,36,30,56]. We use this problem since it allows us to test transition to supersonic MHD turbulence, the
formation of shocks, shock-shock interactions, plasma tearing instabilities and the effect of divergence cleaning.

We adopt the same ideal MHD setup as presented in [56], where € = [0, 1] with periodic boundary conditions. The ini-
tial conditions are smooth with y =5/3, p =25/36m and p = 5/127 (this gives a® = 1). The initial velocities are periodic:
uy = —sin (2w y), uy = sin (2w x) and the initial magnetic field is also periodic: By = —Bgsin (2w y), By = Bgsin (4mx), with
Bo = 1/+/4m (the initial conditions trivially satisfy V - B =0).

For the solution of this problem, we use the HDG scheme with k =6 and a grid of 128 x 128 quadrilaterals in order to
demonstrate the robustness of our shock capturing for high-order discretization. In Fig. 4, we compare our results against
those obtained using Athena in [56] and a 512 x 512 grid. Athena is an open source 3rd order reconstruction finite vol-
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0.00e+00 0.495 099 1.485 1.98e+00 0.00e+00 0.639 1277 1916 2.55e+00

0.000+00 0.744 1.488 2.232 2.98e+00 0.00e+00 1.174 2.349 3.623 4.70e+00

0.00e+00 1.463 2,925 4.388 5.85e+00 0.00e+00 42 84 126 1.68e+01

Fig. 3. Evolution of the GEM Reconnection problem for various values of 7¢: 8e—3 (top), 5e—3 (middle) and 1e—3 (bottom). On the left we show the
solution at t =50 and on the right at t = 100. The colour map shows J, and the white lines are magnetic field lines seeded from the left wall.

Table 5

The number of GMRES iterations needed to converge the linear residual to a value of 10~13 for each
non-linear Newton iteration, for At = 0.1. The value of resistivity associated with the Lundquist
number shown is 1y =8e—2. We show results for simple, structured quadrilateral meshes, as well
as the unstructured mesh shown in Fig. 1.

Lundquist number Mesh Scheme k=1 k=2 k=3 k=4
S, =160 64 x 32 HDG 16 25 30 38
IEDG 14 18 23 27
128 x 64 HDG 23 35 43 55
IEDG 19 28 33 38
Unstructured HDG 24 32 41 52

ume solver using constrained transport reconstruction to enforce the solenoidal involution (5). We can see that the results
match extremely well, suggesting that our shock capturing method gives very sharp smooth shock profiles, and that using
a Lax Friedrich solver with high order polynomial approximations allows us to capture all the relevant waves for this prob-
lem. In Fig. 5 we track the evolution of the solution. Shocks quickly develop from the smooth initial conditions and start
interacting. The interaction of 4 shocks leads to the formation of a central current sheet. This current sheet undergoes a
tearing instability which leads to the formation of plasmoids which move along the current sheet, coalesce and eventually
die away. We can notice two other current sheets on the left and right, which in turn develop plasmoids. It is easy to see
that as the simulation progresses the solution becomes more and more chaotic, exhibiting enhanced mixing and transition
to turbulence.

We report the evolution of the divergence errors in Table 6. When we use no divergence cleaning the errors quickly
grow to very large values and they cause the Newton solver to stop converging at t ~ 0.3125. Using the GLM approach
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Fig. 4. Comparison between the HDG scheme presented here and the Athena solver [56] for the Orszag-Tang vortex at t = 0.5. We show slices of dimen-
sionless pressure at y =0.3125 (left) and y =0.4277 (right).

Table 6

Numerical errors in the divergence of the approximation to the magnetic induction for the Orszag-Tang vortex. We test three
configurations: no divergence cleaning, Derigs’ GLM and Derigs’ GLM with seven times the propagation speed. The x mark
symbolizes that the simulation failed to converge.

t No GLM Derigs’ GLM chpx7
IV - Byl Yree, Jrl[Ball IV Bl Yree, Jr |[Brll IV - Ball 7 Yree, Jr |[Bnll
0.1 2.9e—1 5.3e-5 2.9e—3 3.7e-5 4.5e—4 7.4e—5
0.2 6.5 5.7e—4 2.8e—1 7.8e—4 4.4e-2 1.9e-3
0.3 31.2 4.0e—3 3.9e—1 2.5e—3 6.1e—2 5.4e—3
0.4 X X 4.2e—1 3.8e—3 8.2e—2 9.8e—3
0.5 X x 6.0e—1 4.6e—3 1.0e—1 1.1e-2

keeps the errors in check, while increasing c;, by a factor of 7 reduces the error in the L2 norm by one order of magnitude
and increases the cumulative error in the normal jump across faces by one order of magnitude. This seems a reasonable
compromise, given that the dominant component of the error is in the L2 norm. Finally, in Fig. 6, we show the two sensors
5p and §,. While at t = 0.234 both sensors capture the shocks, at t =0.488, §;, does not capture properly the weak shocks,
while §g does. Our approach of blending the two is then warranted, since §g does not capture the under-resolved current
sheet, while §,7 does. We also note that we add sufficient resistivity to stabilize the current sheet, while not inhibiting the
formation of plasmoids, which is a well-known issue for overly-dissipative n* formulations [59].

5.5. MHD rotor

The MHD Rotor problem was initially proposed by Balsara and Spicer [2] as a means to test MHD shock capturing and
the treatment of the divergence free condition (5), since no divergence treatment can lead to large shock oscillations and
overshoots, see e.g. [60]. From a physics point of view, this problem tests the propagation of strong torsional Alfvén waves
and is relevant for star formation [2]. The initial conditions feature a dense rotating disk in a quiescent ambient medium,
which, due to the imbalance caused by the centrifugal force, starts launching torsional Alfvén waves. These waves lead to
the build-up of magnetic pressure around the disk, which turns the circular disk into an oval as time progresses.

We set up the problem following [60] to facilitate comparison with their results: Q = [0, 1]* with periodic boundary
conditions. The initial conditions are given by: y =5/3, p=0.5, B, =0 and By =2.5/(47). Density and velocity are given
by:

10, r<rop
p=214+9f@), ro<r<r

1, n=r

— (¥ —0.5) /ro, r<ro
uxy=143 —f@ Yy —-05)/r, ro<r<rn

0, rn=r

(x —0.5) /ro, r<ro
uy=1 fMx—-05)/r, ro<r<rn

0, rn=<r
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Fig. 5. Evolution of the Orszag-Tang Vortex problem. We show pressure at times (from top to bottom, left to right) t =0.176, t = 0.352, t = 0.508, t = 0.629,
t=0.879 and t=1.

where r = \/(x —0.5%4+(y—05)%,19=0.1, f(r)=(r1 — 1)/ (r1 — o) and r{ =0.115.

For the solution of this problem, we use a grid of 128 x 128 quadrilaterals with k = 6 in order to demonstrate the
robustness of our shock capturing for high-order discretization. In Fig. 7, we compare our results against data presented
in [60] where an explicit TVD Central Discontinuous Galerkin (CDG) method is used with k =2 and a 600 x 600 grid. We
can notice that the shocks are sharp and non-oscillatory, in spite of the high k and coarse mesh. Moreover, we can notice
that there are no differences between HDG, IEDG and EDG. We also observe that our results match well without overshoots,
suggesting that our shock capturing is robust. To further support this argument we present Fig. 8 and Table 7. We can notice
in Fig. 8 that the errors are concentrated around the shocks. This is expected, and has been extensively illustrated in the
literature, for various problems [58]. We also note in Table 7 that using divergence cleaning the error is reduced by a factor
of 12 at t =0.1475. In fact, the nonlinear solver fails to converge at around ¢t = 0.2 without divergence cleaning. Similarly to
the Orszag-Tang vortex, we notice that increasing ¢, leads to reducing the L? error, but accumulates errors at element faces.
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Fig. 6. Artificial resistivity and artificial bulk viscosity sensors at t = 0.234 (top) and t = 0.488 bottom.
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Fig. 7. Comparison between the HDG, IEDG and EDG solutions on the left, and our solution and the results presented in [60] on the right, for the MHD
Rotor problem. We take a slice at x =0.413 and t = 0.295 and we show the Mach number. In the legend, base indicates no magnetic divergence treatment,
while LDF indicates locally divergence free basis for the polynomial approximation of B.

Increasing c;, by a factor of 7 reduces the error by a factor of 2.5, and increasing c, by a factor of 20 reduces the error by
a factor of 4. However, we run into convergence issues when the value of ¢y is too high, suggesting that perhaps the best
option for ¢, is not a constant, but rather a function of the local solution. We notice no visible improvements by varying c,
which is consistent with Derigs’ [15] observation about the effect of the that the boundary conditions on the best choice
for «.
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Fig. 8. Divergence errors for the MHD Rotor problem at t = 0.1475 (left) and t = 0.295 (right).
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Fig. 9. Artificial bulk viscosity and artificial thermal conductivity for the MHD Rotor problem at t = 0.295 on top. On the bottom we zoom in on a strong
shock (left) and a weak shock (right) both misaligned with respect to the grid, and show the artificial bulk viscosity.

In Fig. 9, we show B* and «* at t =0.295. We notice that we are adding «* only for a few troubled elements, which
see larger gradients in T, but its magnitude is small nonetheless (also ©* = 0). We can also notice that the artificial bulk
viscosity is able to detect all shocks and resolve them irrespective of their grid alignment, however g* is smeared over 2-3
elements. This could potentially be improved through a better smoothing operator, such as a truncated Gaussian filter, but
this was not investgated here. Finally, we visualize the development of the solution at t =0.1475 and t = 0.295 in Fig. 10,
for the HDG solution. The results compare very well qualitatively with other results from literature [2,60].
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Table 7

Comparison of the divergence errors for the MHD Rotor problem with and without the Lagrange
multiplier. For the Lagrange multiplier approach we also vary the parameters and note their effect.
The x mark symbolises that the simulation crashed, or failed to converge.

t =0.1475 t=0.295
IV - Byl Y ree, Jr 1[Ball IV - Byll7; Y ree, Jr 1[Bnll
No GLM 10.02 5.6e—4 X X
Derigs’ GLM 0.82 3.0e-3 131 5.8e—3
cp x7 0.35 4.3e-3 0.52 6.6e—3
cp % 20 0.21 3.8e-3 X X
o x5 0.80 3.0e-3 1.31 5.8e—3
a/5 0.82 3.0e—3 131 5.8e—3

7.25e-011 ) 5 1.26e+01 4.42e-01 1 & 5 1.19e+01

I -
626002 026 0.458 0656  8.54e-01 45103 0197 039 0583 7.76e-01

i i 2
1.29e-15 0.893 1.786 2678 3.57e+00 1.61e-15 0.893 1.785

1
2678 3.57e+00

Fig. 10. Evolution of the MHD Rotor problem at t = 0.1475 (left) and t = 0.295 (right). We show density (first row), pressure (second row) and Mach
number (third row).
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6. Concluding remarks

We have presented a class of implicit hybridized DG methods for ideal and resistive magnetohydrodynamics using a
generalized Lagrange multiplier approach to control the error in the divergence of the magnetic field. We have also proposed
a physics-based artificial viscosity shock capturing method for MHD problems. Below, we summarize the main results of
this paper.

We have validated our numerical scheme for smooth, ideal MHD problems with known analytic solutions. The HDG, EDG
and IEDG methods converge at the optimal rate of k+1 for all conserved variables. IEDG appears as the best option in terms
of both efficiency and accuracy. We compared two Lagrange multiplier approaches for divergence cleaning, Dedner’s [14]
and Derigs’ [15] and we have found Derigs’ method to give consistently better results. We also have investigated the effect
of divergence cleaning for smooth problems and found that even if no divergence cleaning was employed, our method was
stable and the divergence errors decreased with increasing polynomial order. However, using Derigs’ GLM method resulted
in errors which were one order of magnitude smaller. We have found that varying the damping source term « did not have
visible effects, while varying cj, has significant effects on both the divergence error and the conditioning of the system.

We have tested our scheme to handle resistive MHD through the GEM magnetic reconnection problem. Our results
matched well qualitatively with those obtained by other authors and followed the expected trends of the Sweet-Parker
scaling. We have also tested our solver for resistive MHD flows and found it well-suited, giving well-conditioned systems for
both HDG and IEDG, irrespective of the polynomial order, or irrespective of whether the mesh was structured and formed of
quadrilaterals, or unstructured, and formed of triangular elements. We have also studied the effect of our artificial resistivity
for under-resolved problems and found it to remove spurious oscillations, while not altering the physics of the problem.
However, when lowering the physical resistivity to the extent that the reconnection phenomenon was replaced by a plasma
tearing instability, our artificial resistivity recipe was no longer enough to stabilize the problem in a highly under-resolved
regime.

Finally, we have demonstrated our shock capturing method for two non-smooth problems, namely, the Orszag-Tang
vortex and the MHD rotor. Our numerical solutions yielded very sharp shock profiles without oscillations even if we used
coarse meshes and high polynomial orders. Moreover, our results matched well against other well-established MHD solvers.
As far as shock-sensing is concerned, we observed that the sensor for the artificial bulk viscosity was able to detect and
stabilize shocks. However, this was not always the case for our artificial resistivity sensor, which was still of paramount
importance for features such as under-resolved current sheets. For shock dominated problems, not using any divergence
cleaning quickly resulted in large errors and spurious oscillations which caused the solver to crash. Increasing c;, to large
extents, as we did for smooth problems, was no longer universally better, since it reduced the errors in the L? norm, but
resulted in the accumulation of errors at the element faces.

Future work should investigate the following two areas: developing divergence-free HDG methods that yield a
divergence-free approximation to the magnetic field, and entropy-stable HDG methods that produce entropy-satisfying ap-
proximate solutions.
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