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In this work, a Reduced Basis (RB) approach is used to solve a large number of boundary value problems
parametrized by a stochastic input – expressed as a Karhunen–Loève expansion – in order to compute
outputs that are smooth functionals of the random solution fields. The RB method proposed here for var-
iational problems parametrized by stochastic coefficients bears many similarities to the RB approach
developed previously for deterministic systems. However, the stochastic framework requires the devel-
opment of new a posteriori estimates for ‘‘statistical” outputs – such as the first two moments of integrals
of the random solution fields; these error bounds, in turn, permit efficient sampling of the input stochas-
tic parameters and fast reliable computation of the outputs in particular in the many-query context.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

1.1. Overview

Let Uð�;xÞ be a scalar random field solution to a (presumed
well-posed) Boundary Value Problem (BVP) involving a Stochastic
Partial Differential Equation (SPDE). For instance, if variations in
the probability space ðX;F;PÞ are denoted by the variable x, we
take Uð�;xÞ as the P-almost sure (a.s.) solution to the Partial Differ-
ential Equation (PDE) in a (smooth) physical domain D

�div aðxÞrUðx;xÞð Þ ¼ 0; 8x 2 D ð1Þ

supplied with a stochastic Robin Boundary Condition (BC) on the
boundary @D parametrized by a random input field Bið�;xÞ

nðxÞTaðxÞrUðx;xÞ þ Biðx;xÞ Uðx;xÞ ¼ gðxÞ; 8x 2 @D: ð2Þ

Here, a takes symmetric positive definite matrix values, the random
field Bið�;xÞ (Biot number [22]) is non-zero (non-degenerate posi-
ll rights reserved.

ationale des Ponts et Chau-
Blaise Pascal, Cité Descartes,

15 35 79; fax: +33 1 64 15 35

al@mit.edu (S. Boyaval).
tive) on some subset CB � @D (with non-zero measure), nðxÞ is
the outward unit normal at x 2 @D and T denotes the transpose.

We consider the rapid and reliable computation of statistical
outputs associated with Uð�;xÞ such as the expected value EPðSÞ
and the variance VarPðSÞ of a random variable SðxÞ ¼ EðUð�;xÞÞ gi-
ven by a linear (scalar) functional E of the trace of Uð�;xÞ on
CR � @D (where CR \ CB ¼ ;)

E Uð�;xÞð Þ ¼
Z

CR

Uð�;xÞ: ð3Þ

One possible strategy is to evaluate the statistical outputs as Monte-
Carlo (MC) sums of the random variable S

EM ½S� ¼
1
M

XM

m¼1

Sm; VM½S� ¼
1

M � 1

XM

m¼1

EM½S� � Sm� �2
; ð4Þ

using M independent random variables ðSmÞ16m6M with the same
distribution law as S. But M can be very large, and hence these
MC evaluations can be very demanding (for each m, one must solve
a BVP PDE in D). Furthermore, in actual practice, and as developed
subsequently in this paper, we are often interested in evaluating our
statistical outputs for different values of deterministic parameters,
say . – which even further increases the computational challenge.
For this reason we develop a Reduced Basis (RB) approach: to
decrease the computational cost of the M realizations of the Finite
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Element (FE) approximations UNð�;xÞ � Uð�;xÞ required in the
Monte-Carlo sums.

Toward this goal, we first rewrite the parametrization of the
BVP using a Karhunen–Loève (KL) expansion of the random input
field (see Section 2 for details)

Biðx;xÞ ¼ Bi GðxÞ þ
XK
k¼1

UkðxÞ YkðxÞ
 !

; 8x 2 @D; ð5Þ

where K is the rank (possibly infinite) of the covariance operator
for Bið�;xÞ with eigenvectors ðUkÞ16k6K, the positive number
Bi ¼

R
X dPðxÞ

R
@D

Bið�;xÞ is an intensity factor and the random vari-
ables ðYkÞ16k6K are mutually uncorrelated in L2

PðXÞ with zero mean.
Next, we define a function bið�; Bi; yÞ parametrized by Bi 2 R>0 and
the (possibly infinite) sequence y ¼ ðy1; y2; . . .Þ 2 Ky � RK

biðx; Bi; yÞ ¼ Bi GðxÞ þ
XK
k¼1

UkðxÞyk

 !
; 8x 2 @D; ð6Þ

such that for all Bi 2 R>0 and y 2 Ky the parametrized function
bið�; Bi; yÞ is well defined; we also define truncated versions
yK ¼ ðy1; y2; . . . ; yK ;0;0; . . .Þ 2 Ky up to order K 6K of the determin-
istic parameter sequence y.

For any positive integer K 6K, we then define a solution
UKð�;xÞ to the BVP in which the KL expansion of Bið�;xÞ in the Ro-
bin BCs is replaced by a truncated version at order K

BiKð�;xÞ ¼ bið�; Bi;YKðxÞÞ;

using truncated versions YK (with K 6K) of the (possibly infinite)
sequence Y ¼ ðYkÞ16k6K of random variables. For almost all fixed
x 2 D, the random variable UKðx; �Þ is clearly rðYKÞ-measurable
and, by the Doob–Dynkin lemma [37], we have
UKðx;xÞ ¼ uKðx; YKðxÞÞ for almost all ðx;xÞ 2 D�X, where
uKð�; yKÞ solves a yK -parametrized BVP PDE problem (yK 2 Ky):

�div aðxÞruKðx; yKÞ
� �

¼ 0; 8x 2 D;

nðxÞTaðxÞruKðx; yKÞ þ biðx; Bi; yKÞuKðx; yKÞ ¼ gðxÞ; 8x 2 @D:

(
ð7Þ

The problem (7) is well-posed under standard hypotheses for all
yK 2 Ky in the range of Y .

The statistical outputs for SKðxÞ ¼ EðUKð�;xÞÞ obtained after
truncation of the KL expansion

EM½SK � ¼
1
M

XM

m¼1

Sm
K ; VM ½SK � ¼

1
M � 1

XM

m¼1

EM½SK � � Sm
K

� �2
; ð8Þ

can then be obtained as, respectively, EM½sKðYKÞ� and VM ½sKðYKÞ�,
using sKðyKÞ ¼ EðuKð�; yKÞÞ and M independent random vectors
ðYK

mÞ16m6M with the same distribution law as YK . Clearly, the error
in these outputs due to truncation of the KL expansion must be as-
sessed; we discuss this issue further below. (We must also ensure
that M is large enough; we address this question in the context of
our numerical results.)

In Section 3, we develop a Reduced Basis (RB) approach
[1,12,34,41] for the parametrized (deterministic) BVP (7) and out-
puts (8) for the case in which the random variables Yk;1 6
k 6 Kð6KÞ, are bounded (uniformly if K ¼ þ1) such that the
KL expansion is positive for any truncation order K (and converges
absolutely a.e. in @D when K ¼ þ1); the latter ensures well-
posedness of the BVPs obtained after truncation at any order
1 6 K 6K. We shall present numerical results for a random input
field Bið�;xÞ whose spatial autocovariance function is a Gaussian
kernel such that the KL spectrum decays rapidly.

In particular, we shall show that our RB approach significantly
reduces the computational cost of the MC evaluations with no sen-
sible loss of accuracy compared to a direct Finite Element (FE) ap-
proach. For instance, with truncated KL expansions of order K 6 20,
the RB computational time for solutions to (7) is reduced by a fac-
tor of 1

45 relative to direct FE, and the (relative) approximation error
in the expectation due to both RB and KL truncation is controlled
and certified to 0.1% (for K ¼ 20). Our RB approach thus also
straightforwardly permits rapid exploration of the dependence of
the outputs EM½sKðYKÞ� and VM ½sKðYKÞ� on variations in additional
deterministic parameters . entering the problem. (In the limit of
many evaluations at different ., computational savings relative
to FE can be as much as Oð200Þ).

1.2. Relation to prior work

The computation of BVPs involving SPDEs has been identified as
a demanding task [3,9,10,29] for several years, whatever the
numerical approach used to discretize the SPDE. For instance,
among those numerous numerical approaches, the popular spectral
(stochastic) Galerkin discretizations [16], based on a (generalized)
Polynomial Chaos (PC) expansion of the solution [55,56], consists
in solving a variational problem in a high-dimensional tensor–prod-
uct functional space on D�Ky, which is computationally (very)
expensive. Hence several reduction techniques have been pro-
posed recently for the spectral Galerkin approach, in particular:

� sparse/adaptive methods [13,50],
� efficient iterative algorithms for the fully discretized problems,

using parallel solvers, preconditioners and/or Krylov projections
[40,25], sometimes termed ‘‘stochastic RB” Krylov methods
[30,44,49],

� POD approaches for PC discretizations of the functions in the
stochastic variable (combined with a two-scale approach in
the physical space) [11,15],

� POD approaches for PC-FE discretizations of the functions
defined on the whole tensor–product space, termed ‘‘general-
ized spectral decomposition” [35,36],

� and stochastic collocation approaches [57,2,33].

These reduction techniques have shown good performance on
test cases. However, the sparse/adaptive methods require substan-
tial implementation efforts, the Krylov methods and the POD ap-
proaches do not yet provide rigorous a posteriori analysis to
control the output approximation error, and the stochastic colloca-
tion method still invokes numerous (expensive) FE solutions – at
each collocation point. The RB method described here – albeit for
a limited class of problems – focuses on simple implementation,
rigorous a posteriori error bounds, and parsimonious appeal to
the FE ‘‘truth”.

The formulation of the RB method presented herein can be
straightforwardly applied to discretizations of the SPDE that lead
to the solution of many decoupled variational formulations of the
BVP on D for many fixed given values of the random input in Ky (like
(7)). In the present work, the RB method is only applied to Monte-
Carlo/Galerkin (in fact, Finite-Element) discretizations of the SPDE,
as described earlier in this introduction. That is, the statistical
outputs like mean and variance of some functional of the random
variable solution to the SPDE are computed through Monte-Carlo
(MC) evaluations of the random variable SK ¼ sKðYKÞ, and not
through quadrature or collocation formul� for the (weighted)
integration of the function yK ! sKðyKÞ over yK 2 Ky.

However, the RB method could be applied as well to many
numerical approaches where integration in the stochastic space
is discretized by collocation at many points in the range of the ran-
dom input, where at each of these points one has to solve a PDE
parametrized only by the value of the random input at the same
point. In particular, the RB method proposed in this paper can be
viewed as an accelerator of the stochastic collocation approach de-
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scribed in [2], where a basis of orthogonal polynomials in the sto-
chastic variables is substituted for the standard PC basis. As a
matter of fact, the stochastic collocation approach is just a pseudo-
spectral Galerkin discretization: it applies quadrature formul� for

the computation of the outputs EP sKðYKÞ
� �

and VarP sKðYKÞ
� �

so

as to split the variational formulation for uKð�; �Þ on the high-
dimensional tensor–product space ðx; yKÞ 2 D�Ky into many var-
iational formulations on the lower-dimensional space D parame-
trized by yK 2 Ky. Clearly, we may replace sK by a (certified) RB
approximation to further reduce the computational effort1; equiv-
alently, we may replace the MC sums of our current approach with
the quadrature rules developed in [2,33]. Future work will investi-
gate this promising opportunity.

Compared with numerical approaches developed previously for
SPDEs, the main features of our RB approach are the following:

(a) the solution UKð�;xÞ to the original stochastic BVP is mapped
to the distribution of YK ,
1 In
which
PC bas

2 No
so-call
variati
UKðx;xÞ ¼ uKðx; YKðxÞÞ for almost every ða:e:Þ x 2 D

and P� a:e: outcome x 2 X;

through the solution uKð�; yKÞ to a deterministic BVP, the vari-
ational formulation of which must have an affine parametri-
zation2 (affine in the sense that the weak form can be
expressed as a sum of products of parameter-dependent func-
tions and parameter-independent forms) – as typically pro-
vided by a KL expansion of the random input field which
decouples the dependencies on the probability and physical
spaces;
(b) a large number of variational approximations for the solu-
tions uKð�; yKÞ to the deterministic BVP, defined over the (rel-
atively) low-dimensional physical space D and parametrized
by yK , must be computed for each MC evaluation of the sta-
tistical outputs (and for each value of the additional param-
eter .) – as opposed to spectral Galerkin variational methods
in which uKð�; �Þ is discretized on the high-dimensional ten-
sor–product space ðx; yKÞ 2 D�Ky such that only one, very
expensive, solution is required (for each value of the addi-
tional parameter .);

(c) the ‘‘deterministic” RB approach [27,42,43] is then applied to
the deterministic BVP to yield – based on a many-query Off-
line–Online computational strategy – greatly reduced com-
putational cost at little loss in accuracy or, thanks to
rigorous a posteriori bounds, certainty.

Of course our approach also bears many similarities to earlier
proposals, most notably reliance on the Kolmogorov strong law
of large numbers (for the MC evaluations to converge), on the KL
expansion of the random input field, and on smoothness with re-
spect to the parameter yK .

Note that the usual RB method can be extended to the SPDE
framework thanks to new error bounds (to take into account the
effect of the truncation of the KL expansion, and to assess the effi-
ciency of the reduction, that is to control the RB error in outputs
that are sums over many parameter realizations). But the idea be-
hind the RB method remains the same as in the usual case of
parametrized (deterministic) PDEs, even though SPDEs typically
result in many (> K) deterministic parameters ðyK ;.Þ. The rapid
[33], it is even shown that one can minimize the number of collocation points,
correspond to zeros of the family of orthogonal polynomials substituted for the
is, with a view to ‘‘optimally” describing the range of the random input.
n-affine (but piecewise smooth) parametrizations can also be treated by the
ed magic points to ‘‘empirically” interpolate the coefficients entering the
onal formulation [4,17].
convergence of the RB method we observe here – that does not
break but at least moderates the curse of dimensionality – relies
heavily not only on the smoothness of uKð�; yKÞ with respect to
yK , but also on the limited range of the yk component of yK when
k	 1; the latter, in turn, derives from the (assumed) smoothness
of the autocovariance function (rapid decay of the eigenvalues of
the Hilbert–Schmidt integral operator with the autocovariance
function as kernel). It is imperative to choose K as small as possible.

2. Variational formulation of a boundary value problem with
stochastic parameters

2.1. Stochastic partial differential equations

The modeling of multiscale problems in science and engineer-
ing is often cast into the following framework. At the macroscopic
scale at which important quantities must be computed, a (possibly
multi-dimensional) field variable Uð�;xÞ is assumed to satisfy a
PDE on a physical domain D � Rd (d ¼ 2;3, or 4 for common
applications)

Að�;xÞ Uð�;xÞ ¼ f ð�;xÞ in D; ð9Þ

supplied with Boundary Conditions (BC) on the (sufficiently
smooth) boundary @D,

Bð�;xÞ Uð�;xÞ ¼ gð�;xÞ in @D; ð10Þ

here the differential operators Að�;xÞ;Bð�;xÞ and the source terms
f ð�;xÞ; gð�;xÞ are parametrized at each point of the physical domain
by a variable x describing the state of some generalized local
microstructure. We shall not discuss other possible formulations
for multiscale problems, such as integral equations; furthermore,
the formulation above will be assumed well-posed in the sense of
Hadamard for the case in which A;B; f and g vary with the micro-
structure x (extensions of this work to distributions, that is, gener-
alized functions of x, are not straightforward).

To model the ‘‘fluctuations” of the underlying microstructure,
whose impact on the macroscopic quantities of interest is to be
evaluated, we can assume – without invoking detailed information
about the microstructure – that the input is random. To this aim,
one can introduce an abstract probability space to model the fluc-
tuations, the latter being then described through variations within
the set of elementary events x 2 X (similar arguments are often
developed to model material properties3, see e.g. [38,58]). The out-
puts of such models are then also random by nature. The Eqs. (9) and
(10) are then generally called Stochastic PDEs (SPDEs). SPDEs are
useful when one cannot, or does not want to, describe precisely
the microstructure. Examples include uncertainty quantification for
structures in civil engineering [8,48], for complex flows in fluid
dynamics [28], or for multiphase flows in porous media [14].

2.2. Problem statement: stochastic robin boundary condition

The RB method has been introduced earlier for the many-query
evaluation of outputs for various parametrized variational prob-
lems [27,42,43] in a deterministic framework (deterministic PDE
and BC). In this work, we shall choose only one (simple) example
to illustrate the stochastic case; however, it should be clear that
3 We note that by choosing the microscopic fluctuations as stationary ergodic
random fields, the numerical treatment of averaged outputs for SPDEs also applies to
many situations considered in stochastic homogenization theory [5,23], in which a
powerful and elegant analysis of (weak) convergence allows one to reduce the
modeling of complex multiscale problems to a more tractable set of sub-problems.
Note that the RB approach has been applied to efficient numerical treatment of
multiscale problems with locally periodic fluctuations within the context of
deterministic homogenization theory [6].
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the approach admits a general abstraction applicable to a wide
class of problems.4 We now pose our particular problem.

We shall let ðX;F;PÞ be a complete probability space where X
is the set of outcomes x;F is the r-algebra of events among all
subsets of X, and P is a probability measure (notice that this defi-
nition itself is often a practical issue for the modeller). And we shall
let the physical domain D be an open, bounded, connected subset
of R2 (d ¼ 2) with Lipschitz polyhedral boundary, which we classi-
cally equip with the usual Borel r-algebra and the Lebesgue mea-
sure. We recall that random fields are collections of scalar random
variables that can be mapped to a physical domain; for instance,
functions are defined on @D and take values in L2

PðXÞ – the space
of square-integrable functions on the probability space ðX;F;PÞ.

Let us introduce some further notations:

L2ðDÞ the Hilbert space of Lebesgue square integrable functions
in D;

H1ðDÞ the usual Sobolev space (with Hilbert structure) of func-
tions in L2ðDÞ that have gradient in ½L2ðDÞ�2, imbued with
the usual Hilbert norm k � k1;D;

L2ð@DÞ the Hilbert space of the Lebesgue square integrable func-
tions in the manifold @D equipped with its Borel r-alge-
bra, imbued with the Hilbert norm k � k0;@D;

L1ð@DÞ the Banach space of essentially bounded functions on the
manifold @D, imbued with its usual norm k � k1;@D.

We also recall that functions v 2 H1ðDÞ have a trace v 2 L2ð@DÞ
on @D that satisfies

kvk0;@D 6 ~ckvk1;D; ð11Þ

where ~c 
 ~cðDÞ is a constant positive real number that depends
only on D.

In the following, we shall deal with SPDEs in which only the
boundary differential operator BðxÞ is parametrized by a random
scalar input field, in particular Bið�; �Þ: @D�X! R. We identify in
(9) and (10)

Aðx;xÞ ¼ �divðaðxÞr�Þ; f ðx;xÞ ¼ 0; 8x 2 D;

Bðx;xÞ ¼ nTðxÞ aðxÞ r � þBiðx;xÞ�; gðx;xÞ ¼ gðxÞ; 8x 2 @D:

The case in which the other terms also depend on a single scalar
random field Bið�;xÞ is a straightforward extension, provided the
problem (9) and (10) remains well-posed in the sense of Hadamard
with respect to the variations x 2 X. Note that the divergence div
and gradient r operators imply differentiations with respect to
the physical variable x only, and not with respect to the probability
variable x. The scalar random field Uð�;xÞ with x 2 D is defined as
the P-a.s. solution to the Robin BVP (1) and (2).

The deterministic (strictly positive) diffusion matrix a is as-
sumed isotropic though non-constant for all x 2 D (the function
j is specified below to get a simple ‘‘additional” deterministic
parameter .),

aðxÞ ¼
jðxÞ 0

0 jðxÞ

� �
; 8x 2 D:

We shall assume 0 < jmin 6 jðxÞ 6 jmax < þ1 for well-posedness.
The boundary @D is divided into three non-overlapping open
subsets

@D � CN [ CR [ CB
� �

:

4 We shall limit attention to those simple SPDEs which are not generalizations of
Stochastic Differential Equations (SDEs) to multi-dimensional derivatives – where
outcomes of the random input are distributions (generalized functions). Such
interesting cases will be the subject of future work.
The boundary (Root) source term g is taken as deterministic (con-
stant), non-zero on CR only,

gðxÞ ¼ 1CR ; 8x 2 @D;

while the Biot number Bi is taken as a positive random field, non-
degenerate on CB only,

Biðx;xÞ ¼ Biðx;xÞ 1CB ; 8x 2 @D:

Note that on CN, Eq. (2) thus reduces to homogeneous Neumann
conditions.

The physical interpretation is simple: if T0 is the constant tem-
perature of the ambient medium, T0 þ U is the steady-state tem-
perature field in a domain D (comprised of an isotropic material
of thermal conductivity j) subject to zero heat flux on boundary
CN (either by contact with a thermal insulator or for reasons of
symmetry), constant flux at boundary CR (contact with a heat
source), and a random heat transfer coefficient Bi at boundary CB

(contact with a convective fluid medium). Note that the Biot num-
ber Bi is a fashion for decoupling the solid conduction problem
from the exterior fluid convection problem: it is at best an engi-
neering approximation, and at worst a rough average – often not
reflecting the environmental details; it thus makes sense to model
the unknown Bi variations as a random (but typically rather
smooth) field Bið�;xÞ in order to understand the sensitivity of out-
put quantities to heat transfer coefficient uncertainties.

With a view to specify parameters which will then be used in
the numerical application of Section 3, we shall more precisely
consider the steady heat conduction problem (1) and (2) inside
the T-shaped heat sink D as shown in Fig. 1. The heat sink com-
prises a 2� 1 rectangular substrate (spreader) D2 
 ð�1;1Þ�
ð0;1Þ on top of which is situated a 0:25� 4 thermal fin
D1 
 ð�0:25;0:25Þ � ð1;5Þ. (In effect, all lengths will be nondimen-
sionalized relative to the side-length of the substrate.) We also
specify the diffusion coefficient, which we shall take as a (normal-
ized) piecewise constant

jðxÞ ¼ 1D1 þ j1D2 ; 8x 2 D;

where 1Di
is the characteristic function of domain Di (i ¼ 1;2). On

CB, the two sides of the fin, we shall impose a stochastic convec-
tion/Robin BC with a non-zero random Biot number Bi (built as a
random field Bið�;xÞ with a priori known mean and autocovariance
function, see Section 2.4.1); on CR, the root, we impose unit flux
gðxÞ ¼ 1; and on CN , we impose zero flux.

We recall that the outputs of interest will be the first two mo-
ments of a (scalar) linear functional E of the random solution field
Uð�;xÞ defined in (3) as the (random) integrated trace
SðxÞ ¼ EðUð�;xÞÞ on the edge CR of the domain D (corresponding
Fig. 1. Geometry of the heat sink: a spreader D2 and a fin D1.
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to the location of the heat source – the point at which we wish to
control the temperature):

EPðSÞ :¼
Z

X
SðxÞ dPðxÞ; VarPðSÞ :

¼
Z

X
SðxÞ2 dPðxÞ � EPðSÞ2; ð12Þ

provided the random variable S is sufficiently regular (for instance
in L2

PðXÞ).

Remark 2.1 (Outputs). It is possible to consider other (and multi-
ple) outputs within the RB approach. Essentially these outputs
should be empirical estimations for functionals of Uð�;xÞ that are
continuous with respect to some Lp

PðX;H
1ðDÞÞ topology

ð1 6 p 6 þ1Þ. Note that interesting cases such as p ¼ þ1 above,
and pointwise values of a cumulative distribution function

P x 2 XjE Uð�;xÞð Þ 6 E0f g

for some finite numbers E0 2 R, are covered by this first RB ap-
proach. Indeed, assuming smoothness in x, one can bin the range
of the random variable EðUð�;xÞÞ, and use a tree algorithm to ac-
count for the variations inside the confidence interval obtained
for each realization Sm (1 6 m 6 M) of SðxÞ ¼ EðUð�;xÞÞ using the
RB approach. If a confidence interval D0

m is associated to each real-
ization Sm and overlaps nm 2 N bins, then computing the confidence
interval for the output cumulative distribution function amounts to
a search for the extreme variations in the output among the
ðPM

m¼1nmÞ leaves of the tree.

In the numerical application of Section 3, the statistical outputs
(12) (expected value and variance of the integrated temperature at
the bottom surface CR of the heat sink) will be explored in a many-
query context (of design optimization for instance) as functions of
the ‘‘additional” deterministic parameter . ¼ ðj;BiÞ in the range
K., where

Bi :¼ 1
jCBj

Z
CB

EPðBiÞ:

A detailed stochastic description of the random field Bið�;xÞ used
for numerics is given in Section 2.4.

2.3. Different discretization formulations

Much attention has been devoted recently to the development
and the numerical analysis of various numerical approaches for
BVPs involving SPDEs e.g. [2,3,9,13,16,25,29,33,44,51,53,54,56].
Our RB approach specifically aims at reducing the number of com-
putations in many of the previously developed frameworks with-
out any loss in precision by (i) splitting the computations into
Offline and Online steps, and (ii) maintaining accuracy control
through a posteriori error estimation of the outputs. The RB ap-
proach applies to those formulations that are variational with re-
spect to variables in the physical space D, which we denote D-
weak formulations, and can be combined with different treatments
of the probabilistic dependence. The latter fall into two main cate-
gories: the X-strong/D-weak formulations; and the X-weak/D-
weak formulations. Although we shall only deal with X-strong/
D-weak formulations in the rest of this paper, our RB approach ap-
plies equally well to many X-weak/D-weak formulations, as al-
ready discussed in the introduction. It is for this reason that we
briefly summarize the principles of each of the different formula-
tions so as to make it clear how our RB approach would adapt to
X-weak/D-weak formulations. (Both formulations have been stud-
ied extensively before, though typically by different authors; a few
studies already compare both formulations [29,3], but it may be
interesting to reevaluate such comparisons between formulations
from the viewpoint of our RB approach.)

2.3.1. Strong–weak formulations
If the Biot number Bið�;xÞ is a non-degenerate positive random

field on the (non-negligible) subset CB of @D, that is if there exist
two constants 0 < �bmin <

�bmax < þ1 such that P-a.s.

Bið�;xÞ 2 ð�bmin;
�bmaxÞ a:e: in CB; ð13Þ

or equivalently Bið�;xÞ;Bi�1ð�;xÞ 2 L1P ðX; L
1
P ðCBÞÞ, then, by virtue of

the Lax–Milgram theorem, there exists a unique (weak) solution
Uð�;xÞ 2 H1ðDÞ to (1) and (2), satisfying (14) P-a.s.:Z

D1

r Uð�;xÞ � rv þ j
Z
D2

r Uð�;xÞ � rv

þ
Z

CB

Bið�;xÞ Uð�;xÞv ¼
Z

CR

v; 8v 2 H1ðDÞ: ð14Þ

Furthermore, from (13), we have the stability result:

kUð�;xÞk1;D 6
C1ðDÞ

min 1;jmin;
�bmin

� 	 ; ð15Þ

and kUð�;xÞk1;D 2 L1P ðXÞ (with C1ðDÞ a constant positive real num-
ber that depends only on D).

Strong–weak formulations then use the fact that we also have
S 2 L1P ðXÞ � L2

PðXÞ, where the functional SðxÞ ¼ EðUð�;xÞÞ makes
sense since, using (11) and (15), the trace of Uð�;xÞ on the bound-
ary segment CR is well-defined. The outputs EPðSÞ;VarPðSÞ are thus
approximated as the empirical Monte-Carlo estimations (4) where
fSm;m ¼ 1; . . . ;Mg are M independent copies (with same law) of
the random variable S, and with the following convergence proper-
ties (by virtue of the Strong Law of Large Numbers)

EM ½S� !
P�a:s:

M!þ1
EPðSÞ; VM½S� !

P�a:s:

M!þ1
VarPðSÞ: ð16Þ

Hence a major advantage of the X-strong/D-weak formulations is to
permit the direct application of classical computational procedures
(in particular, FE) for the numerical approximation of deterministic
BVPs such as (14) in their usual form, without any modification.
Many (many. . .) computations of such parametrized approximate
solutions can then be combined – according to (the numerical sim-
ulation of) the law of the random field parameter Bið�;xÞ – to form
the MC evaluations. Such formulations are thus very simple from
the implementation viewpoint, presuming that we can readily sim-
ulate the law of Biðxk;xÞ at those discrete (e.g., quadrature or nodal)
points xk in the physical domain D required by the numerical
approximation of (14). Note that the latter point is of course true
for all formulations, but seems less stringent for the X-strong/D-
weak formulation (see Section 2.4.1).

However, the convergence (in probability) of SLLN will be slow
– the rate of convergence for EM½S� is governed by the ratio of the
variance of S (or its MC counterpart VM ½S�) to

ffiffiffiffiffi
M
p

by virtue of the
Central Limit Theorem (CLT). This slow convergence is a strong
limitation in the application of X-strong/ D-weak formulations.
Variance reduction techniques, such as Quasi-Monte-Carlo (QMC)
methods based on low-discrepancy sequences of random numbers
[51], have been developed to reduce the statistical error of the
empirical estimations (4). And the RB approach itself brings new
possibilities to addressing this slow convergence problem, not by
directly reducing the number of necessary outcomes in the MC
sums, but rather by improving the numerical treatment of many
slow-varying outcomes.

In Section 3, we shall show how to apply our RB approach to the
numerical approximation of X-strong/ D-weak formulations by
taking advantage of the parametrized character of the BVP. We first
map outcomes of stochastic coefficients to deterministic values of



5 It is interesting to note that inverse problems are usually solved through
optimization algorithms that define a typical many-query context where a RB
approach for parametrized PDEs is well motivated.
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the parameters; we then reduce the computational cost of numer-
ical approximations of the BVP for many values of the parameter
by splitting the computations into Offline–Online steps; finally,
we introduce a posteriori error control on the accuracy of the RB-
KL approximations (relative to very accurate approximations in
high-dimensional discretization-probability space). (We do not
consider here variance reduction strategies.)

2.3.2. Weak–weak formulations
Assuming (13) again for well-posedness, the X-weak/ D-weak

formulations discretize a variational formulation of the original
BVP on the full tensor–product space X�DZ

X
dPðxÞ

Z
D1

rUð�;xÞ �rvð�;xÞþj
Z

X
dPðxÞ

Z
D2

rUð�;xÞ �rvð�;xÞ

þ
Z

X
dPðxÞ

Z
CB

Bið�;xÞUð�;xÞvð�;xÞ

¼
Z

X
dPðxÞ

Z
CR

vð�;xÞ; 8vð�;xÞ 2 L2
P X;H1ðDÞ
� �

ð17Þ

to compute an approximation of a weak solution
Uð�;xÞ 2 L2

PðX;H
1ðDÞÞ satisfying (17), typically through Galerkin

projections over tensor–product approximation subspaces of the
Hilbert space L2

PðX;H
1ðDÞÞ defined over the (high-dimensional) do-

main X�D. The computations of EPðSÞ and VarPðSÞ are then ef-
fected by quadrature (or collocation) formul� in X�D once
discrete approximations for Uð�;xÞ have been computed.

The weak–weak formulations may thus require less regularity
(in fact, this seems very useful for input random fields that do
not fulfill (13) but only a weaker assumption for well-posedness),
although it also seems essential to the X-weak/ D-weak formula-
tions that Bið�;xÞ be compatible with tensor–product approxima-
tions (see Section 2.4.1: this adds condition on Bið�;xÞ in
comparison with the X-strong/ D-weak formulations). The weak–
weak formulations essentially provide greatly improved conver-
gence relative to SLLN (in fact, convergence is often improved only
for small dimensions, where numerical approaches for this formu-
lation are sufficiently simple).

For instance, after substituting in (17) a truncated version (6) of
the KL expansion (5) of Bið�;xÞ using K (with 1 6 K 6K) indepen-
dent identically distributed (i.i.d.) random variables in a complete
set fZk; k 2 Ng of L2

PðXÞ, the seminal work [16] used so-called spec-
tral (stochastic) Galerkin methods, in which L2

PðX;H
1ðDÞÞ is discret-

ized by tensor products of classical discrete approximations for the
variational formulation of a BVP in H1ðDÞ (such as FE) multiplied
by orthogonal polynomials fHn;n 2 Ng of the random variables
fZk; k 2 Ng

H0; H1ðZkðxÞÞ; H2ðZk1 ðxÞ; Zk2 ðxÞÞ; . . . ; k; k1; k2 2 N;

k1 P k2 P 0; . . . :

(In the original Polynomial Chaos (PC) expansion of Wiener [55] for
L2

PðXÞ, the Hn are Hermite polynomials and the variates Zk are
Gaussian; this expansion has then been generalized to other cou-
ples of polynomials and probability distributions [56,47].) The
Galerkin projections in the stochastic variable that truncate the
PC expansions at polynomial order L 2 N>0 (L P K), hence using
D ¼ K þ L� 1 i.i.d variates ZkðxÞ, then result in a p-dimensional
vector space

Span HlðZk1
; . . . ; Zkl

Þ j 0 6 l 6 L;K þ L� 1 P kl > � � � > k1 P 1;
�

fk1; . . . ; klg \ f1; . . . ;Kg– ;Þ

with p ¼ 1þ
PL

l¼1

Pl
k¼1

K
k

� �
L� 1
l� k

� �
. Equivalently, the variational

formulation (17) is projected onto the (very high) ðdþ DÞ-dimen-
sional domain in which ðx; Z1; . . . ; ZDÞ take its values. (Alternatively,
the discretization level in each direction of the tensor–product
Galerkin approximations can be tailored to achieve rapid conver-
gence with respect to the number of degrees of freedom (d.o.f.).
In fact, a posteriori error indicators and reduced spaces – though
quite different from the error bounds and reduced basis spaces pre-
sented in the present paper – can serve to identify efficient trunca-
tions [54].)

A major limitation of such spectral Galerkin methods is the
high-dimensionality of the approximation spaces for (truncated)
PC expansions (p increases rapidly with K and L), which necessi-
tates complicated (though certainly often efficient) numerical
strategies in order to maintain sparsity on the discretization grid
[3,13,29,50,54]. There are many approaches to this curse of dimen-
sionality, most of which have already been mentioned in the intro-
duction. The essential features of our RB approach compared to the
other reduction techniques previously applied to SPDEs have also
been discussed in the introduction. Clearly, the efficiency of the
reduction methods – which are not necessarily incompatible be-
tween one another and may thus be combined in future studies
– only makes sense in a precise context, where it is clear what
has to be reduced, why, and for what purpose.

2.4. Random input field

2.4.1. Karhunen–Loève expansions of random fields
To develop efficient numerical procedures for SPDEs, it has been

noted in the above Section 2.3 that it was essential to discretize the
(scalar) random input field Bið�;xÞ consistently with the discretiza-
tion of the BVP problem (whatever the formulation). Besides, the
(de)coupling of variations of Biðx;xÞ on the space variable x 2 D

and on the probability variable x 2 X is also an important feature
of the variational problems resulting from our numerical approach.
It indeed leads to a parametrized weak form where the parametri-
zation is affine (see Section 1.2 for a definition). We thus do not
only need to assume the non-degeneracy of the random field
Bið�;xÞ on CB for well-posedness of the BVP, but also the possibility
to rewrite it in a decoupled manner like in the KL expansion (5).

In the present work, we introduce general random input fields
Biðx;xÞ at a continuous level, defined by an infinite collection of
correlated random numbers mapped to an infinite number of
points in the physical domain D. This is typically a situation where
the fluctuations are modeled following physical assumptions (sta-
tistical mechanics for instance). More precisely, we deal with a ran-
dom process ðBiðx; �ÞÞx2@D where Biðx1; �Þ and Biðx2; �Þ are not
necessarily decorrelated when x1–x2.

For well-posedness of the BVP, we only consider random input
fields that satisfy (13). Now, such random fields are in
L2

PðX; L
2ð@DÞÞ. Thus, assuming (13), the random input fields

Bið�;xÞ in this work always have a KL expansion and can always
be generated by decoupled variations in x and x (possibly asymp-
totically if K is infinite) after the well-known Proposition 1 (re-
called below). Yet, in cases where there is no other motivation
like well-posedness for assuming (13), one should still keep in
mind that specific assumptions may be necessary to fulfill the
requirement of decoupling – by the way, other expansions than
KL might also fulfill that requirement.

Note that in practical engineering situations, Bið�;xÞ is often not
given but rather constructed from a few measurements only, after
solving an inverse problem to assimilate (or calibrate) statistical
data (see e.g. [24]). Since the inverse problem is solved at the dis-
crete level5, this yields a finite collection of random numbers
mapped to a finite number of points in the physical domain D, and
the assumptions may be simplified.
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Proposition 1. Random fields Bið�;xÞ 2 L2
PðX; L

2ð@DÞÞ are in one-to-
one correspondence with couples ðEPðBiÞ;CovPðBiÞÞ 2 L2ð@DÞ�
L2ð@D� @DÞ supplied with a collection of mutually uncorrelated
random variables fZkðxÞ; 1 6 k 6Kg in L2

PðXÞ with zero mean and
unit variance

EPðZkÞ ¼ 0 EPðZkZk0 Þ ¼ dk;k0 81 6 k; k0 6K

ðwith Kronecker notations; hence VarPðZkÞ ¼ 1Þ;

when the kernel CovPðBiÞ defines a positive, self-adjoint, trace class lin-
ear operator

eT 2L L2ð@DÞ; L2ð@DÞ
� �

; ðeT f ÞðxÞ

¼
Z
@D

CovPðBiÞðx; yÞ f ðyÞdy; 8f 2 L2ð@DÞ ð18Þ

of (possibly infinite) rank K. Furthermore, random fields
Bið�;xÞ 2 L2

PðX; L
2ð@DÞÞ have the following Karhunen–Loève expansion

[26]

Biðx;xÞ ¼ EPðBiÞðxÞ þ
XK
k¼1

ffiffiffiffiffi
~kk

q
UkðxÞ ZkðxÞ; x 2 @D; ð19Þ

where f~kk; 1 6 k 6Kg are the positive eigenvalues (in descending or-
der) of the positive, self-adjoint, trace class operator eT associated with
eigenvectors fUkðxÞ 2 L2ð@DÞ; 1 6 k 6Kg (orthonormal in the
L2ð@DÞ-inner-product),

ðeT f ÞðxÞ ¼
X

16k6K

~kk

Z
@D

UkðyÞf ðyÞdy
� �

UkðxÞ; 8f 2 L2ð@DÞ;

and the random variables fZkg are defined by

ZkðxÞ ¼
1ffiffiffiffiffi
~kk

p Z
@D

Bið�;xÞ � EPðBiÞð ÞUk; 81 6 k 6K:

Since L2ð@DÞ and L2
PðXÞ are Hilbert spaces, the Proposition 1 can

be easily proved using Riesz representation theorem, and the Hil-
bert–Schmidt theorem for bounded (linear) operators of the trace
class (then compact) like eT (see e.g. [45]).

In the following, we rewrite the usual representation (19) with
a scaling parameter e� > 0,

e� 2 :¼
Z

CB

Z
CB

CovPðBiÞðx; yÞdxdy ¼
Z

CB

VarPðBiÞ ¼ trðeT Þ ¼ X
16k6K

~kk;

and then re-scale the collection of positive eigenvalues as

kk :¼
~kke� 2
; 81 6 k 6K

to obtain the following KL expansion from Proposition 1

Biðx;xÞ ¼ EPðBiÞðxÞ þ e�XK
k¼1

ffiffiffiffiffi
kk

p
UkðxÞZkðxÞ; x 2 @D:

Lastly, when K is infinite or too large, numerical approaches ex-
ploit, instead of the full KL expansion, KL truncations of order K
(K 2 N; 0 < K <K) which we write as

BiKðx;xÞ ¼ EPðBiÞðxÞ þ e�XK

k¼1

ffiffiffiffiffi
kk

p
UkðxÞZkðxÞ; x 2 @D:

The truncation error satisfies

EP Bi� BiKð Þ2
� �

¼ e� 2
XK

k¼Kþ1

kkU
2
kðxÞ !K!K

0 in L1ð@DÞ: ð20Þ
2.4.2. Additional assumptions on the random input field
In the numerical applications of the next section, we shall re-

quire (13) for well-posedness of the BVP. This implies
Bið�;xÞ 2 L1P ðX; L

1ðCBÞÞ, thus Bið�;xÞ is fully determined by (Prop-
osition 1)

(i) an expected value function EPðBiÞ: x 2 CB ! EPðBiÞðxÞ 2 R in
L1ðCBÞ � L2ðCBÞ,

(ii) a covariance function CovPðBiÞ: ðx; yÞ 2 CB � CB !
CovPðBiÞðx; yÞ 2 R in L2ðCB � CBÞ, thus the kernel of a positive
self-adjoint trace class operator of rank K with eigenpairs
ðe� 2kk;UkÞ (kk P kkþ1 > 0;1 6 k 6K) satisfying

PK
k¼1kk ¼ 1

and
Z
CB

CovPðBiÞðx; yÞ UkðyÞ dy ¼ e� 2kkUkðxÞ; 8x 2 CB; ð21Þ
(iii) and mutually uncorrelated random variables fZk 2 L1P ðXÞ
� L2

PðXÞ; 1 6 k 6Kg with zero mean and unit variance,
through the Karhunen–Loève (KL) expansion !

Biðx;xÞ ¼ Bi GðxÞ þ �

XK
k¼1

ffiffiffiffiffi
kk

p
UkðxÞZkðxÞ ; ð22Þ

where G 2 L1ðCBÞ is a prescribed (deterministic) positive
function such that EPðBiÞð�Þ ¼ Bi Gð�Þ, and 1

jCB j
R

CB
GðxÞdx ¼ 1,

using the scaling parameters Bi ¼ 1
jCB j
R
CB

EPðBiÞðxÞdx and

� ¼ ~�=Bi.
For all nonnegative integer 1 6 K 6K, we introduce the trunca-
tion of KL expansion (22)

BiKðx;xÞ ¼ Bi GðxÞ þ �
XK

k¼1

ffiffiffiffiffi
kk

p
UkðxÞZkðxÞ

 !
: ð23Þ

For the sake of consistency of the numerical discretization, we
require

kBið�;xÞ � BiKð�;xÞkL1P X;L1ðCBÞð Þ !
K!K

0; ð24Þ

which is stronger than (20) and can be achieved for instance by
choosing

(H1) a smooth covariance function CovPðBiÞ such that

(H1a)
the eigenvectors are uniformly bounded by some positive
real number / > 0

kUkkL1ðCBÞ 6 /; 1 6 k 6K; ð25Þ

(H1b)
the eigenvalues decay sufficiently rapidly,XK
k¼1

ffiffiffiffiffi
kk

p
<1; ð26Þ
(H2) uniformly bounded random variables (say) fZk; jZkðxÞj <
ffiffiffi
3
p

;P� a:s:g.In the numerical results we shall consider

Gaussian covariances CovPðBiÞðx; yÞ ¼ ðBi� Þ2e�
ðx�yÞ2

d2 , with d a
positive real constant, which complies with the require-
ments above [13]. The fast decay of the eigenvalues in the
Gaussian case play an important role in the fast convergence
of any numerical discretization based on KL expansions of
the input random field; as we shall see, this is true also for
our RB approach – the eigenvalues determine the ranges of
the parameters, which in turn affect the dimension of the
RB space. Next, we shall also insist upon
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(H3) independent (thus mutually uncorrelated) random variables
fZk; 1 6 k 6Kg,

(H4) Zk;1 6 k 6 K , i.i.d. according to the uniform density with
respect to the Lebesgue measure on R in the range
ð�

ffiffiffi
3
p

;
ffiffiffi
3
p
Þ,

(H5) � chosen such that
s0 :¼
ffiffiffi
3
p

�
XK
k¼1

ffiffiffiffiffi
kk

p
kUkkL1ðCBÞ 6

min
x2CB

GðxÞ

2
: ð27Þ
Then, under our assumptions, the truncation error is
bounded above 81 6 K 6K:
kBið�;xÞ � BiKð�;xÞkL1P X;L1ðCBÞð Þ 6 Bi sK ;

sK :¼
ffiffiffi
3
p

�
XK

k¼Kþ1

ffiffiffiffiffi
kk

p
kUkkL1ðCBÞ;

ð28Þ

and furthermore for 0 < �bmin 6
Bi
2 min

x2CB

GðxÞ
� �

we have P-a.s.

BiKð�;xÞP �bmin > 0 a:e: in D; 1 6 K 6K: ð29Þ
Remark 2.2 (Choice of the random variables fZkg). Note that there
are many other interesting cases where, for a given smooth
covariance function, the random variables fZkg are not uniformly
distributed. These cases will be considered in future studies as they
necessitate refinements that would complicate this first exposition
of our viewpoint.
3. Reduced basis approach for Monte-Carlo evaluations

3.1. Discretization of a test problem in strong–weak formulation

We now equip the Sobolev space X :¼ H1ðDÞ with the following
inner product for all w;v 2 X

ðw; vÞX ¼
Z
D1

rw � rv þ
Z
D2

rw � rv þ
Z

CB

wv; ð30Þ

and induced norm kvkX ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðv ;vÞX

p
. It is a standard result that the

norm k � kX is equivalent to the usual norm k � k1;D defined previously.
We also introduce a finite element (FE) subspace XN � X of dimen-
sion N which inherits the inner product and norm of X. For functions
v 2 XN, it is possible to define a trace v 2 L2ðCBÞwhich satisfies

kvk0;CB
6 cNkvkX ; ð31Þ

where the constant cN depends only on D and is bounded above for
all N since

cN 
 cNðDÞ ¼ sup
v2XN

R
CB

v2

kvk2
X

6 c 
 sup
v2X

R
CB

v2

kvk2
X

: ð32Þ

(Note ~c of (11) differs from c of (32) only because of the choice of
norm.)

For a given positive scalar j and a given random input field
Bið�;xÞ, we define

(a) the temperature distribution Uð�;xÞ 2 X in D,
(b) a FE approximation UNð�;xÞ 2 XN to the temperature distri-

bution in D,
as the respective solutions to the following variational for-
mulations (33),Z

D1

rUðNÞð�;xÞ � rv þ j
Z
D2

rUðNÞð�;xÞ � rv

þ
Z

CB

Bið�;xÞUðNÞð�;xÞv ¼
Z

CR

v ; 8v 2 XðNÞ; ð33Þ

and, when Bið�;xÞ is approximated by BiKð�;xÞ,
(c) an approximation U;Kð�;xÞ 2 X to Uð�;xÞ,
(d) and a FE approximation UN;Kð�;xÞ 2 XN to UNð�;xÞ

as the respective solutions to the following variational for-
mulations (34)Z

D1

rUðNÞ;Kð�;xÞ � rv þ j
Z
D2

rUðNÞ;Kð�;xÞ � rv

þ
Z

CB

BiKð�;xÞUðNÞ;Kð�;xÞv ¼
Z

CR

v; 8v 2 XðNÞ; ð34Þ

where the same subscripts into brackets ð�Þ are simultaneously
active or not, which means in (a), (b) that (33) holds for Uð�;xÞ
and X, or UNð�;xÞ and XN respectively, in (c), (d) that (34) holds
for U;Kð�;xÞ and X, or UN;Kð�;xÞ and XN, respectively.

With a similar use of the subscripts in ð�Þ, we also define (inter-
mediate) outputs as

SðNÞð;KÞðxÞ :¼ E UðNÞð;KÞð�;xÞ
� �

¼
Z

CR

UðNÞð;KÞð�;xÞ: ð35Þ

We are interested in evaluating the expected value and variance of
the integrated temperature SðNÞð;KÞð�;xÞ, which are our (final) statis-
tical outputs:

EP SðNÞð;KÞ
� �

¼
Z

X
SðNÞð;KÞðxÞdPðxÞ; ð36Þ

VarP SðNÞð;KÞ
� �

¼
Z

X
EP SðNÞð;KÞ
� �

� SðNÞð;KÞð�;xÞ
� �2dPðxÞ: ð37Þ

Since BiKð�;xÞ is P-a.s. strictly positive on CB and every 1 6 K 6K

(by assumption), the variational problems (33) and (34) are well-
posed, and the solutions satisfy the following bound P-a.s.

kUðNÞð;KÞð�;xÞkX 6
C 01ðDÞ

min 1;j; �bmin
� 	 ð38Þ

for some positive constant C01ðDÞ. In addition, we have

Proposition 2. Under standard regularity hypotheses (as N!1)
on the family of FE spaces XN, the FE approximation converges as
N!1. Furthermore, under the hypotheses of Section 2.4.2, the KL
approximation converges as K !K. Finally, the following conver-
gence holds P-a.s.

ð39Þ

Proof. First, for any fixed 1 6 K 6K, the P-a.s. convergence, as
N! 0, of UNð;KÞð�;xÞ ! Uð;KÞð�;xÞ in X as N!1 follows under
standard hypotheses on the FE spaces XN. Then, by subtracting
the variational formulation (34) for UðNÞ;Kð�;xÞ from (33) for
UðNÞð�;xÞ (in XðNÞ) with v ¼ UðNÞð�;xÞ � UðNÞ;Kð�;xÞ, we get
P-a.s.

kUðNÞð�;xÞ � UðNÞ;Kð�;xÞkH1ðDÞ

6 C2ðD; �bminÞkBið�;xÞ � BiKð�;xÞkL1ðCBÞkUðNÞ;Kð�;xÞkL2ðCBÞ ð40Þ

for some positive real number C2ðD; �bminÞ depending only on D and
�bmin. By compactness of the trace mapping from H1ðDÞ into L2ð@DÞ,
the uniform bound (38) for all K and the continuity (24) of Bið�;xÞ
with respect to the L1ðCBÞ norm, we get the P-a.s. convergence of
UðNÞð�;xÞ ! UðNÞ;Kð�;xÞ in X as K !K. So the following diagram
of convergence holds:



6 Note we can treat with a single RB many different covariance functions of varying
smoothness if we introduce the parameters yk in the interval (say) ½�

ffiffiffi
3
p

� ;
ffiffiffi
3
p

� �
independent of k such that y 
 ðy1; . . . ; yK Þ 2L

y
K 
 ½�

ffiffiffi
3
p

� ;
ffiffiffi
3
p

� �K � RK . However, in
this case the reduced basis approximation will converge much more slowly since the
parameter space L

y
K is much larger.
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ð41Þ

Finally, because SðNÞð;KÞðxÞ are linear functionals of UðNÞð;KÞð�;xÞ and
by continuity of the trace of UðNÞð;KÞð�;xÞ 2 H1ðDÞ on CB, the dia-
gram of convergences (39) holds. h

Proposition 3. Under the same standard regularity hypotheses (as
N!1) on the family of FE spaces XN as in Proposition 3, the fol-
lowing convergence holds

ð42Þ

Proof. Because SðNÞð;KÞðxÞ 2 L1P ðXÞ � L2
PðXÞ, we simply use the fol-

lowing estimates which hold for any two linear functionals S1; S2 of
random fields U1ð�;xÞ;U2ð�;xÞ in L1P ðX;XÞ and some positive con-
stant C0,

EPðS1Þ � EPðS2Þj j 6
Z

X
dPðxÞ

Z
CR

U1ð�;xÞ � U2ð�;xÞj j

6 jCRkjU1ð�;xÞ � U2ð�;xÞk0;@D�X; ð43Þ

VarP S1ð Þ � VarP S2ð Þj j
6 C0 max

i¼1;2
kUið�;xÞk0;@D�XkU1ð�;xÞ � U2ð�;xÞk0;@D�X ð44Þ

as well as the uniform bound (38) for all UðNÞð;KÞð�;xÞ;1 6 K 6K,
and the compactness of the trace mapping from H1ðDÞ into
L2ð@DÞ. h

Lastly, for all positive integer M, we define, akin to (4), M i.i.d.
copies ðSm

ðNÞð;KÞÞ16m6M of SðNÞð;KÞ and empirical estimators for the ex-
pected values ðEP SðNÞð;KÞ

� �
;VarP SðNÞð;KÞ

� �
Þ as

EM SðNÞð;KÞ
 �

¼ 1
M

XM

m¼1

Sm
ðNÞð;KÞ; ð45Þ

VM SðNÞð;KÞ
 �

¼ 1
M � 1

XM

m¼1

Sm
ðNÞð;KÞ � EM SðNÞð;KÞ

 �� �2
: ð46Þ

The results in (42) for real numbers ðEP SðNÞð;KÞ
� �

;VarP SðNÞð;KÞ
� �

Þ also
clearly hold P-a.s. for the discrete sums ðEM½SðNÞð;KÞ�;VM½SðNÞð;KÞ�Þ for
any M > 0; and by SLLN, it also P-a.s. holds:

EM ½SðNÞð;KÞ�;VM½SðNÞð;KÞ�
� �

!P�a:s:

M!1
EP SðNÞð;KÞ
� �

;VarP SðNÞð;KÞ
� �� �

:

Now, assume sufficient regularity on the PDE data such that the FE
approximations UNð�;xÞ are P-a.s. sufficiently close to Uð�;xÞ (for
some large N), and that furthermore the accuracy required in the
evaluation of the outputs EPðSð;KÞÞ;VarPðSð;KÞÞ (respectively
EM½Sð;KÞ�;VM½Sð;KÞ�) is provided by EPðSNð;KÞÞ;VarPðSNð;KÞÞ (respectively
EM½SNð;KÞ�;VM½SNð;KÞ�). Even then, the empirical estimations (45) and
(46) will still typically converge slowly: many evaluations of the FE
approximation are required (M should be large) for the empirical
estimations to be good approximations of the required statistical
outputs.

In addition, even if, for a given (supposedly large) M, empirical
estimations (45) and (46) are assumed both sufficiently close to the
required outputs and accessible to numerical computation for gi-
ven parameters j and Bið�;xÞ, the evaluation of EM ½SN� and
VM½SN� for many values of these parameters in a many-query con-
text is arguably prohibitive for a direct FE method.
In summary, the FE method with large N is too expensive to
permit the rapid evaluation of empirical estimations (45) and
(46), first for a given large M, and second for many values of the
(deterministic and stochastic) parameters j and Bið�;xÞ in a
many-query context in which M is fixed (presumably large).

Our reduced basis approach aims at reducing the computational
cost of multiple (many) FE computations – without sacrificing cer-
tified accuracy – by exploiting the parametric structure of the
problem through Offline–Online decompositions.

3.2. Reduced-basis approximation

3.2.1. A deterministic parametrized problem
As mentioned in the introduction, we would like to map the

sequence of random variables ðZkÞ16k6K in (22) to random solution
fields UðNÞð;KÞð�;xÞ, through the solutions uðNÞð;KÞð�; yðKÞÞ of deter-
ministic BVP PDE problems parametrized by deterministic coeffi-
cients yðKÞ, invoking the Doob–Dynkin lemma [37].

Moreover, we would like to study variations of the statistical
outputs on an ‘‘additional” deterministic parameter ., correspond-
ing to many given values of the (deterministic and stochastic)
parameters j and Bið�;xÞ; this has also been mentioned previously.
In the following, we take as ‘‘additional” deterministic parameter

. ¼ ðj;BiÞ 2 K.:

We recall that truncations at order K of Y ¼ ðYkÞ16k6K (1 6 K 6K)
have been defined in the introduction as

YKðxÞ :¼ ðY1ðxÞ; . . . ; YKðxÞ;0;0; . . .Þ; where

YkðxÞ ¼ �
ffiffiffiffiffi
kk

p
ZkðxÞ; 1 6 k 6 K:

We also recall that has been set

y :¼ ðy1; y2 . . .Þ 2 Ky � N

such that for all finite positive integer 1 6 K 6K;

yK :¼ ðy1; . . . ; yK ;0; 0; . . .Þ 2 Ky and the range Ky is the cylinder

Ky :¼ �
ffiffiffi
3
p

�
ffiffiffiffiffi
k1

p
;þ

ffiffiffi
3
p

�
ffiffiffiffiffi
k1

ph i
� �

ffiffiffi
3
p

�
ffiffiffiffiffi
k2

p
;þ

ffiffiffi
3
p

�
ffiffiffiffiffi
k2

ph i
�����RK:

It is important to note that when the eigenvalues kk decay rapidly
with k, the extent 2

ffiffiffi
3
p

�
ffiffiffiffiffi
kk
p

of the intervals ½�
ffiffiffi
3
p

�
ffiffiffiffiffi
kk
p

;þ
ffiffiffi
3
p

�
ffiffiffiffiffi
kk
p
�

will also shrink rapidly. This small range in the yk for larger k is
one of the reasons the RB approximation developed subsequently
will converge quickly.6 A function bið�; Bi; yÞ has been defined on
the boundary, parametrized by Bi and by the deterministic parame-
ters yk 2 ½�

ffiffiffi
3
p

�
ffiffiffiffiffi
kk
p

;þ
ffiffiffi
3
p

�
ffiffiffiffiffi
kk
p
� (1 6 k 6 K 6K)

biðx; Bi; yÞ :¼ Bi GðxÞ þ
XK
k¼1

ykUkðxÞ
 !

; 8x 2 @D; ð47Þ

note that the function bið�; Bi; yÞ is well defined since, by assump-
tion, the series (47) absolutely converges in L1ðCBÞ for a.e. y 2 Ky

(see Section 2.4.2). Lastly, we denote the full parameter as
l :¼ ðj;Bi; yÞ 2 Kl with countably (possibly infinite) entries, and
truncated versions with K þ 2 entries (for any finite integer
1 6 K 6K)

lK :¼ ðj;Bi; yKÞ 2 Kl 
 K. �Ky
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where K. � 2
>0 denotes the range of . ¼ ðj;BiÞ (at this point,

there is no a priori assumption on K.: it is some subset of 2
>0 that

will be made precise later in the numerical part).
Let us now introduce a deterministic BVP PDE problem param-

etrized by the deterministic (full) parameter l 2 Kl. For every
l 2 Kl, with notations obviously in accordance with the previous
Section 3.1, we define uðlÞ;u;KðlKÞ 2 X and uNðlÞ;uN;KðlKÞ 2 XN

as solutions to the respective variational formulations

aðuðNÞð;KÞðlðKÞÞ;v ;lðKÞÞ ¼ f ðvÞ; 8v 2 XðNÞ; ð48Þ

where the subscripts ðNÞ and ðKÞ are simultaneoulsy active every-
where or not, and where the functional f ð�Þ and the parametrized
bilinear form að�; �; lÞ are given by:

f ðvÞ ¼
Z

CR

v ; 8v 2 X; ð49Þ

aðw;v; lÞ ¼
Z
D1

rw � rv þ j
Z
D2

rw � rv

þ
Z

CB

bið�; Bi; yÞwv ; 8w; v 2 X: ð50Þ

We may then define our realization output as

sðNÞð;KÞðlðKÞÞ ¼ f uðNÞð;KÞðlðKÞÞ
� �

: ð51Þ

Clearly, there exists a sequence M of random variables in L1P ðXÞ, with
range Kl such that for a.e. x in X it holds MðxÞ ¼ ðj;Bi;YðxÞÞ.
We then define truncations such that P-a.s., 81 6 K 6K

MKðxÞ ¼ ðj;Bi;YKðxÞÞ;
which implies in return, provided UðNÞð;KÞð�;xÞ is well defined, that
P-a.s. holds

uðNÞð;KÞðMðKÞðxÞÞ ¼ UðNÞð;KÞð�;xÞ; sðNÞð;KÞðMðKÞðxÞÞ ¼ SðNÞð;KÞðxÞ:

Moreover, for each M > 0, we define M i.i.d. copies ðMmÞ16m6M of the
random variable M such that the empirical estimations

EM½sðNÞð;KÞðMðKÞÞ� ¼
1
M

XM

m¼1

sðNÞð;KÞðMm
ðKÞÞ; ð52Þ

VM ½sðNÞð;KÞðMðKÞÞ� ¼
1

M � 1

XM

m¼1

EM½sðNÞð;KÞ� � sðNÞð;KÞðMm
ðKÞÞ

� �2
; ð53Þ

coincide P-a.s. with EM ½SðNÞð;KÞ� and VM½SðNÞð;KÞ� as statistical approx-
imations of the expected value and variance EP SðNÞð;KÞ

� �
and

VarP SðNÞð;KÞ
� �

, respectively. Note that all the convergence results
established in the previous Section 3.1 for N;K !1 still hold for
sðNÞð;KÞðlðKÞÞ and a fixed parameter value l.

In the following, we shall develop a Reduced Basis (RB) approx-
imation and associated a posteriori error estimator which will per-
mit rapid and reliable evaluation of the empirical approximations
(52) and (53) for the outputs of interest (the expected value and
variance ðEPðSÞ;VarPðSÞÞ). Our RB approximation will be based
upon, and the RB error will be measured relative to, the FE approx-
imation uN;KðlKÞ of (48), for a fixed parameter value l 2 Kl. Note
we assume that N is chosen sufficiently large a priori to provide
the desired accuracy relative to the exact solution; we shall thus
concentrate our a posteriori estimation and control on the RB
approximation and on the KL truncation (note it is very simple to
change the order of KL truncation in a strong–weak formulation).
As we shall see, the total RB cost (Offline and Online, see Section
3.4) will actually depend rather weakly on N, and hence N may
be chosen conservatively.

3.2.2. RB approximation
Let Nmax n X-orthonormalized basis functions fn 2 XN;1 6 n 6

NmaxðNmax 6NÞ be given, and define the associated hierarchical
Lagrange [41] RB spaces XN � XN;1 6 N 6 Nmax, as
XN ¼ span ffn;1 6 n 6 Ng; N ¼ 1; . . . ;Nmax: ð54Þ

In practice (see Section 3.4), the spaces XN will be generated by a
Greedy sampling procedure [32,43]; for our present purpose, how-
ever, XN can in fact represent any sequence of (low-dimensional)
hierarchical approximation spaces. Let the KL expansion of the ran-
dom input field be truncated at some finite order K, the ðN;KÞ-RB
approximation of the problem (48) then reads: Given l 2 Kl, we
look for an RB approximation uN;KðlKÞ 2 XN such that

aKðuN;KðlKÞ; v;lKÞ ¼ f ðvÞ; 8v 2 XN: ð55Þ

We then calculate the RB realization output as

sN;KðlKÞ ¼
Z

CR

uN;KðlKÞ: ð56Þ

The RB output will be evaluated in the Online stage, by the proce-
dure described in Section 3.4, with a computational cost depending
on N and K but not on N: hence, for small N and K, the RB approx-
imation can be significantly less expensive than the FE
approximation.

We shall use this RB approximation to approximate the ex-
pected value and variance of the output of interest, for sufficiently
large integer M > 0, through the empirical estimations

EM ½sN;KðMKÞ� ¼
1
M

XM

m¼1

sN;KðMm
K Þ; ð57Þ

VM½sN;KðMKÞ� ¼
1

M � 1

XM

m¼1

EM½sN;KðMðKÞÞ� � sN;KðMm
K Þ

� �2
: ð58Þ

In the next section we develop rigorous a posteriori bounds for these
quantities relative to EM ½sðNÞ;ðKÞðMðKÞÞ� and VM ½sðNÞ;ðKÞðMðKÞÞ�,
respectively.

3.3. A posteriori error estimation

3.3.1. Error bounds for the RB output
We note from (55) that, for any l 2 Kl, the residual rðv ;lKÞ

associated with uN;KðlKÞ reads

rðv ;lKÞ ¼ f ðvÞ � aðuN;KðlKÞ; v; lKÞ; 8v 2 XN; ð59Þ

the dual norm of the residual (defined over the FE ‘‘truth” space) is
given by

krð�; lKÞkX0N
¼ sup

v2XN

rðv; lKÞ
kvkX

: ð60Þ

We next introduce a bilinear form parametrized by the determinis-
tic parameter . ¼ ðj;BiÞ but independent of the parameter y,

aCðw;v ; ðj;BiÞÞ ¼
Z
D1

rw � rv þ j
Z
D2

rw � rv þ Bi
2

Z
CB

GðxÞwv ;

8w; v 2 XN; ð61Þ

such that, since BiKðx; yKÞP BiGðxÞ=2;8x 2 CB, by (27) (assumption
H5)

aCðv; v; ðj;BiÞÞ 6 aðv;v ;lKÞ; 8l 2 Kl; 8v 2 XN; 81 6 K 6K:

Denoting aðlKÞ the coercivity constant associated with að�; �; lKÞ, it
follows

aCðj;BiÞ ¼ inf
v2XN

aCðv; v ; ðj;BiÞÞ
kvk2

X

6 aðlKÞ :¼ inf
v2XN

aðv; v; lKÞ
kvk2

X

; 8l 2 Kl:

ð62Þ

It should be noted that aCðj;BiÞ depends only on the deterministic
parameters j and Bi, not on the (ultimately mapped to a random)
parameter yK ! The following result is standard [6,32,43].
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Proposition 4. Given a computable lower bound aLB for aCðj;BiÞ,
thus also for aðlKÞ;8l 2 Kl, the following a posteriori estimates hold
for all positive integers N;N;K

kuN;KðlKÞ � uN;KðlKÞkX 6 DN;KðlKÞ 

krð�; lKÞkX0N

aLB
; ð63Þ

jsN;KðlKÞ � sN;KðlKÞj 6 Ds
N;KðlKÞ 


krð�; lKÞk
2
X0N

aLB
: ð64Þ
3.3.2. Error bounds for the KL truncation effect

We now bound the error jsNðlÞ � sN;KðlKÞj due to the trunca-
tion of the KL expansion for any l 2 Kl, where lK is the truncated
version that retains the K þ 2 first entries of l.

Proposition 5. With the same lower bound aLB as in Proposition 4,
8l 2 Kl, holds for all positive integer N;N;K

jsNðlÞ� sN;KðlKÞj6Dt
N;KðlK Þ


BisKcN

aLB
kfkX0N

kuN;KðlKÞkXþDN;KðlKÞ
� �

;

ð65Þ

where DN;KðlÞ is the error bound defined above in (63) for
kuN;KðlKÞ � uN;KðlKÞkXN

and sK is the bound introduced in (28).

Proof. First note that

jsNðlÞ � sN;KðlKÞj ¼ jf ðuNðlÞ � uN;KðlKÞÞj
6 kfkX0N

kuNðlÞ � uN;KðlKÞkX : ð66Þ

Then, to get (65), we now show that the last term is bounded by

kuNðlÞ � uN;KðlKÞkX 6
Bi sKcN

aLB
kuN;KðlKÞkX þ DN;KðlKÞ
� �

; ð67Þ

where Bi sK is the error bound for kbið�; Bi; yÞ � bið�; Bi; yKÞkL1ðCBÞ
introduced in (28) and cN is the continuity constant for the trace
application XN ! CB already defined in (31).

To prove (67), we substract the truncated and full problems (48)
after FE discretization, and choose v ¼ eN;KðlÞ¼uNðlÞ�uN;KðlKÞ
as test function. We obtain

aðeN;KðlÞ; eN;KðlÞ;lÞ

¼ �
Z

CB

ðbið�; Bi; yÞ � biKð�; Bi; yKÞÞ uN;KðlKÞ eN;KðlÞ: ð68Þ

Furthermore, the left-hand side (LHS) of (68) is bounded below by

LHS P aCðeN;KðlÞ; eN;KðlÞ; ðj;BiÞÞP aLBkeN;KðlÞk2
X ; ð69Þ

and the right-hand side (RHS) of (68) is bounded above by

RHSj j 6 BisKkuN;KðlKÞkL2ðCBÞkeN;KkL2ðCBÞ

6 Bi sKcNkuN;KðlKÞkXkeN;KðlÞkX

6 BisKcN kuN;KðlKÞkX þ DN;KðlKÞ
� �

keN;KðlÞkX : ð70Þ

The desired result (67) follows directly from (68)–(70). h
3.3.3. Error bounds for the expected value and variance
Using the notations introduced in (64) and (65) we have, from

the triangle inequality,

jsNðlÞ � sN;KðlKÞj 6 Do
N;KðlKÞ :¼ Ds

N;KðlKÞ þ Dt
N;KðlKÞ: ð71Þ

Thus we obtain the error bound for the error in the expected value
P-a.s. as

EM½sNðMÞ� � EM½sN;KðMKÞ�
�� ��
6 Do

E½sN;KðMKÞ� :¼ Ds
E½sN;KðMKÞ� þ Dt

E½sN;KðMKÞ�; ð72Þ
using M i.i.d. (truncated) copies ðMmÞ16m6M of M, and the following
random variables:

Ds
E½sN;KðMKÞ� 


1
M

XM

m¼1

Ds
N;KðMm

K Þ;

Dt
E½sN;KðMKÞ� 


1
M

XM

m¼1

Dt
N;KðMm

K Þ: ð73Þ

The error bound (72) consists of the RB estimate (64) and the KL
truncation estimate (65). The two estimates depend on both N
and K but in different ways: the former will decrease rapidly with
increasing N and typically increase with increasing K, while the lat-
ter will decrease rapidly with increasing K.

For the error bound in the variance, we introduce a function of
l 2 Kl (recall (71))

s�N;KðlKÞ :¼ sN;KðlKÞ � Do
N;KðlKÞ; ð74Þ

a random variable that is a sum of MC estimators:

E�M ½sN;KðMKÞ� :¼ EM½sN;KðMKÞ� � Do
E½sN;KðMKÞ�; ð75Þ

and random variables parametrized by lK 2 Kl

AN;KðMK ; lKÞ :¼ EþM½sN;KðMKÞ� � s�N;KðlKÞ;
BN;KðMK ;lKÞ :¼ E�M½sN;KðMKÞ� � sþN;KðlKÞ;

CN;KðMK ; lKÞ :¼

0 if ½s�N;KðlKÞ; sþN;KðlKÞ�
\ E�M ½sN;KðMKÞ�


;

EþM ½sN;KðMKÞ�
�

– ;
minfjAN;KðMK ; lKÞj; jBN;KðMK ;lKÞjg otherwise

8>>><>>>: ;

DN;KðMK ;lKÞ :¼maxfjAN;KðMK ;lKÞj; jBN;KðMK ; lKÞjg:
ð76Þ

We thus have P-a.s.

C2
N;KðMK ;lKÞ 6 ðEM½sNðMKÞ� � sNðlKÞÞ

2
6 D2

N;KðMK ;lKÞ; ð77Þ

and hence after summation, also P-a.s.

VLB
M ½sN;KðMKÞ� 6 VM½sNðMKÞ� 6 VUB

M ½sN;KðMKÞ�; ð78Þ

where we have used the MC estimators

VLB
M ½sN;KðMKÞ� :¼

1
M � 1

XM

m¼1

C2
N;KðMK ;Mm

K Þ;

VUB
M ½sN;K � :¼

1
M � 1

XM

m¼1

D2
N;KðMK ;Mm

K Þ; ð79Þ

with the same collection fMm
K g as in the MC estimators (76).

Thus we obtain P-a.s. a bound for the error in the variance as

VM½sNðMKÞ� � VM½sN;K �ðMKÞ
�� �� 6 Do

V ½sN;KðMKÞ� ð80Þ

with

Do
V ½sN;KðMKÞ� 
max jVM½sN;KðMKÞ��VUB

M ½sN;KðMKÞ�j; jVM ½sN;KðMKÞ�
n

�VLB
M ½sN;KðMKÞ�j

o
: ð81Þ

This variance error bound also includes both an RB contribution and
a KL truncation contribution.

Finally, although it is not our main goal, we point out that with-
out consideration of the KL truncation effect we may also obtain
the error bounds (at fixed K)

EM ½sN;KðMKÞ� � EM½sN;KðMKÞ�
�� �� 6 Ds

E½sN;KðMKÞ�;
VM ½sN;KðMKÞ� � VM½sN;KðMKÞ�
�� �� 6 Ds

V ½sN;KðMKÞ�:
ð82Þ

Here Ds
E½sN;KðMKÞ� is given by (73), and Ds

V ½sN;KðMKÞ� is defined in the
same way as Do

V ½sN;KðMKÞ� but replacing Do
N;KðlKÞ with Ds

N;KðlKÞ in
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(74) and Do
E½sN;K � with Ds

E½sN;K � in (75). We introduce the contribution
due to the KL truncation to the variance error bound (80) as

Dt
V ½sN;KðMKÞ� 
 Do

V ½sN;KðMKÞ� � Ds
V ½sN;KðMKÞ�: ð83Þ
3.4. Offline–Online computational approach

3.4.1. Construction–Evaluation decomposition
The system (55) comprises N linear algebraic equations in N un-

knowns. However, its formation involves entities fn;1 6 n 6 N;
associated with the N-dimensional FE approximation space. If
we must invoke FE fields in order to form the system for each
new value of l, the marginal cost per input–output evaluation
l! sN;KðlKÞ will remain unacceptably large. Fortunately, we can
compute this output very efficiently by constructing Offline–On-
line procedures [32,42,43], as we now discuss.

First, we note that the bilinear form aK as introduced in (50) can
be expressed as the following ‘‘affine” decomposition

aðw;v; lKÞ ¼
XKþ3

k¼1

HkðlKÞakðw; vÞ; 8w; v 2 X: ð84Þ

Here H1ðlKÞ ¼ 1;H2ðlKÞ ¼ j;H3ðlKÞ ¼ Bi, and H3þkðlKÞ ¼ Bi yk;

1 6 k 6 K , are parameter-dependent functions, and
a1ðw;vÞ ¼

R
D1
rw �rv ;a2ðw;vÞ ¼

R
D2
rw � rv;a3ðw;vÞ ¼

R
CB

GðxÞwv ,
and a3þkðw;vÞ ¼

R
CB

Ukð�Þwv ;16 k6 K , are parameter-independent
bilinear forms. Note the crucial role of the ‘‘separable” (in x and
x) form of the KL expansion is ensuring an affine representation;
the affine representation is, in turn, crucial to the Offline–Online
strategy.

We next express uN;KðlKÞ ¼
PN

m¼1cN;K;mðlKÞfm, choose v ¼ fn;

1 6 n 6 N, and invoke the affine representation (84) to write the
system (55) asXN

m¼1

XKþ3

k¼1

HkðlKÞakðfm; fnÞ
 !

cN;K;mðlKÞ ¼ f ðfnÞ; 1 6 n 6 N; ð85Þ

and subsequently evaluate our RB output as

sN;KðlKÞ ¼
XN

n¼1

cN;K;nðlKÞf ðfnÞ: ð86Þ

We observe that the quantities akðfm; fnÞ and f ðfnÞ are independent
of l and thus can be pre-computed in a Construction–Evaluation
decomposition.

In the Construction phase, we form and store the f ðfnÞ and
akðfm; fnÞ, 1 6 n;m 6 Nmax;1 6 k 6 K þ 3. In the Evaluation phase,
we first perform the sum

PKþ3
k¼1 HkðlKÞakðfm; fnÞ, we next solve the

resulting N � N system (85) to obtain the cN;K;nðlKÞ;1 6 n 6 N,
and finally we evaluate the output (86). The operation count for
the Evaluation phase is OððK þ 3ÞN2Þ to perform the sum, OðN3Þ
to invert (85), and finally OðNÞ to effect the inner product (86);
the storage for the Evaluation phase (the data archived in the Con-
struction phase) is only OðNmax þ ðK þ 3ÞN2

maxÞ. The Evaluation cost
(operation cost and storage) – and hence marginal cost and also
asymptotic average cost – to evaluate l! sN;KðlKÞ is thus inde-
pendent of N. The implications are twofold: first, if N and K are in-
deed small, we shall achieve very fast response in many-query
contexts (in which the initial Offline investment is eventually
‘‘forgotten”); second, we may choose N very conservatively – to
effectively eliminate the error between the exact and FE predic-
tions – without adversely affecting the Evaluation (marginal) cost.

The Construction–Evaluation for the error bounds is a bit more
involved. To begin, we note from standard duality arguments
that krð�;lKÞkX0N

¼ kRN;KðlKÞkX ; here RN;KðlKÞ 2 XN satisfies
ðRN;KðlKÞ;vÞX ¼ rðv;lKÞ;8v 2XN, where rðv ;lKÞ
 f ðvÞ�aðuNðlÞ;
v ;lKÞ;8v 2XN, is the residual introduced earlier. We can thus ex-
press (63) and (64) as
DN;KðlKÞ ¼
kRN;KðlKÞkX

aLB
; and Ds

N;KðlKÞ ¼
kRN;KðlKÞk

2
X

aLB
: ð87Þ

There are two components to the error bounds: the dual norm of
the residual, kRN;KðlKÞkX , and our lower bound for the coercivity
constant, aLB. The Construction–Evaluation decomposition for the
coercivity constant lower bound is based on the Successive Con-
straint Method (SCM) described in detail in [7,21,43]. We focus here
on the Construction–Evaluation decomposition for the dual norm of
the residual and express our residual rðv ;lKÞ in terms of (84)

ðRN;KðlÞ;vÞX ¼ f ðvÞ �
XKþ3

k¼1

XN

n¼1

HkðlÞcN;K nðlÞakðfn;vÞ; 8v 2 X;

and hence obtain by linear superposition

RN;KðlKÞ ¼ z0 þ
XKþ3

k¼1

XN

n¼1

HkðlKÞcN;K;nðlKÞzk
n;

where ðz0;vÞX ¼ f ðvÞ, and ðzk
n;vÞX ¼ �akðfn; vÞ;8v 2 XN;1 6 n 6 N;

1 6 k 6 K þ 3, thus

kRN;Kk2
X ¼ ðz0; z0ÞX þ 2

XKþ3;N

k;n¼1

HkðlKÞcN;K nðlKÞðzk
n; z0ÞX

þ
XKþ3;Kþ3;N;N

k;k0 ;n;n0¼1

HkðlKÞcN;K;nðlKÞHk0 ðlKÞcN;K;n0 ðlKÞðzk
n; z

k0

n0 ÞX :

Since the ð�; �ÞX inner products are independent of l, we can pre-
compute these quantities in the Construction–Evaluation
decomposition.

In the Construction phase – parameter independent, and per-
formed only once – we find z0; zk

n;1 6 k 6 K þ 3;1 6 n 6 N, and
then form and store the inner products ðz0; z0ÞX ; ðzk

n; z0ÞX ;
1 6 k 6 K þ 3;1 6 n 6 N, and ðzk

n; z
k0
n0 ÞX , 1 6 k; k0 6 K þ 3;1 6 n;

n0 6 N. Then, in the Evaluation phase – given any desired value
of lK – we simply evaluate (87) from the summation (88) and
the SCM evaluation for aLB at cost OððK þ 3Þ2N2Þ. The crucial point,
again, is that the cost and storage in the Evaluation phase – the
marginal cost for each new value of l – is independent of N: thus
we cannot only evaluate our output prediction but also our rigor-
ous output error bound very rapidly in the many-query (or real-
time) context.

Finally, the error bound Dt
N;KðlKÞ of (65) requires additional

quantities: sK ; cN; kfkX0N
, and kuN;KðlKÞkX . Note the first three quan-

tities are independent of l: sK can be pre-computed for any
1 6 K 6K from the expansion (28); cN can be pre-computed from
the eigenvalue problem (32); and finally kfkX0N

can be pre-com-
puted (by duality) as a standard FE Poisson problem. We note fur-
ther that

kuN;KðlKÞk
2
X ¼

XN;N
n;n0¼1

cN;K;nðlKÞcN;K;n0 ðlKÞðfn; fn0ÞX ; ð89Þ

which readily admits a Construction–Evaluation decomposition;
clearly, the Evaluation-phase summation (89) requires only OðN2Þ
operations. In summary, in the Evaluation phase, we can evaluate
sN;KðlKÞ;D

s
N;KðlKÞ;D

t
N;KðlKÞ, and Do

N;KðlKÞ at total cost OðN3þ
ðK þ 3Þ2N2Þ operations.

3.4.2. Greedy sampling
Finally, we turn to the construction of our reduced basis

fn;1 6 n 6 Nmax: we pursue a very simple but also very effective
Greedy procedure [43]. To initiate the Greedy procedure we specify
a very large (exhaustive) ‘‘train” sample of ntrain points in Kl;Ntrain,
a maximum RB dimension Nmax, and an initial (say, random) sam-
ple S1 ¼ fl1g and associated RB space X1. (In actual practice, we
typically specify an error tolerance-cum-stopping criterion which



Fig. 2. Eigenvalues kk as functions of k.

Fig. 3. Four realizations of the Biot number x! biðx; Bi ¼ 0:5; yK
i Þ � 1 6 i 6 4.
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then implicitly determines Nmax.) We specify K ¼K (in practice, fi-
nite) for the Greedy algorithm described below.

Then, for N ¼ 1; . . . ;Nmax: Step (1) find lNþ1 ¼ arg maxl2Ntrain

DN;KðlÞ; Step (2) update SNþ1 ¼ SN [ lNþ1 and XNþ1 ¼ XNþ
spanfuN;KðlNþ1Þg. The heuristic is simple: we append to our sam-
ple the point lNþ1 which is least well represented by the space XN

(as predicted by the error bound associated with our RB Galerkin
approximation). In practice, the basis must be orthogonalized with
respect to the ð�; �ÞX inner product; the algebraic system then inher-
its the conditioning properties of the underlying partial differential
equation. Note that the Greedy automatically generates hierarchi-
cal spaces XN;1 6 N 6 Nmax, which is computationally very
advantageous.

The important point to note from the computational perspec-
tive is that the operation count for a few Nmax �Nk steps of the
Greedy algorithm (using truncations at order K ¼K�Nk) is
OðNk þ ntrainÞ and not OðNkntrainÞ (where OðNkÞ is the complexity
for numerically solving one system of size N�N) – and hence
much less expensive than classical approaches such as the KL (here
Proper Orthogonal Decomposition, or POD) expansion for the sam-
ple ðuN;KðlÞÞl2Ntrain

. The reason is simple: in Step (1), to calculate
DN;KðlÞ over Ntrain, we invoke the Construction–Evaluation decom-
position to obtain (per Greedy cycle) an operation count of
OðNKNkÞ þ ntrainOðK2N2Þ. (Of course, much of the computational
economies are due not to the Greedy itself, but rather to the
accommodation within the Greedy of the inexpensive error
bounds.) As a result, we can take ntrain very large – often 104 or lar-
ger – particularly important for the high – K þ P. – dimensional
parameter domains encountered in the SPDE context (here P. is
dimension of the deterministic parameter .). Furthermore, exten-
sive numerical results for a wide variety of problems indicate that
the Greedy RB space XN is typically as good as more global (and
provably optimal) approaches such as the POD [43]. (Of course,
the latter result is norm dependent: the Greedy prefers L1ðNtrainÞ,
whereas the POD expansion is optimal in L2ðNtrainÞ.)

3.4.3. Offline–Online stages
Finally, we delineate Offline and Online stages. The Offline stage

comprises the Greedy sampling strategy, and thus appeals to both
the Construction and Evaluation phases. The Online stage includes
all subsequent evaluations of the RB output and output error
bound for many-query computations: it involves only the Evalua-
tion phase, and hence will be extremely rapid.

We now discuss the implications for the MC sums required for
the evaluation of our statistical outputs – the focus of the current
paper. In particular, it is clear the total operation count – Offline
and Online – to evaluate EM½sN;KðMKÞ�;VM ½sN;KðMKÞ�;Do

E½sN;KðMKÞ�
and Do

V ½sN;KðMKÞ� for J different values of . ¼ ðj;BiÞ scales as

WOfflineðNmax;K;NÞ þWOnlineðJ;M;N;KÞ where

WOfflineðN;K;NÞ ¼ OðNKNkÞ þ ntrainOðK2N2Þ and

WOnlineðJ;M;N;KÞ ¼ JM � OðN3 þ K2N2Þ:

Thus as either M !1 or J !1 and in particular as J;M !1 –
many evaluations of our statistical output – WOffline �WOnline. We
further note that if N;K �N then WOnline �WFE 
 JMðOðNkÞÞ,
where WFE is the operation count for standard FE evaluation of
the MC sums. Hence the interest in the RB approach. In addition,
here are two final observations. First, a ‘‘con”: as we consider less
smooth covariance functions with less rapidly decaying spectra
not only – for a fixed desired accuracy – will K increase, but also
N will increase (due to the more extended domain Ky

K ). Clearly for
sufficiently non-smooth covariances the RB approach will no longer
be competitive. Second, a ‘‘pro”: the a posteriori error bounds will
permit us to choose N and K minimally – for minimum computa-
tional effort – without sacrificing accuracy and certainty.
3.5. Numerical results

In this section, we present numerical results for the model
problem described in Section 3.1. We consider a homogeneous ran-
dom input field with:

� a uniform mean, thus GðxÞ 
 1,
� and a finite-rank covariance kernel CovPðBiÞðx; yÞ that coincides

with the first K ¼ 25 terms in the KL expansion of ðBi� Þ2e�
ðx�yÞ2

d2 .

The ‘‘additional” deterministic parameter . ¼ ðj;BiÞ shall take
value in the range K. ¼ ½0:1;10� � ½0:1;1�. For the ‘‘truth” FE
approximation, we use a regular mesh with quadratic elements
and N ¼ 6882 degrees of freedom.

First, we choose d ¼ 0:5 (recall that the length of CB is 4, and
hence d is reasonably ‘‘small”) – we shall subsequently consider
even smaller d.

We calculate the eigenvalues and eigenvectors of CovPðBiÞðx; yÞ
using the standard (Matlab�) Arpack routines. We present in Fig. 2
the eigenvalues kk as a function of k; we observe that the eigen-
values decay exponentially with respect to k2, which is in good
agreement with theoretical bounds [45]. Then, to satisfy our
assumption (27), we set s0 ¼ 1

2 which yields the requirement
� 6 �max 
 0:058. In the following numerical example, we choose
� ¼ �max 
 0:058 .

We first report results for the case j ¼ 2:0 and Bi ¼ 0:5 . We
show in Fig. 3 four realizations ðbiðx; Bi; yK

i ÞÞ16i64 of the Biot num-
ber, and in Fig. 4 the corresponding temperature fields uN;Kðli

KÞ
(where K ¼K).



Fig. 4. The temperature field uN;K ðliÞ for four different realizations li ¼ ðji;Bi ¼ 0:5; yiÞ � 1 6 i 6 4 – when K ¼K, corresponding to the four realizations of bið�; Bi ¼ 0:5; yK
i Þ

in Fig. 3.
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RB approximation: we present in Fig. 5 the five leading basis
functions ðfnÞn¼1;2;...;5 obtained by pursuing the Greedy sampling
procedure over a training set Ntrain of ntrain ¼ 10;000 parameter
points randomly selected with uniform law in the parameter space
Kl. Note ntrain ¼ 10;000 is arguably adequate given the rapid decay
of the eigenvalues. In any event, our a posteriori error bounds will
certify (in the Online stage) the accuracy of our RB predictions. The
Greedy procedure terminates when a maximum number of basis
functions Nmax ¼ 18 is reached, while the maximum error bound
DN;K;max ¼maxl2Ntrain

DN;KðlÞ is less than 5� 10�3.
Fig. 5. The five leading RB basis functions ðfnÞn¼1;2;...;5, ordered from left to right as s
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Fig. 6. Outputs EM ½sN;K ðMK Þ�;VM ½sN;K ðMK Þ�
Statistical outputs: we present in Fig. 6 the expected value and
variance as a function of M, obtained for N ¼ 10 and K ¼ 20 (note
that we do not need to repeat the Offline stage for different M.) We
next choose M ¼ 10;000 for our Monte-Carlo sums. We show in
Table 1 the expected value and associated error bound for the inte-
grated temperature at the bottom surface of the fin as a function of
Nð6 NmaxÞ and Kð6KÞ. Table 2 displays the corresponding vari-
ance and associated error bound. Fig. 7a and b show the error
bounds for the expected value and variance, respectively.
uccessively chosen (and orthonormalized) by the Greedy sampling procedure.

0 2000 4000 6000 8000 10000

4.2

4.25

4.3

4.35

4.4

4.45

4.5

4.55

4.6
x 10−3

as functions of M, with . ¼ ð2:0;0:5Þ.



Table 1
Expected value EM ½sN;K ðMK Þ� and error bound Do

E½sN;K ðMK Þ� for different values of the RB dimension N and of the KL truncation order K with . ¼ ðj ¼ 2:0;Bi ¼ 0:5Þ.

N K = 5 K = 10 K = 15 K = 20

EM ½sN;K � Do
E½sN;K � EM ½sN;K � Do

E½sN;K � EM ½sN;K � Do
E½sN;K � EM ½sN;K � Do

E½sN;K �

2 3.2602 4:74� 100 3.2599 2:23� 100 3.2600 1:59� 100 3.2600 1:51� 100

4 3.6920 2:20� 100 3.6947 5:08� 10�1 3.6941 7:18� 10�2 3.6942 1:60� 10�2

6 3.6972 2:09� 100 3.6974 4:76� 10�1 3.6979 5:80� 10�2 3.6966 4:54� 10�3

8 3.6981 2:09� 100 3.6975 4:74� 10�1 3.6969 5:77� 10�2 3.6986 4:33� 10�3

10 3.6974 2:08� 100 3.6977 4:71� 10�1 3.6976 5:69� 10�2 3.6978 3:94� 10�3

12 3.6973 2:07� 100 3.6976 4:70� 10�1 3.6981 5:68� 10�2 3.6976 3:90� 10�3

14 3.6975 2:07� 100 3.6974 4:70� 10�1 3.6977 5:68� 10�2 3.6978 3:89� 10�3

Table 2
Variance VM ½sN;K ðMK Þ� and error bound Do

V ½sN;K ðMK Þ� for different values of the RB dimension N and of the KL truncation order K with . ¼ ðj ¼ 2:0;Bi ¼ 0:5Þ.

N K = 5 K = 10 K = 15 K = 20

VM ½sN;K � Do
V ½sN;K � VM ½sN;K � Do

V ½sN;K � vM ½sN;K � Do
V ½sN;K � VM ½sN;K � Do

V ½sN;K �

2 0.0039 9:38� 10�1 0.0041 4:38� 10�1 0.0041 3:23� 10�1 0.0041 3:00� 10�1

4 0.0039 4:54� 10�1 0.0045 1:11� 10�1 0.0045 1:56� 10�2 0.0045 3:52� 10�3

6 0.0037 4:05� 10�1 0.0043 1:02� 10�1 0.0043 1:23� 10�2 0.0043 9:89� 10�4

8 0.0037 4:05� 10�1 0.0043 1:08� 10�1 0.0043 1:26� 10�2 0.0043 9:09� 10�4

10 0.0038 4:16� 10�1 0.0043 9:72� 10�2 0.0043 1:24� 10�2 0.0043 8:32� 10�4

12 0.0038 4:16� 10�1 0.0043 9:72� 10�2 0.0043 1:24� 10�2 0.0043 8:36� 10�4

14 0.0038 4:12� 10�1 0.0043 9:72� 10�2 0.0043 1:23� 10�2 0.0043 8:46� 10�4

a b

Fig. 7. (a) Do
E ½sN;K ðMK Þ� and (b) Do

V ½sN;K ðMK Þ� as functions of N and K; . ¼ ð2:0;0:5Þ.
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ðN;KÞ-variations: we observe that the error bounds
Do

E½sN;KðMKÞ� and Do
V ½sN;KðMKÞ� depend on N and K in a strongly cou-

pled manner: for a fixed value of K the error bounds initially de-
crease with increasing N and then level off for N large; when the
error bounds no longer improve with increasing N, increasing K
further reduces the error. This behavior of the error bounds is ex-
pected since the accuracy of our predictions is limited by both
the RB error bound Ds

N;KðlÞ and the KL truncation error bound
Dt

N;KðlÞ: the former decreases rapidly with increasing N only while
the latter decreases rapidly with increasing K only. We note that
the KL truncation error bounds, Dt

E½sN;KðMKÞ� and Dt
V ½sN;KðMKÞ�,

dominate the RB error bounds Ds
E½sN;KðMKÞ� and Ds

V ½sN;KðMKÞ�,
respectively, as shown in Figs. 8 and 9.

Reduction efficiency: the expectation and variance error
bounds (and the actual errors) decrease very rapidly as both N
and K increase (such a rapid convergence is expected because the
solution is very smooth with respect to the Biot number Bi and also
because the eigenvalues decay rapidly). For N ¼ 10 and K ¼ 20 the
error bounds for the expected value and variance are 3:94� 10�3

(corresponding to a relative error of 0.1%) and 8:32� 10�4 (corre-
sponding to a relative error of 20%), respectively, while the RB
computational savings (including both Offline and Online effort)
relative to the FE method is more than a factor of 1

45. In the limit
J !1 of many ðj;BiÞ-queries, or M !1 for better accuracy in
the MC evaluations, the RB savings will approach 1

200 – which re-
flects just the Online effort. The ðN ¼ 10;K ¼ 20Þ-statistical results
can be obtained Online in only 70 s (for a given ðj;BiÞ) on a Pen-
tium IV 1.73 GHz; it would take roughly 4 h for the FE method to
perform the same calculation.

We see that for j ¼ 2:0 and Bi ¼ 0:5, the standard deviation of
the integrated temperature is less than 2% of the expected inte-
grated temperature; we can conclude that, for this value of j and
Bi, uncertainties in Bi are not too important to ‘‘device perfor-
mance”. However, for larger j and small Bi we expect more sensi-
tivity: we find that for j ¼ 10 and Bi ¼ 0:1 the standard deviation
of the integrated temperature is now 6% of the expected integrated



a b

Fig. 8. (a) Ds
E½sN;K ðMK Þ� and (b) Dt

E ½sN;K ðMK Þ� as functions of N and K; . ¼ ð2:0;0:5Þ.

a b

Fig. 9. (a) Ds
V ½sN;K ðMK Þ� and (b) Dt

V ½sN;K ðMK Þ� as functions of N and K; . ¼ ð2:0; 0:5Þ.
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temperature – and hence of engineering relevance. It is also possi-
ble to calculate the empirical cumulative distribution function to
both assess the range and likelihood of ‘‘tails”.
ðj;BiÞ-variations: we show in Fig. 10 the expected value of the

integrated temperature at the bottom surface of the heat sink as a
Fig. 10. Expected value of the integrated temperature at the bottom sur
function of j and Bi. The statistical outputs, which are obtained for
N ¼ 10;K ¼ 20 and J ¼ 15� 15 ¼ 225 grid points in the parameter
space, are plotted in Fig. 10a for M ¼ 5000 and in Fig. 10b for
M ¼ 10; 000. The maximum relative error in the expectation over
the 225 parameter grid points is 9:4� 10�4. (The results in
face of the fin as a function of j and Bi over K. 
 ½0:1;10� � ½0:1;1�.



Fig. 11. Eigenvalues kk as functions of k for the correlation length d ¼ 0:2.

Fig. 12. Four realizations of the Biot number

Table 3
Expected value EM ½sN;K ðMK Þ� and error bound Do

E½sN;K ðMK Þ� for different values of N and K

N K = 15 K = 30

EM ½sN;K � Do
E½sN;K � EM ½sN;K � Do

E½sN;K �

5 3.6975 4:09� 100 3.6970 4:80� 10�1

10 3.6975 4:03� 100 3.6973 4:71� 10�1

15 3.6973 4:02� 100 3.6978 4:70� 10�1

20 3.6980 4:00� 100 3.6980 4:67� 10�1

25 3.6969 3:99� 100 3.6977 4:66� 10�1

30 3.6968 3:99� 100 3.6975 4:66� 10�1

Table 4
Variance VM ½sN;K ðMK Þ� and error bound Do

V ½sN;K ðMK Þ� for different values of N and K with d

N K = 15 K = 30

VM ½sN;K � Do
V ½sN;K � VM ½sN;K � Do

V ½sN;K �

5 0.0038 8:09� 10�1 0.0039 9:64� 10�2

10 0.0039 8:04� 10�1 0.0039 9:36� 10�2

15 0.0040 8:07� 10�1 0.0039 9:50� 10�2

20 0.0039 7:99� 10�1 0.0039 9:39� 10�2

25 0.0039 8:02� 10�1 0.0039 9:28� 10�2

30 0.0039 7:84� 10�1 0.0040 9:39� 10�2
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Fig. 10a and b each require J ¼ 225 evaluations of the empirical
estimations for the expectation and the variance.)

Next, we consider another finite-rank covariance kernel
CovPðBiÞðx; yÞ that coincides with the first K ¼ 60 terms in the
KL expansion of ðBi� Þ2e�

ðx�yÞ2

d2 for a smaller correlation length
d ¼ 0:2 . We present in Fig. 11 the eigenvalues kk as a function of
k. We see that the eigenvalues decay at a slower rate than the pre-
vious case (shown in Fig. 2). We then obtain from (27) the require-
ment �max 
 0:074; in our numerical examples we choose
� ¼ �max ¼ 0:074 . Fig. 12a shows four random realizations of the
Biot number Biðx; yÞ (these four random realizations vary more
rapidly in space than the earlier instances of Fig. 3). We then pur-
sue the greedy sampling procedure which yields Nmax ¼ 32 for the
same accuracy of 5� 10�3 in the maximal error bound as in the
case d ¼ 0:5. It is not surprising from the Figs. 11 and 12a that
the RB method needs larger Nmax as the correlation length d
decreases.
x! biðx; Bi; yK
i Þ � 1 6 i 6 4 – for d ¼ 0:2.

with d ¼ 0:2; � ¼ 0:074 and . ¼ ð2:0; 0:5Þ.

K = 45 K = 60

EM ½sN;K � Do
E½sN;K � EM ½sN;K � Do

E½sN;K �

3.6960 1:55� 10�2 3.6960 2:68� 10�3

3.6979 1:34� 10�2 3.6963 7:62� 10�4

3.6970 1:32� 10�2 3.6977 6:05� 10�4

3.6973 1:29� 10�2 3.6980 3:65� 10�4

3.6972 1:28� 10�2 3.6981 3:36� 10�4

3.6972 1:28� 10�2 3.6975 3:30� 10�4

¼ 0:2; � ¼ 0:074 and . ¼ ð2:0; 0:5Þ.

K = 45 K = 60

vM ½sN;K � Do
V ½sN;K � VM ½sN;K � Do

V ½sN;K �

0.0039 3:15� 10�3 0.0038 5:41� 10�4

0.0039 2:68� 10�3 0.0039 1:53� 10�4

0.0040 2:67� 10�3 0.0039 1:21� 10�4

0.0040 2:57� 10�3 0.0039 7:28� 10�5

0.0040 2:62� 10�3 0.0040 6:76� 10�5

0.0040 2:58� 10�3 0.0040 6:71� 10�5



a b

Fig. 13. (a) Do
E½sN;K ðMK Þ� and (b) Do

V ½sN;K ðMK Þ� as functions of N and K with d ¼ 0:2; � ¼ 0:074 and . ¼ ð2:0; 0:5Þ.

Table 5
Expected value EM ½sN;K ðMK Þ� and error bound Do

E½sN;K ðMK Þ� for different values of N and K with d ¼ 0:2; � ¼ 0:3 and . ¼ ð2:0;0:5Þ.

N K = 15 K = 30 K = 45 K = 60

EM ½sN;K � Do
E½sN;K � EM ½sN;K � Do

E½sN;K � EM ½sN;K � Do
E½sN;K � EM ½sN;K � Do

E½sN;K �

5 3.7230 1:82� 101 3.7229 2:17� 100 3.7215 1:02� 10�1 3.7239 4:25� 10�2

10 3.7312 1:70� 101 3.7389 2:00� 100 3.7273 6:00� 10�2 3.7299 5:65� 10�3

15 3.7341 1:67� 101 3.7345 1:97� 100 3.7287 5:59� 10�2 3.7311 2:53� 10�3

20 3.7327 1:66� 101 3.7338 1:94� 100 3.7328 5:40� 10�2 3.7351 1:08� 10�3

25 3.7323 1:65� 101 3.7342 1:93� 100 3.7350 5:33� 10�2 3.7364 6:73� 10�4

30 3.7322 1:64� 101 3.7399 1:93� 100 3.7385 5:30� 10�2 3.7370 5:20� 10�4

Table 6
Variance VM ½sN;K ðMK Þ� and error bound Do

V ½sN;K ðMK Þ� for different values of N and K with d ¼ 0:2; � ¼ 0:3 and . ¼ ð2:0; 0:5Þ.

N K = 15 K = 30 K = 45 K = 60

VM ½sN;K � Do
V ½sN;K � VM ½sN;K � Do

V ½sN;K � vM ½sN;K � Do
V ½sN;K � VM ½sN;K � Do

V ½sN;K �

5 0.0721 1:54� 101 0.0716 1:85� 100 0.0744 8:90� 10�2 0.0718 3:72� 10�2

10 0.0738 1:46� 101 0.0764 1:78� 100 0.0743 5:25� 10�2 0.0738 5:03� 10�3

15 0.0717 1:43� 101 0.0734 1:68� 100 0.0735 4:81� 10�2 0.0744 2:25� 10�3

20 0.0705 1:41� 101 0.0737 1:69� 100 0.0725 4:61� 10�2 0.0728 9:48� 10�4

25 0.0699 1:38� 101 0.0699 1:62� 100 0.0723 4:56� 10�2 0.0732 5:83� 10�4

30 0.0755 1:44� 101 0.0757 1:68� 100 0.0722 4:64� 10�2 0.0723 4:43� 10�4
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For j ¼ 2:0 and Bi ¼ 0:5 again, we show in Table 3 the expected
value and associated error bound for the integrated temperature at
the bottom surface of the heat sink as a function of N and K.7 Table
4 displays the corresponding variance and associated error bound.
Fig. 13 shows the error bounds for the expected value and variance.
We see that while the convergence pattern is similar to that of the
previous case (d ¼ 0:5), we need to use larger N and K to obtain
the same accuracy for d ¼ 0:2.

Nevertheless, the reduction in computational time is still quite
significant: for N ¼ 10 and K ¼ 45 (for which the ratio
DE½sN;KðMKÞ�=EM½sN;KðMKÞ� is P-a.s. less than 0.01 at . ¼ ð2:0;0:5Þ)
the Online RB evaluation is still more than 50 times faster than
the FE evaluation. Obviously, when the correlation length de-
creases further and further, the RB approach will no longer offer
significant economies or may even become more expensive than
the FE method; note however that, in three spatial dimensions,
the RB method can ‘‘afford” a smaller correlation length since the
FE truth will be considerably more expensive.
7 The values for d ¼ 0:2 are very similar to the values for d ¼ 0:5 for the same
reason that the variance is in general small: the output is relatively insensitive to Bi
fluctuations.
Finally, in the latter case of a correlation length d ¼ 0:2, we also
consider � ¼ 0:3 > �max which yields a much larger domain Ky for
the random parameter yK . We note however that � ¼ 0:3 does not
satisfy the well-posedness requirement (27). As a result, bið�; Bi; yKÞ
might be negative over the physical boundary x 2 ½1;5� for some yK .
In such case, we simply ignore all possible values of yK at which
minx2½1;5�biðx; Bi; yKÞ 6 0, in the Offline stage as well as Online com-
putation. (This should not introduce a significant bias in the SLLN
limit providing only very few realizations are rejected, which is in-
deed the case here with a rejection rate of approximately 1/100).
We show in Fig. 12b four random realizations of the Biot number
Biðx;YÞ; these four random realizations have much larger ampli-
tudes than the instances of Fig. 12a. We then pursue the greedy
sampling procedure for K ¼ 60 (a priori determined) to construct
the nested basis sets XN;1 6 N 6 Nmax; we obtain Nmax ¼ 45 – it
is not surprising from Fig. 12b that the RB method needs larger
Nmax as � increases.

For j ¼ 2:0 and Bi ¼ 0:5 again, we further present in Table 5 the
expected value and associated error bound for the integrated tem-
perature at the bottom surface of the heat sink as a function of N
and K. The expected values are now slightly larger than those
shown in Table 3. Table 6 displays the corresponding variance
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and associated error bound. As expected, the variances are much
larger than those shown in Table 4. More specifically, the standard
deviation of the integrated temperature is approximately 7.2% of
the expected integrated temperature, while the standard deviation
of the integrated temperature is only 1.7% of the expected inte-
grated temperature in the earlier results (see Tables 3 and 4).

For j ¼ 10 and Bi ¼ 0:1 , we find that the standard deviation of
the integrated temperature is 14.6% of the expected integrated
temperature, which consequently defines much more stringent
conditions. The reduction in computational time is still significant:
for N ¼ 10 and K ¼ 45 (for which the ratio
DE½sN;KðMKÞ�=EM ½sN;KðMKÞ� is P-a.s. less than 0.02 at . ¼ ð2:0;0:5Þ
and thus slightly larger than that of the previous case) the Online
RB evaluation is more than 50 times faster than the FE evaluation.
These results demonstrate that the RB error bound is inexpensive
and accurate even for a significant variation in the random vari-
ables yK .

4. Conclusions

In this article we have developed the theoretical framework (er-
ror bounds) for, and numerically demonstrated the attractiveness
of, an RB approach for the rapid and reliable computation of expec-
tations of linear functionals of variational solutions to a BVP with
x-x ‘‘separable” random parameter fields. The a posteriori error
bounds certify the quality of the approximation and quantify the
effects of both the FE! RB reduction for the BVP and the KL trun-
cation in the random field expansion. The method also permits the
study of the parametric dependence of the outputs with respect to
other (deterministic) parameters entering the problem.

Future developments may include:

(a) test problems in which the random input field multiplies the
solution field not only on the boundary but also over the
entire domain (e.g. random diffusivity coefficient j),

(b) more general variates (and sampling procedures) in the KL
expansion of the input field,

(c) inputs developed with expansions other than KL (not neces-
sarily decoupling D and X, and thus requiring empirical
interpolation [4,17]),

(d) more general statistical outputs (that remain sufficiently
smooth functionals of the random solution field – continu-
ous in Lp

PðX;H
1ðDÞÞ), and

(e) application of the RB approach to X-weak/D-weak colloca-
tion formulations [2,33].

But from our first results, it is arguably already interesting to
apply an RB approach within many of the X-strong/D-weak formu-
lations in view of the simplicity of the implementation, the consid-
erable reduction in computational time, and the availability of
rigorous error bounds (suitably generalized, in particular as re-
gards the contribution of the KL truncation and associated continu-
ity constants).

We end this paper by pointing out that the RB methods and
associated a posteriori error estimation have been developed for
several classes of parametrized PDEs including linear coercive/non-
coercive elliptic problems [4,7,21,42,43,46], linear elasticity [20],
eigenvalue problems [27], linear parabolic problems [18,19], Boltz-
mann equations [39], nonlinear elliptic and parabolic problems
[17], and incompressible Navier–Stokes equations [31,32,52]. It ap-
pears that the extension to other classes of SPDEs beyond the par-
ticular linear elliptic SPDE discussed in this paper can be achieved
by combining the current RB approach with those of the previous
work. We consider to pursue this line of development in future
work.
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