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We present hybridizable discontinuous Galerkin methods for solving steady and time-
dependent partial differential equations (PDEs) in continuum mechanics. The essential
ingredients are a local Galerkin projection of the underlying PDEs at the element level onto
spaces of polynomials of degree k to parametrize the numerical solution in terms of the
numerical trace; a judicious choice of the numerical flux to provide stability and consis-
tency; and a global jump condition that enforces the continuity of the numerical flux to
arrive at a global weak formulation in terms of the numerical trace. The HDG methods
are fully implicit, high-order accurate and endowed with several unique features which
distinguish themselves from other discontinuous Galerkin methods. First, they reduce
the globally coupled unknowns to the approximate trace of the solution on element bound-
aries, thereby leading to a significant reduction in the degrees of freedom. Second, they
provide, for smooth viscous-dominated problems, approximations of all the variables
which converge with the optimal order of k + 1 in the L2-norm. Third, they possess some
superconvergence properties that allow us to define inexpensive element-by-element
postprocessing procedures to compute a new approximate solution which may converge
with higher order than the original solution. And fourth, they allow for a novel and system-
atic way for imposing boundary conditions for the total stress, viscous stress, vorticity and
pressure which are not naturally associated with the weak formulation of the methods. In
addition, they possess other interesting properties for specific problems. Their approximate
solution can be postprocessed to yield an exactly divergence-free and H(div)-conforming
velocity field for incompressible flows. They do not exhibit volumetric locking for nearly
incompressible solids. We provide extensive numerical results to illustrate their distinct
characteristics and compare their performance with that of continuous Galerkin methods.

� 2012 Elsevier Inc. All rights reserved.
1. Introduction

Partial differential equations (PDEs) in continuum mechanics have attracted considerable interest from physicists and
mathematicians over centuries. This interest stems from the curiosity of real-world phenomena and the attempt to model
them by using physical balance laws and mathematical equations. Except for very few cases in which they admit analytical
solutions, PDEs are numerically solved in most physical problems of interest. The development of numerical methods for
PDEs and their applications have given birth to two new emerging fields in engineering and science, namely, computational
mechanics and computational mathematics. Indeed, numerical methods for PDE have played and will continue to play an
important role in aiding our understanding of complex physical phenomena without the need of performing experiments.
. All rights reserved.
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They have also helped and will continue to help us to design airplanes, cars, transportation systems, telecommunication sys-
tems, biomedical devices, among other important components or systems.

Over the past decades, the finite element method has been among the most popular techniques for numerically solving
PDEs. There are several discretization strategies within the finite element method. They include continuous Galerkin meth-
ods, SUPG methods [31], least-squares finite element methods [32], spectral element methods [52], mixed finite element
methods [8], extended finite element methods [40], discontinuous Galerkin methods [58], discontinuous Petrov–Galerkin
methods [20], and other finite element methods. Each method has its own strengths and weaknesses that make it ideal
for some applications, but not the best choice for others. As a result, finite element practitioners typically make a choice
of methods based on the particular problem they want to solve. For instance, discontinuous Galerkin methods mainly find
their domain of applications in computational fluid dynamics, while continuous Galerkin methods are widely used to solve
problems in solid and fluid mechanics.

In recent years, considerable attention has been turned to discontinuous Galerkin (DG) methods for the numerical solu-
tion of PDEs [3,5,6,18,19,23,28,29,33,38,41,54,55,58,61]. DG methods possess several attractive features. In particular, they
are flexible for complicated geometry, locally conservative, high-order accurate, highly parallelizable, low dissipative, and
more stable than continuous Galerkin (CG) methods for convection-dominated problems. However, in spite of all these
advantages, DG methods have not yet made a more significant impact for practical applications as we would hope. This is
largely due to the main criticism that DG methods are computationally extensive since they have too many degrees of free-
dom due to nodal duplication at the element boundary interfaces. More specifically, assuming about six linear tetrahedral
elements per node, the number of unknowns in a DG system would approximately 24 times the number of unknowns in
the corresponding CG system. For cubic tetrahedral elements, the degrees-of-freedom ratio between DG and CG reduces
to approximately 5. The high computational cost and memory storage are a major impediment to the widespread application
of DG methods for real-world problems. Therefore, it would be highly desirable to develop new DG methods that have all the
advantages of DG methods (analyzed in [3]), and yet are competitive with continuous Galerkin methods.

Recently, researchers in computational mechanics and mathematics have developed more efficient DG methods—the
multiscale discontinuous Galerkin (MDG) method [30] and the embedded discontinuous Galerkin (EDG) method [25]—as
a timely response to the above criticism of DG methods. Further development of the MDG method for the incompressible
Navier–Stokes equations leads to the so-called Galerkin interface stabilisation (GIS) method [35]. The EDG methods for
the compressible Euler and Navier–Stokes equations have been proposed in [53]. Both the MDG and EDG methods are de-
vised to solve for the numerical trace of the solution as globally coupled unknowns. Therefore, the matrix system of these DG
methods is similar to that of the statically condensed version of CG methods. However, both the MDG and EDG methods are
not locally conservative and have the same convergence rates as CG methods.

More recently, a newer class of DG methods—the so-called hybridizable discontinuous Galerkin (HDG) method—is first
introduced in [13] for elliptic problems. The HDG method for elliptic problems is then analyzed in [10,15,16] where it is
shown that the HDG method has many common features with the Raviart–Thosmas (RT) mixed method [57] and the Bre-
zzi–Douglas–Marini (BDM) mixed method [7]. In particular, the HDG method provides optimal convergence rates of order
k + 1 for all the approximate variables. Furthermore, element-by-element postprocessing is developed to increase the con-
vergence rate of the approximate scalar variable to k + 2 for k P 1. Shortly later, HDG methods have been further developed
and analyzed for linear convection–diffusion problems [47], nonlinear convection–diffusion problems [11,48,65], Stokes
problems [12,14,17,49], and incompressible Navier–Stokes equations [45,46,50]. A unique feature of these HDG methods
is that the approximate velocity, pressure and velocity gradient converge with the optimal order k + 1 in the L2-norm for
smooth diffusion-dominated incompressible flows. In such case, a local postprocessing scheme proposed in [14,45] can be
used to obtain an exactly divergence-free, H(div)-conforming velocity which converges with order k + 2 for k P 1.

Although computational fluid dynamics has been their main domain of applications, DG methods have recently been
introduced to computational solid mechanics [4,26,27,51,64]. However, most current DG methods are far from competitive
with CG methods for solving problems in solid mechanics because they provide the same accuracy often at a significantly
greater cost than CG methods. After all, most of problems in solid mechanics are not convection-dominated, as such the effi-
ciency and applicability of many existing DG methods are limited to quite few problems. However, owing to their excellent
convergence properties for diffusion-dominated problems and reduced degrees of freedom, HDG methods can be competi-
tive with CG methods and thus can be relevant for solving a large number of problems in solid mechanics. In particular, HDG
methods have been introduced for solving linear elasticity and shell problems [62] as well as linear acoustic and elastic wave
equations [44]. It has been demonstrated for linear acoustic and elastic wave equations that HDG methods produce signif-
icantly more accurate solution than the standard CG method even for the same global degrees of freedom (see [44]).

In this paper, we further develop hybridizable discontinuous Galerkin methods for solving steady and time-dependent
PDEs in continuum mechanics, with the objective of broadening the application of HDG methods in computational fluid
dynamics and computational solid mechanics. The essential ingredients are a local Galerkin projection of the underlying
PDEs at the element level onto spaces of polynomials of degree k to parametrize the numerical solution in terms of the
numerical trace; a judicious choice of the numerical flux to provide stability and consistency; and a global jump condition
that enforces the continuity of the numerical flux to arrive at a global weak formulation in terms of the numerical trace. The
HDG methods are fully implicit, high-order accurate and endowed with several unique features which distinguish them-
selves from other discontinuous Galerkin methods. First, it reduces the globally coupled unknowns to the approximate trace
of the solution on element boundaries, thereby leading to a significant reduction in the degrees of freedom. Second, it
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provides, for smooth viscous-dominated problems, approximations of all the variables which converge with the optimal or-
der of k + 1 in the L2-norm. Third, they possess some superconvergence properties that allow us to define element-by-ele-
ment postprocessing procedures to compute a new approximate solution which may converge with higher order than the
original solution. And fourth, they allow for a novel and systematic way for imposing boundary conditions for the total stress,
viscous stress, vorticity and pressure which are not naturally associated with the weak formulation of the methods. In addi-
tion, they possess other interesting properties for specific problems. Their approximate solution can be postprocessed to
yield an exactly divergence-free and H(div)-conforming velocity field for incompressible flows. They do not exhibit volumet-
ric locking for nearly incompressible solids.

However, it should be mentioned that the HDG method is not as efficient as other explicit DG methods [29,38] for explicit
time discretization of time-dependent problems. This is because, unlike explicit DG schemes, the HDG method does not re-
sult in a block-diagonal matrix system even when explicit time-stepping schemes are used to discretize the time derivative.
Hence, the HDG method should be used with implicit time-stepping methods to deal with time-dependent problems.

The paper is organized as follows. In Section 2, we introduce the notation used throughout the paper. In Section 3, we
introduce HDG methods for solving PDEs in fluid mechanics including the Stokes equations, incompressible Navier–Stokes
equations, compressible Euler and Navier–Stokes equations. In particular, we briefly review the recent development of HDG
methods for the incompressible Stokes and Navier–Stokes equations. Then we focus on devising HDG methods for the com-
pressible Euler and Navier–Stokes equations, and systems of conservation laws in moving domains. Throughout this section
we present numerical results to demonstrate the convergence and accuracy of the methods for a wide range of flow regimes.
In Section 4, we focus on devising HDG methods for linear elasticity, nonlinear elasticity, and nonlinear elastodynamics. We
then provide numerical experiments to show the competitiveness of the HDG methods. Finally, in Section 5, we end the pa-
per with some concluding remarks.
2. Notation

Throughout this paper we shall denote scalar variables by italic letters with no boldface (a,A,b,B, etc.), vector variables by
italic boldface lowercase letters (a,b, etc.), and second-order tensor variables by italic boldface uppercase letters (A,B, etc.).
The identity tensor shall be denoted by I. The components of a and A shall be denoted as ai and Aij, respectively. The symbols,
�, �, �, shall denote the usual scalar product, vector product, and tensor product, respectively. We shall use boldface roman
uppercase letters (A,B, etc.) to denote matrices with entries (Aij,Bij, etc.) and boldface roman lowercase letters (a,b, etc.) to
denote column vectors with elements (ai,bi, etc.). We shall also denote sets and spaces by calligraphic letters ðA;B; etc:Þ. In
this paper, the tensor product notation and matrix product notation are interchanged, that is, a � b = aTb, a � b = abT,
A � b = Ab and A � B = AB.
2.1. Finite element mesh

Let X be a physical domain in Rd with Lipschitz boundary oX in Rd�1. We denote by T h a collection of disjoint elements
(triangles and tetrahedrons) that partition X. We also denote by @T h the set f@K : K 2 T hg, that is, a collection of the bound-
aries of all elements in T h. We shall denote by n the outward unit normal of @K. For an element K of the collection T h, F = @K
\ oX is the boundary face if the d � 1 Lebesgue measure of F is nonzero. For two elements K+ and K� of the collection T h,
F = @K+ \ @K� is the interior face between K+ and K� if the d � 1 Lebesgue measure of F is nonzero. Let Eo

h and E@h denote
the set of interior and boundary faces, respectively. We denote by Eh the union of Eo

h and E@h. Note that by definition @T h

and Eh are different. More precisely, an interior face is counted twice in @T h but once in Eh and a boundary face is counted
once in both @T h and Eh.
2.2. Approximation spaces

Let PkðDÞ denote the set of polynomials of degree at most k on a domain D. We introduce discontinuous finite element
spaces
Wk
h ¼ fa 2 L2ðT hÞ : ajK 2 PkðKÞ; 8K 2 T hg;

Vk
h ¼ fa 2 ðL

2ðT hÞÞm : ajK 2 ðPkðKÞÞm; 8K 2 T hg;
Qk

h ¼ fA 2 ðL
2ðT hÞÞm�d : AjK 2 ðPkðKÞÞm�d

; 8K 2 T hg;
for a = (ai), 1 6 i 6m, and A = (Aij),1 6 i 6m,1 6 j 6 d. Here L2(D) is the space of square integrable functions on D. In addi-
tion, we introduce a traced finite element space
Mk
h ¼ fl 2 ðL

2ðEhÞÞm : ljF 2 ðPkðFÞÞm; 8F 2 Ehg;
for l = (li), 1 6 i 6m. Note that Mk
h consists of functions which are continuous inside the faces F 2 Eh and discontinuous at

their borders.
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For functions a and b in L2(D), we denote ða; bÞD ¼
R

D ab if D is a domain in Rd and ha; biD ¼
R

D ab if D is a domain in Rd�1.
Likewise, for functions a and b in (L2(D))m, we denote ða;bÞD ¼

R
D a � b if D is a domain in Rd and ha;biD ¼

R
D a � b if D is a

domain in Rd�1. For functions A and B in (L2(D))m�d, we denote ðA;BÞD ¼
R

D trðAT BÞ if D is a domain in Rd and
hA;BiD ¼

R
D trðAT BÞ if D is a domain in Rd�1, where tr is the trace operator of a square matrix. We finally introduce the

following volume inner products
ða; bÞT h
¼
X
K2T h

ða; bÞK ; ða;bÞT h
¼
X
K2T h

ða; bÞK ; ðA;BÞT h
¼
X
K2T h

ðA;BÞK ;
and boundary inner products
ha; bi@T h
¼
X
K2T h

ha; bi@K ; ha;bi@T h
¼
X
K2T h

ha; bi@K ; hA;Bi@T h
¼
X
K2T h

hA;Bi@K :
All of the above notations and definitions are necessary for the description of the ideas in this paper.

3. HDG methods for PDEs in fluid mechanics

In this section, we present HDG methods for solving steady and time-dependent PDEs in fluid mechanics. We begin by
reviewing the recent development of HDG methods for Stokes problems [14,17,49] and incompressible Navier–Stokes prob-
lems [45,46,50]. We then focus on devising HDG methods for the compressible Euler and Navier–Stokes equations in both
stationary and moving domains. We provide numerical results to illustrate the main characteristics of the HDG methods. We
will aim to maintain a balance between generality and specificity, so that the essential ideas can easily be captured and ex-
tended to many other PDEs in fluid mechanics.

3.1. Stokes equations

We review here the HDG method introduced in [49] for solving the Stokes system
�r � mruþrp ¼ f ; in X;

r � u ¼ 0; in X;

u ¼ g; on @X:

ð1Þ
As usual we rewrite the above equation as the following first order system of equations
L�ru ¼ 0; in X

�r � mLþrp ¼ f ; in X;

r � u ¼ 0; in X;

u ¼ g on @X:

ð2Þ
We assume that g satisfies the compatibility condition
R
@X g � n ¼ 0.

The HDG method for the above Stokes problem seeks an approximation ðLh;uh; ph; ûhÞ 2Qk
h �Vk

h �Wk
h �Mk

h such that
ðLh;EÞT h
þ ðuh;r � EÞT h

� hûh;E � ni@T h
¼ 0; ð3aÞ

ðmLh � phI;rwÞT h
þ hĥh;wi@T h

¼ ðf ;wÞT h
; ð3bÞ

� ðuh;rqÞT h
þ hûh � n; qi@T h

¼ 0; ð3cÞ

hĥh;li@T hn@X þ hûh � g;li@X ¼ 0; ð3dÞ
ðph;1ÞT h

¼ 0; ð3eÞ
for all ðE;w; q;lÞ 2Qk
h �Vk

h �Wk
h �Mk

h, where the so-called interior numerical flux ĥh is defined as
ĥh ¼ ð�mLh þ phIÞ � nþ Sðuh � ûhÞ: ð3fÞ
Here S is the second-order stabilization tensor which is typically chosen as
S ¼ m
‘

I; ð4Þ
where ‘ is a characteristic length scale. In (3), the first three Eqs. (3a)–(3c) define the local solver; the forth Eq. (3d) enforces
the continuity of the numerical across interior faces and imposes the Dirichlet boundary condition; the fifth Eq. (3e) is the
average pressure condition needed for well-posedness of the HDG system (3). This completes the definition of the HDG
method for solving the Stokes system (2).

The HDG method can be implemented by using an augmented Lagrangian approach [24]. In this approach, the Eq. (3c) is
augmented with a pseudo time-derivative of the approximate pressure and the resulting system is advanced in time using
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the backward-Euler method to the steady state. For every pseudo timestep, we eliminate the unknowns (Lh,uh,ph) to obtain a
matrix system involving only the degrees of freedom of ûh. Since the approximate trace ûh is defined on element faces and
singled-value on each face, the HDG method has less global degrees of freedom than many other DG methods. It is theoret-
ically shown and numerically confirmed in [14,17,49] that the numerical approximations (Lh,uh,ph) converge with the opti-
mal order k + 1. In addition, we can use an element-by-element postprocessing procedure proposed in [14] to obtain an
exactly divergence-free, H(div)-conforming approximate velocity which converges with the order k + 2. Hence, the HDG
method has higher order of convergence than other DG methods and CG methods.

3.2. Incompressible Navier–Stokes equations

3.2.1. Formulation
We next review the HDG method introduced in [45,46,50] for the steady incompressible Navier–Stokes equations
L�ru ¼ 0; in X

�r � mLþrpþr � ðu� uÞ ¼ f ; in X;

r � u ¼ 0; in X;

u ¼ g; on @X;

ð5Þ
with the compatibility condition
R
@X g � n ¼ 0. We shall discuss the treatment of Neumann boundary conditions shortly later.

The HDG method for the above system seeks an approximation ðLh;uh; ph; ûhÞ 2Qk
h �Vk

h �Wk
h �Mk

h such that
ðLh;EÞT h
þ ðuh;r � EÞT h

� hûh;E � ni@T h
¼ 0; ð6aÞ

ðmLh � phI � uh � uh;rwÞT h
þ hĥh;wi@T h

¼ ðf ;wÞT h
; ð6bÞ

� ðuh;rqÞT h
þ hûh � n; qi@T h

¼ 0; ð6cÞ

hĥh;li@T hn@X þ hûh � g;li@X ¼ 0; ð6dÞ
ðph;1ÞT h

¼ 0; ð6eÞ
for all ðE;w; q;lÞ 2Qk
h �Vk

h �Wk
h �Mk

h, where the interior numerical flux ĥh is defined as
ĥh ¼ ð�mLh þ phI þ ûh � ûhÞ � nþ Sðuh � ûhÞ: ð6fÞ
The stabilization matrix is typically chosen as
S ¼ m
‘
þ sc

� �
I; ð7Þ
where sc is the stabilization parameter due to the nonlinear convective term. It can be selected as juh � nj or simply as an
upper bound of ju � nj over the entire domain.

The HDG method can treat other boundary conditions effectively. In particular, let us consider the following boundary
conditions
u ¼ gD; on @XD;

Bn ¼ gN ; on @XN ;
ð8Þ
where oXN is a part of the boundary oX such that oXN [ oXD = oX and oXN \ oXD = ;. Here B is a linear operator that depends
on (L,u,p). Examples of the form of B are given in Table 1. Note that the third and fourth rows in the Table 1 are boundary
conditions on the vorticity since (L � LT)n = x � n, where x is the vorticity vector. In order to incorporate the above bound-
ary conditions, we only need to replace the fourth Eq. (6d) in (6) with the following equation
Table 1
Examples of other boundary conditions for the incompressible Navier–Stokes equations. Note that the asterisk symbol ⁄ indicates
that the average pressure condition (ph, 1)X = 0 is also imposed. The dagger symbol � indicates that a Dirichlet boundary condition
for the normal component of the velocity has also to be provided on @XN.

Condition type B b̂h

Stress �m(L + LT) + pI ð�mðLh þ LT
hÞ þ phIÞ � nþ Sðuh � ûhÞ

Viscous stress⁄ �m(L + LT) �mðLh þ LT
hÞ � nþ Sðuh � ûhÞ

Vorticity + pressure �m(L � LT) + pI ð�mðLh � LT
hÞ þ phIÞ � nþ Sðuh � ûhÞ

Vorticity⁄,� �m(L � LT) �mðLh � LT
hÞ � nþ Sðuh � ûhÞ

Gradient + pressure �mL + pI ð�mLh þ phIÞ � nþ Sðuh � ûhÞ
Gradient⁄ �mL �mLh � nþ Sðuh � ûhÞ
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hĥh;li@T hn@X þ hûh � gD;li@XD
þ hb̂h � gN;li@XN

¼ 0: ð9Þ
Here b̂h is the boundary numerical flux on oXN and is tabulated in Table 1. Multiple Dirichlet and Neumann boundary con-
ditions can be treated in a similar manner.

The implementation of the HDG method for the incompressible Navier–Stokes equations is more involved than that for
the Stokes equations due to the nonlinear convective term. We briefly summarize the key implementation steps as the de-
tailed discussion can be found in [45]. We apply the Newton–Raphson method to linearize (6) to obtain a linearized system.
There are two different strategies proposed in [45] for solving the linearized system. In the first strategy, we hybridize the
linearized system to obtain a reduced linear system involving the degrees of freedom of the approximate velocity and aver-
age pressure. The reduced linear system has a structure of the saddle point problem. In the second strategy, we use the aug-
mented Lagrangian method developed for the Stokes equations [17,49] to solve the linearized system. Within each iteration
of the augmented Lagrangian method, we solve a linear system involving the degrees of freedom of the approximate velocity
only.

In addition, the local postprocessing procedure proposed in [14,45] can be used to obtain an exactly divergence-free,
H(div)-conforming approximate velocity u�h. Numerical results presented in [45] show that the approximate pressure,
velocity and velocity gradient converge with the optimal order k + 1 for diffusion-dominated problems with smooth solu-
tions. In such case, the postprocessed velocity u�h converges with the order k + 2 for k P 1. Moreover, the postprocessed
velocity is less expensive to compute than the original velocity uh since the postprocessing is performed at the element
level.
3.2.2. The Kovasznay flow example
We now compare the HDG method with the standard Taylor–Hood finite element (FE) method for a test case. In partic-

ular, we consider the Kovasznay flow [34] with the analytical solution
u1 ¼ 1� expðkx1Þ cosð2px2Þ; u2 ¼
k

2p expðkx1Þ sinð2px2Þ; p ¼ �1
2

expð2kx1Þ þ c;
where k ¼ Re
2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re2

4 þ 4p2
q

and Re ¼ 1
m is the Reynolds number. We take Dirichlet boundary conditions for the velocity as the

restriction of the exact solution to the domain boundary and the Reynolds number Re = 20 so that m = 0.05. The computa-
tional domain is X = (0,2) � (�0.5,1.5).

We consider triangular meshes that are obtained by splitting a regular n � n Cartesian grid into a total of 2n2 triangles,
giving uniform element sizes of h = 2/n. On these meshes, we use polynomials of degree k to represent all the approximate
variables using a nodal basis within each element for the HDG method. However, we use the P2/P1 Taylor–Hood element
(k = 2 for the approximate velocity and k = 1 for the approximate pressure) and P3/P2 Taylor–Hood element (k = 3 for the
approximate velocity and k = 2 for the approximate pressure) for the CG method.

We present in Table 2 the error and order of convergence in L2-norm for both the HDG method and the Taylor–Hood FE
method. Here we take the stabilization matrix to be the identity matrix. We see that the HDG method provides more accu-
rate solutions than the Taylor–Hood FE method for the same mesh size and polynomial degree (of the approximate velocity).
In particular, the approximate pressure, velocity gradient and postprocessed velocity of the HDG method converge with one
order higher than those of the Taylor–Hood FE method. Furthermore, we emphasize that the postprocessed velocity of the
HDG method is exactly divergence-free and H(div)-conforming.
ison of the convergence of the L2 errors in the pressure, velocity gradient, and velocity between the HDG method and the continuous Taylor–Hood FE
for the Kovasznay example. Note that the postprocessed velocity u�h is taken as the approximation for the HDG method and that the polynomial degree

pproximate velocity is taken for the Taylor–Hood FE method.

ee Mesh HDG Taylor–Hood FEM

kp� phkT h
kL� LhkT h

ku� u�hkT h
ku� uhkT h

kL� LhkT h
kp� phkT h

n Error Order Error Order Error Order Error Order Error Order Error Order

4 1.48e�1 – 2.16e�0 – 1.38e�1 – 1.31e�1 – 1.58e�0 – 8.71e�2 –
8 9.02e�3 4.03 2.37e�1 3.19 8.28e�3 4.05 1.34e�2 3.29 3.73e�1 2.08 1.47e�2 2.56
16 9.32e�4 3.27 3.37e�2 2.81 5.47e�4 3.92 1.52e�3 3.15 9.26e�2 2.01 2.83e�3 2.38
32 1.12e�4 3.06 4.62e�3 2.87 3.75e�5 3.87 1.82e�4 3.06 2.31e�2 2.01 6.56e�4 2.11
64 1.38e�5 3.02 6.08e�4 2.93 2.46e�6 3.93 2.25e�5 3.02 5.76e�3 2.00 1.62e�4 2.02

4 1.57e�2 – 3.00e�1 – 1.42e�2 – 1.62e�2 – 3.66e�1 – 2.13e�2 –
8 7.93e�4 4.31 2.47e�2 3.60 5.68e�4 4.64 1.20e�3 3.76 5.02e�2 2.87 1.30e�3 4.03
16 5.01e�5 3.98 1.73e�3 3.83 1.89e�5 4.91 7.78e�5 3.94 6.37e�3 2.98 1.30e�4 3.32
32 3.18e�6 3.98 1.16e�4 3.90 6.37e�7 4.89 5.00e�6 3.96 8.06e�4 2.98 1.54e�5 3.08
64 2.00e�7 3.99 7.52e�6 3.95 2.07e�8 4.94 3.15e�7 3.99 1.00e�4 3.01 1.89e�6 3.02
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3.3. Compressible Euler equations

We consider the steady-state Euler equations of gas dynamics written in nondimensional conservation form as
r � FðuÞ ¼ f ; in X; ð10Þ
where u = (ui), 1 6 i 6m = d + 2, is a vector of conserved dimensionless quantities (namely, density, momentum and energy),
F(u) are inviscid fluxes of dimension m � d, and f is a source term. The Euler Eq. (10) must be supplemented with appropriate
boundary conditions at the inflow and outflow boundaries and at the solid wall. We shall discuss these boundary conditions
later.

3.3.1. Formulation
We now devise a HDG method for solving the compressible Euler system (10). The steps toward this goal are proceeded as

follows. First, we consider the governing equations on any element K 2 T h, multiply them with a test function w 2 ðPkðKÞÞm,
and integrate the resulting equations by part. This results in a so-called local problem: uh 2 Vk

h satisfies
�ðFðuhÞ;rwÞK þ hĥh;wi@K ¼ ðf ;wÞK ; 8 w 2 ðPkðKÞÞm; ð11Þ
where the numerical flux ĥh is an approximation to F(u) � n over @K. Note that (11) is a Galerkin projection of the governing
equations at the element level onto ðPkðKÞÞm. Second, we take the numerical flux to be
ĥh ¼ FðûhÞ � nþ Sðuh � ûhÞ; on @K; ð12Þ
where ûh 2Mk
h is an approximation to the trace of the solution u on @K, and S is a stabilization matrix which has an impor-

tant effect on both the stability and accuracy of the resulting scheme. Third, we require that
hĥh;li@T hn@X þ hb̂h;li@X ¼ 0; 8l 2Mk
h; ð13Þ
where b̂h is the boundary numerical flux whose definition depends on the boundary conditions and will be given below. The
first term in (13) enforces the continuity of the L2 projection of ĥh across interior faces, while the second term imposes the
boundary conditions.

Finally, by inserting (12) into (11) and (13) and summing the resulting equations over all elements we obtain the HDG
formulation: ðuh; ûhÞ 2 Vk

h �Mk
h satisfies
� ðFðuhÞ;rwÞT h
þ hFðûhÞ � nþ Sðuh � ûhÞ;wi@T h

¼ ðf ;wÞT h
; 8w 2 Vk

h; ð14aÞ

hFðûhÞ � nþ Sðuh � ûhÞ;li@T hn@X þ hb̂h;li@X ¼ 0; 8l 2Mk
h: ð14bÞ
This system is the HDG method for the Euler Eq. (10). It remains to define the boundary numerical flux and the stabilization
matrix.

3.3.2. Boundary conditions
At the inlet section or outlet section of the flow, we need to either set the state variable u to the freestream condition u1

or extrapolate it depending on the eigenvalues of the system. To this end, we define the boundary flux vector b̂h as
b̂h ¼ Aþn ðûhÞðuh � ûhÞ � A�n ðûhÞðu1 � ûhÞ; ð15Þ
where A�n ¼ ðAn � jAnjÞ=2 and An = [@F(u)/@u] � n denotes the Jacobian of the normal component of the inviscid fluxes.
At the solid surface with slip condition, we must impose zero normal velocity and extrapolate the density, the tangential

velocity, and the energy. To this end we set
b̂h ¼ gh � ûh; ð16Þ
where the vector gh is defined in terms of uh as follows
gh1 ¼ uh1; ðgh2; . . . ; ghm�1Þ ¼ vh � ðvh � nÞn; ghm ¼ uhm: ð17Þ
Here vh = (uh2, . . . ,uhm�1) are the velocity components of uh. Note that since (vh � (vh � n)n) � n = 0 we have v̂h � n ¼ 0 on the
solid wall, where v̂h ¼ ðûh2; . . . ; ûhm�1Þ are the velocity components of ûh.

3.3.3. Stabilization matrix
There are several possible choices for the stabilization matrix including the Roe scheme [60] and Lax–Friedrich scheme

[19]. For the Roe scheme, we choose
S ¼ LjKjR; ð18Þ
where L, R, and K are the matrices of the left and right eigenvectors, and eigenvalues of the Jacobian matrix ½@FðûhÞ=@ûh� � n,
respectively. The second choice is the local Lax–Friedrich scheme
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S ¼ sa
maxI; ð19Þ
where sa
max is the local maximum speed of the system, and I is the identity matrix. The third choice is the global Lax–Fried-

rich scheme
S ¼ sg
maxI; ð20Þ
where sg
max is the global maximum speed of the system. In general, the choice of the stabilization matrix becomes less critical

for high k since numerical dissipation in the order of O(hk+1) vanishes rapidly with increasing k.

3.3.4. Implementation
By applying the Newton–Raphson method to linearize the nonlinear system (14), we obtain the following linear system at

every ‘th Newton iteration
A‘ B‘

C‘ D‘

" #
du‘

dû‘

� �
¼ f‘

g‘

 !
; ð21Þ
where du‘ and dû‘ are the vectors of degrees of freedom of du‘
h and dû‘

h, respectively, which are in that order the Newton
increments of the ‘th iterates u‘

h and û‘
h. It is important to note that the matrix A‘ has a block-diagonal structure due to

the discontinuous nature of the approximation spaces. Therefore, it can be inverted at the element level to yield a block-diag-
onal matrix (A‘)�1. We can thus eliminate du‘ to obtain a reduced system in terms of dû‘ as
K‘dû‘ ¼ r‘; ð22Þ
where
K‘ ¼ �C‘ðA‘Þ�1B‘ þ D‘; r‘ ¼ g‘ � C‘ðA‘Þ�1f‘: ð23Þ
This is the global system to be solved at every Newton iteration. Since dû‘
h is single-valued over faces of the elements, the

final matrix system of the HDG method is smaller than that of many other DG methods. Moreover, the matrix K‘ is compact
in the sense that only the degrees of freedom between neighboring faces that share the same element are connected. To form
K‘ we does not need to explicitly compute the matrices A‘, B‘, C‘, and D‘. Instead we compute the elemental matrices and
elemental vectors, and perform the standard finite element assembly to form the system (22).

For large problems iterative solution methods are unavoidable. One of the key indicators of the cost in an iterative method
is the cost of the matrix vector multiplication which is proportional to the number of non-zeros in the problem matrix. For
HDG one not only obtains a smaller matrix with fewer globally coupled degrees of freedom, but for a given size matrix the
number of nonzeros is smaller. This is because in standard DG methods the number of nonzero elements scales like O(kd),
whereas in the HDG method the number of nonzeros scales like O(kd�1). This has the potential for significantly smaller matri-
ces and hence more efficient solution techniques.

3.3.5. Numerical examples
We first consider the Ringleb flow to demonstrate the optimal accuracy of the HDG method. The Ringleb flow is an exact

smooth solution of the Euler equations obtained using the hodograph method [9]. For any given (x,y), we first obtain the
radial velocity V by solving the following nonlinear equation
ðx� 0:5L2Þ þ y2 ¼ 1
4q2V4 ;
where
c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� V2

5

s
q ¼ c5 L ¼ 1

c
þ 1

3c3 þ
1

5c5 �
1
2

ln
1þ c
1� c

:

We then compute the exact solution as
q ¼ c5 p ¼ c7=c v1 ¼ V cosðhÞ v2 ¼ V sinðhÞ;
where
w ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2V2 � ðx� 0:5LÞq

s
h ¼ arcsinðwVÞ:
Since the exact solution can be determined for any spatial point, we take the domain X to be (�2,�1) � (1,2). The boundary
condition is prescribed by setting the freestream value u1 to the exact solution on the boundary of the domain. We consider
triangular meshes that are obtained by splitting a regular n � n Cartesian grid into 2n2 triangles. On these meshes, we use
polynomials of degree k to represent all the approximate variables with a nodal basis [29]. We present in Table 3 the L2 error



Table 3
History of convergence of the HDG method for the Ringleb flow.

Mesh 1/h k = 1 k = 2 k = 3 k = 4

Error Order Error Order Error Order Error Order

2 4.35e�3 – 3.24e�4 – 2.35e�5 – 2.08e�6 –
4 1.10e�3 1.98 4.85e�5 2.74 1.43e�6 4.04 7.90e�8 4.72
8 2.80e�4 1.98 6.92e�6 2.81 8.63e�8 4.05 2.80e�9 4.82
16 7.06e�5 1.99 9.37e�7 2.88 5.18e�9 4.06 9.36e�11 4.90
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and convergence rate of the numerical solution uh as a function of h and k. We observe that the approximate solution con-
verges with the optimal order k + 1. Hence, the convergence of the HDG method is optimal.

The second example we consider is an inviscid flow over an airfoil. The geometry of the airfoil is obtained by transforming
a circle in the complex f-plane into the complex z-plane using a Kármán–Trefftz transformation
Fi
z� n
zþ n

¼ f� 1
fþ 1

� �n

: ð24Þ
For the particular airfoil considered here the circle on the f-plane is centered at point (�0.05,0.05) and the radius of the circle
is such that it passes through the point (1,0). The value of n determines the trailing edge angle bt, and for our example it is
chosen as n = 2 � bt/p = 1.98. The results reported below have been obtained with the Roe stabilization matrix (18), but we
have found no appreciable differences when using the Lax stabilization form (20). The airfoil geometry as well as a detail of
the mesh utilized in all our computations is shown in Fig. 1. The figure also shows the Mach number contours obtained for a
free stream Mach number M1 = 0.1 and an angle of attach a = 0 using k = 4. In order to validate this solution, we show in
Fig. 2 a comparison of the pressure coefficient computed with k = 4 and the analytical potential solution for the incompress-
ible case. The very minor differences between the two solutions can be attributed to compressibility effects as well as to the
proximity of the far field boundary in the Euler computations. In the computations, the far field boundary has only been
placed at a distance of five chords away from the airfoil and no vortex correction has been applied. We expect the errors
to be small since the angle of attack is zero and hence the lift is small which in turn implies that the first-order vortex
correction would also be small.

This last example serves to demonstrate that high-order polynomials produce much more accurate solutions at lower cost
than low-order polynomials. In particular, we consider an inviscid subsonic flow past a circular bump in a channel at
M1 = 0.5. The length and height of the channel are 3 and 1.5, respectively; and the length of the circular bump is 0.2.
Inlet/outlet conditions are prescribed at the left/right boundaries, while inviscid wall boundary condition is used on the
top and bottom sides. We use two different regular meshes to compute the numerical solutions: one mesh has 6400 linear
(k = 1) elements and the other mesh has 400 fourth-order (k = 4) elements. Hence, the two meshes have the same resolution
h/k. Fig. 3 shows the Mach number contours obtained with these two meshes. It is clear that the fifth-order solution is supe-
rior to the second-order solution, although the former has only 12,600 global degrees of freedom while the latter has 77,760
global degrees of freedom.

3.4. Compressible Navier–Stokes equations

We extend the HDG method developed above to the steady-state compressible Navier–Stokes equations in conservation
form as
r � ðFðuÞ þ Gðu;ruÞÞ ¼ f ; in X; ð25Þ
g. 1. Inviscid flow over a Kármán–Trefftz airfoil at M1 = 0.1 and a = 0: detail of the mesh (left) and Mach number contours for k = 4 (right).



Fig. 2. Inviscid flow over a Kármán–Trefftz airfoil at M1 = 0.1 and a = 0: comparison of the pressure coefficient between the HDG solution for M1 = 0.1 using
k = 4 and the exact incompressible potential solution.
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Fig. 3. Inviscid flow past a circular bump in a channel at M1 = 0.5: comparison of the Mach number contour between a fine regular mesh of 6400 linear
elements (left) and a coarse regular mesh of 400 fourth-order elements (right).
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where the viscous fluxes G(u,ru) of dimension m � d depends on the state vector u and its gradientru. The nondimensional
form of the Navier–Stokes equations as well as the definition of the inviscid and viscous fluxes can be found in [2]. Of course,
the Navier–Stokes equations (25) should be supplemented with appropriate boundary conditions at the inflow, outflow and
solid wall boundaries. The treatment of these boundary conditions will be discussed later.
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3.4.1. Formulation
To begin we consider the Navier–Stokes system (25) on any element K 2 T h and rewrite it as
Q �ru ¼ 0; in K;

r � ðFðuÞ þ Gðu;QÞÞ ¼ f ; in K:
ð26Þ
Multiplying this system with test functions ðE;wÞ 2 ðPkðKÞÞm�d � ðPkðKÞÞm and carrying out integration by parts we obtain
ðQ h;uhÞ 2Qk

h �Vk
h such that
ðQ h;EÞK þ ðuh;r � EÞK � hûh;E � ni@K ¼ 0; 8E 2 ðPkðKÞÞm�d
;

� ðFðuhÞ þ Gðuh;Q hÞ;rwÞK þ hĥh;wi@K ¼ ðf ;wÞK ; 8w 2 ðPkðKÞÞm:
ð27Þ
This is a Galerkin projection of the governing equations at the element level onto ðPkðKÞÞm�d � ðPkðKÞÞm. The interior numer-
ical flux is defined as
ĥh ¼ ðFðûhÞ þ Gðûh;Q hÞÞ � nþ Sðuh � ûhÞ; on @K: ð28Þ
Then we require that
hĥh;li@T hn@X þ hb̂h;li@X ¼ 0; 8l 2Mk
h; ð29Þ
where the boundary numerical flux b̂h will be defined later. The Eq. (27) defines a local problem in which (Qh,uh) can be
solved in an element-by-element fashion] whenever ûh is known. The Eq. (29) is thus a global weak formulation in terms
of ûh since, through the local problem, both ĥh and b̂h can be interpreted as functions of ûh.

Finally, by summing (27) over all elements we obtain the HDG formulation: ðQ h;uh; ûhÞ 2Qk
h �Vk

h �Mk
h satisfies
ðQ h;EÞT h
þ ðuh;r � EÞT h

� hûh;E � ni@T h
¼ 0; ð30aÞ

� ðFðuhÞ þ Gðuh;Q hÞ;rwÞT h
þ hðFðûhÞ þ Gðûh;Q hÞÞ � nþ Sðuh � ûhÞ;wi@T h

¼ ðf ;wÞT h
; ð30bÞ

hðFðûhÞ þ Gðûh;Q hÞÞ � nþ Sðuh � ûhÞ;li@T hn@X þ hb̂h;li@X ¼ 0; ð30cÞ
for all ðE;w;lÞ 2Qk
h �Vk

h �Mk
h. This completes the definition of the HDG method for solving the Navier–Stokes Eq. (25).

We shall not discuss the implementation of the HDG method described here because it is similar to that of the HDG meth-
od for the Euler Eq. (10). However, we would like to emphasize that in the Navier–Stokes case we also solve a matrix system
involving the degrees of freedom of ûh at every Newton iteration as we did for the Euler case. Moreover, the HDG matrix for
the Navier–Stokes case has the same structure as the matrix for the Euler case.

3.4.2. Wall boundary conditions
The inlet and outlet boundary conditions are specified in the same manner as those of the Euler case. However, at the

solid surface with no slip condition, we need to extrapolate the density, impose zero velocity, and set either a fixed temper-
ature T = Tw (isothermal wall) or zero heat flux @T/@n = 0 (adiabatic wall). The strategy to impose these conditions is
described as follows. First, we set
b̂h1 ¼ uh1 � ûh1; ð31Þ
which means that we extrapolate the density. We then set
b̂hi ¼ �ûhi; 2 6 i 6 m� 1; ð32Þ
which means that we impose ûhi ¼ 0; 2 6 i 6 m� 1, at the viscous solid wall. For the last component of b̂h, we need to dis-
tinguish between the isothermal wall and the adiabatic wall. For the isothermal wall, we set
b̂hm ¼ Tw � bT hðûhÞ; ð33Þ
where the approximate trace of the temperature bT hðûhÞ is computed from ûh. For the adiabatic wall, we set
b̂hm ¼ ĥhm; ð34Þ
which means that we impose zero heat flux at the solid wall.

3.4.3. Stabilization matrix
We add to the stabilization matrix of the HDG method for the Euler equations a viscous stabilization matrix which is

equal to
Sv ¼
c

PrRe
I; ð35Þ
where Re is the Reynolds number, Pr is the Prandtl number, and c is the heat capacity ratio. For compressible viscous flows
the Reynolds number is typically very large and hence the contribution of the viscous component may be very small.
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However, in some cases where the Reynolds number is small, the viscous component plays an important role in the accuracy
of the method.
3.4.4. Numerical examples
The first example is aimed at verifying the accuracy and convergence of the method for the compressible Navier–Stokes

equations. We consider a compressible Couette flow with a source term on a square domain (0 6 x1 6 H and 0 6 x2 6 H). The
exact solution is given by
Table 4
History

Degr

k

1

2

3

4

v1 ¼ �x2 logð1þ �x2Þ; v2 ¼ 0; p ¼ p1 and T ¼ T0 þ �x2ðT1 � T0Þ þ
c� 1
2cp1

Pr�x2ð1� �x2Þ;
where �x2 ¼ x2=H. The density is then given by q = 1/T. The source term is determined from the exact solution as
f ¼ 0;�
�x2 þ 2

ð�x2 þ 1Þ2
; 0;

3 logð�x2 þ 1Þ þ �x2ð2 logð�x2 þ 1Þ þ 2Þ þ 1

ð�x2 þ 1Þ2
� 3 logð�x2 þ 1Þ � logð�x2 þ 1Þ2

 !
:

For our numerical experiments we take H = 1, T0 = 0.8 and T1 = 0.85, Pr = 0.72 and p1 ¼ 1= cM2
1

� �
with M1 = 0.15. In order to

asses the accuracy of the computed solution we calculate the L2-norm of the error in the density q, the linear momentum
vector p = (qv1,qv2), the energy qE, the heat flux q =rT, and the viscous stress tensor s for different mesh sizes and different
polynomial orders. We display the computed errors and orders of convergence for the approximations to these quantities in
Table 4 for the Roe stabilization matrix (18) added with a viscous stabilization (35). We observe that all the approximate
quantities converge with the optimal order of accuracy of k + 1 in the L2 norm. To the best of our knowledge, the HDG meth-
od is the first known method that provides the optimal order of convergence for the viscous stress and the heat flux.

In the second example we consider a laminar flow over a Kármán–Trefftz airfoil. The geometry of the airfoil and the mesh
are the same as those used for the Euler example described above. The characteristics of the flow are M1 = 0.1, Re = 4000 and
Pr = 0.72. Since the Reynolds number is large, the viscous stabilization in (35) is relatively small. Fig. 4 shows the Mach con-
tours of the solution computed using a fourth-order polynomial approximation. We observe that a high-order element is
actually sufficient to capture the boundary layer. In order to verify that this is a grid converged solution we show in
Fig. 5 the distribution of pressure and skin friction coefficient using polynomial approximations of k = 2, 3 and 4. It can be
readily observed that differences in the surface quantities computed for the different orders of approximation are very small.

In the last example we consider a steady laminar flow past a NACA0012 foil at M1 = 0.85, Re = 1000, and a = 5 degrees.
Fig. 6 shows the finite element mesh and Mach number contour. The results are computed using 160 elements and polyno-
mial degree k = 6. We see that accurate solution can be obtained using very few high-order elements.
of convergence of the HDG method for the compressible Couette flow.

ee Mesh kq� qhkT h
kp� phkT h

kqE� qEhkT h
ks� shkT h

kq� qhkT h

1/h Error Order Error Order Error Order Error Order Error Order

2 9.50e�4 – 1.21e�2 – 1.65e�2 – 3.59e�2 – 4.87e�3 –
4 1.56e�4 2.60 3.15e�3 1.95 4.32e�3 1.93 1.07e�2 1.74 1.3e�3 1.91
8 2.62e�5 2.58 8.05e�4 1.97 9.66e�4 2.16 2.96e�3 1.86 2.95e�4 2.14
16 4.71e�6 2.48 2.04e�4 1.98 2.06e�4 2.23 7.95e�4 1.89 6.16e�5 2.26
32 9.55e�7 2.30 5.13e�5 1.99 4.56e�5 2.17 2.13e�4 1.90 1.30e�5 2.25
64 2.21e�7 2.11 1.29e�5 1.99 1.09e�5 2.06 5.72e�5 1.89 2.91e�6 2.16

2 4.69e�5 – 6.84e�4 – 1.97e�3 – 2.60e�3 – 2.77e�4 –
4 6.59e�6 2.83 9.22e�5 2.89 3.55e�4 2.47 4.44e�4 2.55 3.50e�5 2.98
8 9.79e�7 2.75 1.18e�5 2.97 5.92e�5 2.58 7.05e�5 2.66 3.92e�6 3.16
16 1.60e�7 2.62 1.49e�6 2.99 1.01e�5 2.55 1.10e�5 2.69 4.10e�7 3.26
32 2.69e�8 2.57 1.88e�7 2.99 1.72e�6 2.55 1.70e�6 2.69 4.36e�8 3.23
64 4.45e�9 2.60 2.37e�8 2.99 2.85e�7 2.59 2.61e�7 2.70 4.93e�9 3.14

2 4.06e�6 – 4.61e�5 – 1.40e�4 – 2.10e�4 – 2.66e�5 –
4 2.68e�7 3.92 3.30e�6 3.81 1.21e�5 3.53 1.95e�5 3.43 2.51e�6 3.41
8 1.60e�8 4.06 2.11e�7 3.97 8.92e�7 3.76 1.59e�6 3.61 1.68e�7 3.90
16 9.98e�10 4.01 1.30e�8 4.02 6.16e�8 3.86 1.21e�7 3.72 9.02e�9 4.22
32 6.42e�11 3.96 8.03e�10 4.02 4.09e�9 3.91 8.74e�9 3.79 4.22e�10 4.42
64 4.12e�12 3.96 4.96e�11 4.02 2.64e�10 3.95 6.01e�10 3.86 1.92e�11 4.46

2 3.45e�7 – 3.50e�6 – 1.53e�5 – 1.99e�5 – 2.36e�6 –
4 1.66e�8 4.38 1.33e�7 4.71 9.43e�7 4.02 1.08e�6 4.20 9.4e�8 4.65
8 7.51e�10 4.46 4.33e�9 4.94 4.67e�8 4.34 4.82e�8 4.49 2.6e�9 5.17
16 3.07e�11 4.61 1.35e�10 5.01 1.95e�9 4.58 1.88e�9 4.68 6.64e�11 5.29
32 1.15e�12 4.74 4.16e�12 5.01 7.35e�11 4.73 6.75e�11 4.80 1.87e�12 5.15



Fig. 6. Steady laminar flow over a NACA 0012 airfoil at M1 = 0.85, Re = 1000 and a = 5: finite element mesh (160 elements of order k = 6) (left) and Mach
number contour (right).

Fig. 4. Laminar flow over a Kármán-Trefftz airfoil at M1 = 0.1, Re = 4000 and a = 0: Mach number distribution (left) and detail of the mesh and Mach
number solution near the leading edge region (right) using fourth order polynomial approximations.

Fig. 5. Steady laminar flow over a Kármán–Trefftz airfoil at M1 = 0.1, Re = 4000 and a = 0: pressure coefficient distribution (left) and skin friction coefficient
(right) over the airfoil surface.
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3.5. Time-dependent PDEs

In this subsection we extend the HDG method described earlier to time-dependent PDEs in fluid mechanics. We shall
focus solely on the unsteady compressible Navier–Stokes equations as the reader will see that the same approach can be
applied to other time-dependent PDEs.

3.5.1. The unsteady compressible Navier–Stokes equations
We consider the unsteady compressible Navier–Stokes equations written as a first-order system of equations
Q �ru ¼ 0; in X� ð0; T�;

@u
@t
þr � ðFðuÞ þ Gðu;QÞÞ ¼ f ; in X� ð0; T�;

ð36Þ
with an initial condition u(x, t = 0) = u0(x), "x 2X, and appropriate boundary conditions as stated in the steady case.

3.5.2. Time integration using the backward difference formulas
For simplicity of exposition, we shall consider the backward Euler method for time integration as higher-order backward

difference formula (BDF) schemes admit a similar implementation. We denote by Q n
h;u

n
h; û

n
h

� �
the numerical approximations

to ðQðtnÞ;uðtnÞ; ûðtnÞÞ at time tn = nDtn, where Dtn is a timestep size at level n. Using the HDG method to discretize (36) in
space and the backward Euler method to discretize the time derivative, we obtain that ðQ n

h;u
n
h; û

n
hÞ 2Qk

h �Vk
h �Mk

h satisfies
ðQ n
h;EÞT h

þ ðun
h;r � EÞT h

� hûn
h;E � ni@T h

¼ 0; ð37aÞ

un
h

Dtn ;w
� �

T h

� F un
h

� �
þ G un

h;Q
n
h

� �
;rw

� �
T h
þ F ûn

h

� �
þ G ûn

h;Q
n
h

� �� �
� nþSn un

h � ûn
h

� �
;w

	 

@T h
¼ f n þ un�1

h

Dtn ;w
� �

T h

; ð37bÞ

F ûn
h

� �
þ G ûn

h;Q
n
h

� �� �
� nþ Sn un

h � ûn
h

� �
;l

	 

@T hn@X

þ b̂n
h;l

D E
@X
¼ 0 ð37cÞ
for all ðE;w;lÞ 2Qk
h �Vk

h �Mk
h and n P 1, where Q 0

h;u
0
h; û

0
h

� �
is the L2 projection of the initial data (Q0,u0,u0) onto

Qk
h � Vk

h �Mk
h.

The stabilization matrix and the boundary numerical flux are specified in the same way as for the steady case. Hence, the
system (37) is almost identical to the HDG system (30) of the steady case except for the two additional terms due to the
temporal discretization of the time derivative. This implies that it can be solved in the same way as for the steady Euler case.
We further note that the use of higher-order backward difference formula (BDF) schemes such as the second-order accurate
BDF2 scheme and the third-order accurate BDF3 scheme gives rise to a HDG formulation as similar as (37). The HDG method
can also work with other implicit time-stepping methods such as the diagonally implicit Runge–Kutta (DIRK) methods as
discussed below.

3.5.3. Time integration using the diagonally implicit Rung-Kutta methods
Let us consider the following DIRK (q,p) formulas [1] written in the form of Butcher’s table for time integration
ð38Þ
where q denotes the number of stages and p denotes the order of the method. It is clear from the above table that every stage
of the DIRK schemes is nothing but a backward-Euler solve by using the Gauss elimination to factorize the lower triangular
matrix. We are now ready to describe the HDG method for spatial discretization and the DIRK(q,p) method for time
integration.

To simplify notation we denote by tn,i 	 tn + ciDtn, 1 6 i 6 q, and Q n:i
h ;u

n;i
h ; û

n;i
h

� �
	 ðQ hðtn;iÞ;uhðtn;iÞ; ûhðtn;iÞÞ;1 6 i 6 q, which

are the intermediate solutions. The numerical solution unþ1
h at time level n + 1 given by the DIRK(q,p) method is computed as

follows:
unþ1
h ¼ un

h þ Dtn
Xq

i¼1

biz
n;i
h ð39Þ
where
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zn;1
h ¼

un;1
h � un

h

a11Dtn ;

zn;2
h ¼

un;2
h � un

h

a22Dtn �
a21

a22
zn;1

h ;

� � �

zn;q
h ¼

un;q
h � un

h

aqqDtn �
Xq�1

j¼1

aqj

aqq
zn;j

h :

ð40Þ

� �

The intermediate solutions are determined as follows: Q n;i

h ;u
n;i
h ; û

n;i
h 2Qk

h �Vk
h �Mk

h satisfies
Q n;i
h ;E

� �
T h

þ un;i
h ;r � E

� �
T h

� ûn;i
h ;E � n

D E
@T h

¼ 0; ð41aÞ

un;i
h

aiiDtn ;w

 !
T h

� F un;i
h

� �
þ G un;i

h ;Q
n;i
h

� �
;rw

� �
T h

þ F ûn;i
h

� �
þ G ûn;i

h ;Q
n;i
h

� �� �
� nþ Sn;i un;i

h � ûn;i
h

� �
;w

D E
@T h

¼ f n;i þ sn;i
h ;w

� �
T h

; ð41bÞ

F ûn;i
h

� �
þ G ûn;i

h ;Q
n;i
h

� �� �
� nþ Sn;i un;i

h � ûn;i
h

� �
;l

D E
@T hn@X

þ b̂n;i
h ;l

D E
@X
¼ 0; ð41cÞ
for all ðE;w;lÞ 2Qk
h �Vk

h �Mk
h, where the terms sn;i

h ;1 6 i 6 q, on the right-hand side of (41b) are given by
sn;1
h ¼

un
h

a11Dtn ;

sn;2
h ¼

un
h

a22Dtn þ
a21

a22

un;1
h

a11Dtn � sn;1
h

 !
;

� � �

sn;q
h ¼

un
h

aqqDtn þ
Xq�1

j¼1

aqj

aqq

un;j
h

ajjDtn � sn;j
h

 !
:

ð42Þ
We note that the resulting system (41) at each ith stage of the DIRK (q,p) method is very similar to the system (37) of the
Backward-Euler method. Once unþ1

h has been determined as above, we can compute Q nþ1
h ; ûnþ1

h

� �
2Qk

h �Mk
h such that
Q nþ1
h ;E

� �
T h

þ unþ1
h ;r � E

� �
T h
� ûnþ1

h ;E � n
	 


@T h
¼ 0; ð43aÞ

F ûnþ1
h

� �
þ G ûnþ1

h ;Q nþ1
h

� �� �
� nþ Snþ1 unþ1

h � ûnþ1
h

� �
;l

D E
@T hn@X

þ b̂nþ1
h ;l

D E
@X
¼ 0; ð43bÞ
for all ðE;lÞ 2Qk
h �Mk

h. The system (43) can be solved by eliminating Q nþ1
h to obtain a global reduced system in terms of the

degrees of freedom of ûnþ1
h .

We see that the HDG-DIRK (q,p) method requires q backward-Euler solves (41) and one additional solve (43) for every
timestep. This additional solve comes from the fact that the HDG method gives rise to a differential algebraic system of index
1. In practice, however, we do not need to solve (43) for every timestep because we can advance (39)–(41) in time without

Q nþ1
h ; ûnþ1

h

� �
. Rather we compute Q nþ1

h ; ûnþ1
h

� �
only when they are needed. Finally, we note that some special DIRK schemes

such as the strongly S-stable DIRK (2,2) and DIRK (3,3) schemes [1] have cq = 1, which means that the Eqs. (43a) and (43b)
coincide with (41a) and (41c), respectively, at the last stage i = q. Hence, these DIRK schemes do not need to solve (43).

3.5.4. Numerical examples
The first test case for unsteady flow computations is the incompressible viscous flow passing a circular cylinder at the

Reynolds number Re = 200 [37]. When the Reynolds number is above 50 and less than 1000, the flow will undergo separa-
tions but still maintain laminar. The induced vortices are then shed from upper and lower surfaces alternatively to form the
famous Kármán vortex street. The problem setting is as follows. We consider the flow domain in a rectangle defined by
�10 6 x1 6 20 and�10 6 x2 6 10. The center of the cylinder coincides with the origin of the coordinate system, and its diam-
eter D is a unit value. The incoming free-stream flow U0 is assumed to be uniform with a unit magnitude, so that the Dirichlet
boundary condition u = (1,0) is imposed at the inlet x1 = �10. No-slip boundary condition is imposed on the cylinder surface.
The remaining boundary is prescribed with zero stress, that is, (�m(ru +ruT) + pI) � n = 0. The Reynolds number is defined
based on the free-stream velocity and the cylinder diameter Re = U0D/m.

Fig. 7 depicts the FE mesh used in the computation. The mesh is refined along the cylinder to resolve the boundary layer
as well as in the wave region to capture the vortex street behind the cylinder. We use k = 4 for spatial discretization and the
DIRK (3,3) scheme with a timestep size Dt = 0.2 for time integration. We present in Fig. 8 the horizontal velocity and vorticity
at time t = 100. The Kármán vortex street is clearly observed. Fig. 9 shows the time history of drag and lift coefficients. The
magnitude of the lift coefficient CL is ± 0.69, while the magnitude of the drag coefficient CD is 1.3564 ± 0.0462. The calculated



Fig. 7. Finite element mesh of 2494 elements for the circular cylinder example.

Fig. 8. Horizontal velocity and vorticity at t = 100 for incompressible viscous flow past a circular cylinder at Re = 200.

Fig. 9. Time history of lift and drag coefficients for incompressible viscous flow past a circular cylinder at Re = 200. The Strouhal number is 0.2.
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Strouhal number is 0.2. These figures agree well with previous numerical results as well as with experimental measurements
(see [37]).

The second test case is the compressible viscous flow passing a SD7003 foil [66] at the Reynolds number Re = 10,000,
M1 = 0.2, and a = 4o. The FE mesh is shown in Fig. 10. We use k = 4 for spatial discretization and the DIRK (3,3) scheme with
a timestep size Dt = 0.025 for time integration. We observe the vortex shedding behind the airfoil as depicted in Fig. 11.
However, as it can be seen from the time history of drag and lift coefficients shown in Fig. 12, the close-to-periodic vortex
shedding has much higher frequency than that of the previous test case. The average lift coefficient is 0.378 and the average
drag coefficient is 0.0502. Our results also agree well with [66].



Fig. 10. Finite element mesh of 3360 elements for the SD7003 airfoil example.

Fig. 11. Horizontal velocity and vorticity at t = 15 for compressible viscous flow past a SD7003 foil at Re = 104, M1 = 0.2, and a = 4o.

Fig. 12. Time history of lift and drag coefficients for compressible viscous flow past a SD7003 foil at Re = 104, M1 = 0.2, and a = 4o.
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3.6. Conservation laws in moving domain

In this subsection we develop HDG methods for solving systems of conservation laws in moving domain. We begin by
denoting the moving domain by XyðtÞ 2 Rd and its spatial coordinates by y. In this domain we consider a system of conser-
vation laws written in the Eulerian framework as
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@s
@t

����
y
þry � Fðs;rysÞ ¼ 0; in XyðtÞ � ð0; T�; ð44Þ
where s 2 Rm is a vector of m conserved variables and F 2 Rm�d contains d flux vectors of dimension m. The flux vectors are
functions of s and rys, where ry is the gradient operator in the y coordinates. Examples of systems of conservation laws
include the Euler equations, the Navier–Stokes equations, and the equations of solid motion.

The arbitrary Lagragian Eulerian (ALE) technique [21,22,39,56,67] is the most popular method to account for the time var-
iation of the physical domain. This is done by introducing the velocity of the physical domain into the governing equations.
Within the ALE framework one may choose to carry out the discretization of the resulting ALE equations either on the mov-
ing domain or a fixed reference domain. The discretization on a fixed reference domain is adopted here because this ap-
proach is shown to work well for high-order methods [56,67].

3.6.1. Arbitrary Lagrangian Eulerian formulation
Let us denote by X a fixed reference domain with spatial coordinate x. The motion of the time-dependent domain Xy(t) is

defined by a deformation mapping / of the form y = /(x). The deformation gradient and grid velocity are then given by
G ¼ rx/; vg ¼ @/
@t

����
x
; J ¼ detðGÞ: ð45Þ
We first apply the ALE method (see [56]) to the original system (44) in Xy(t) to obtain a new system in X as
@Js
@t

����
x
þrx � ðJðFðs;rysÞ � s� vgÞG�TÞ ¼ 0; in X� ð0; T�: ð46Þ
We next introduce a new vector u = Js and thus get
rys ¼ ðrxsÞG�1 ¼ ðrxðu=JÞÞG�1 ¼ ðJ�1rxuþ u�rxJ�1ÞG�1: ð47Þ
As a result, we can rewrite the above system in terms of the new vector u as
@u
@t

����
x
þrx � Fxðu;rxuÞ ¼ 0; X� ½0; T�; ð48Þ
where
Fxðu;rxuÞ ¼ JðFðJ�1u; ðJ�1rxuþ u�rxJ�1ÞG�1Þ � J�1u� vgÞG�T : ð49Þ
The system (48) and (49) represents the transformed conservation laws in terms of u in the reference domain X. Since this
system can readily be discretized using the HDG method developed in the previous subsection, we omit the detailed steps to
save space. We mention however that the initial and boundary conditions must also be transformed to the reference domain
and hence they must be imposed on u and Fx. This step is straightforward and thus omitted here.

If the mapping / can be described by some analytical expression of the spatial coordinates x and time t, one can directly
determine the grid velocity, the deformation gradient and its determinant from (45). If this is not the case then one needs to
numerically compute /. Although there exists a variety of methods for computing mesh deformation, we find such discus-
sion beyond the scope of this paper. Below we will consider an example in which that the mapping is known analytically to
illustrate the HDG method.

3.6.2. Heaving and pitching NACA 0012 foil
We consider the compressible viscous flow around a heaving and pitching NACA0012 airfoil. The motion of the airfoil is

described by the following mapping
/1ðx; tÞ
/2ðx; tÞ

� 

¼

cosðhðtÞÞ � sinðhðtÞÞ
sinðhðtÞÞ cosðhðtÞÞ

� 

x1 � 0:5

x2

� 

þ

0:5
yðtÞ

� 

ð50Þ
where
yðtÞ ¼ A sinð2pftÞ; hðtÞ ¼ �B sinð2pftÞ: ð51Þ
We choose the free-stream velocity U0 = 1 in the x1-direction, the oscillating frequency f = 0.2, and amplitudes A = 0.5 and
B = p/12. The free-stream Mach number of the flow is 0.2 and the Reynolds number is 5000.

The reference domain and associated computational grid is shown in Fig. 13. We use polynomials of degree k = 4 within
each element to represent the solution. For temporal discretization we employ the DIRK (3,3) scheme with a variable time-
step size Dtn = 0.0005 + (n � 1)(0.025 � 0.0005)/9 for n = 1,2, . . . ,10 and Dtn = 0.025 for n P 10. We show in Fig. 14 the vor-
tical structure of the flow around the foil at different times in the simulation. We observe dominant vortex structures below
the airfoil when it is pitching up and above the airfoil when it is pitching down. These vortex structures are typical of an
airfoil in heaving and pitching motion.



Fig. 13. Finite element mesh for the reference domain of the moving NACA 0012 airfoil example.
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4. HDG methods for PDEs in solid mechanics

In this section we develop HDG methods for solving static and dynamical systems of partial differential equations in solid
mechanics. We begin with introducing a HDG method for linear elasticity. We next extend this method to nonlinear elastic-
ity with large deformation modeled by hyperelastic materials. We then focus on devising HDG methods for nonlinear elas-
todynamics. The methods we develop can be applied to compressible, nearly incompressible, and incompressible solids.
Furthermore, they possess several attractive features which render them ideally suited for solving many problems in solid
mechanics. We provide numerical results to illustrate the main characteristics of the HDG methods and compare their per-
formance with that of the standard continuous Galerkin method in the linear case.

4.1. Linear elasticity

4.1.1. Governing equations
Let u represent the vector field of the displacement components, k and l the Lamé moduli, q the density of the elastic

isotropic material, and f a body force. The small deformation of the elastic isotropic body X is governed by:
�r � ½lruþ ðlþ kÞðr � uÞI� ¼ f ; in X: ð52Þ
We introduce the displacement gradient tensor H =ru and the hydrostatic pressure p = �(l + k)(r � u). We then rewrite (52)
as a first-order system of equations
H �ru ¼ 0; in X;

�r � ðlH � pIÞ ¼ f ; in X;

�pþr � u ¼ 0; in X;

ð53Þ
with � = 1/(l + k). Note that the linear elasticity Eq. (53) are similar to the Stokes Eq. (2) except that (53) has an additional
pressure term �p in the third equation. Indeed, in the incompressible case (i.e., � = 0), the two systems are exactly identical.
The boundary conditions are given as
u ¼ gD; on @XD;

Bn ¼ gN; on @XN;
ð54Þ
where oXN is a part of the boundary @X such that oXN [ oXD = oX and oXN \ oXD = ;. Here B is a linear operator that de-
pends on (H,p). Examples of the form of B are given in Table 5.

4.1.2. Formulation
The HDG method seeks an approximation ðHh;uh; ph; ûhÞ 2Qk

h �Vk
h �Wk

h �Mk
h such that



Fig. 14. Vorticity at different times in the simulation for compressible viscous flow past a moving NACA 0012 airfoil at Re = 5 � 103 and M1 = 0.2.
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ðHh;EÞT h
þ ðuh;r � EÞT h

� hûh;E � ni@T h
¼ 0; ð55aÞ

ðlHh � phI;rwÞT h
þ hĥh;wi@T h

¼ ðf ;wÞT h
; ð55bÞ

ð�ph;rqÞT h
� ðuh;rqÞT h

þ hûh � n; qi@T h
¼ 0; ð55cÞ

hĥh;li@T hn@X þ hûh � gD;li@XD
þ hb̂h � gN;li@XN

¼ 0; ð55dÞ
for all ðE;w; q;lÞ 2Qk
h �Vk

h �Wk
h �Mk

h, where the numerical flux ĥh is given by
ĥh ¼ ð�lHh þ phIÞ � nþ Sðuh � ûhÞ; ð55eÞ



Table 5
Examples of other boundary conditions for the linear elasticity equations. Note that the asterisk
symbol ⁄ indicates that the average pressure condition (ph,1)X = 0 is also imposed when � = 0. The
dagger symbol � indicates that a Dirichlet boundary condition for the normal component of the
velocity has also to be provided on @XN.

Condition type B b̂h

Stress �l(H + HT) + �kpI ð�l Hh þ HT
h

� �
þ �kphIÞ � nþ Sðuh � ûhÞ

Viscous stress⁄ �l(H + HT) �lðHh þHT
hÞ � nþ Sðuh � ûhÞ

Vorticity + pressure �l(H � HT) + �kpI ð�l Hh � HT
h

� �
þ �kphIÞ � nþ Sðuh � ûhÞ

Vorticity⁄,� �l(H � HT) �lðHh �HT
hÞ � nþ Sðuh � ûhÞ

Gradient + pressure �lH + �kpI ð�lHh þ �kphIÞ � nþ Sðuh � ûhÞ
Gradient⁄ �lH �lHh � nþ Sðuh � ûhÞ

N. C. Nguyen, J. Peraire / Journal of Computational Physics 231 (2012) 5955–5988 5975
and the boundary numerical flux b̂h is given in Table 5. The stabilization matrix is chosen as
S ¼ l
‘

I; ð56Þ
where ‘ is a characteristic length scale. Note that both the Dirichlet and Neumann boundary conditions have been enforced
weakly by the Eq. (55d) of (55).

The HDG method for linear elasticity can be implemented by following the implementation steps of the HDG method for
Stokes flow [17,49]. In fact, for the incompressible case � = 0, the two methods are identical. For the compressible case � > 0,
the HDG method for linear elasticity does not need the augmented Lagrangian treatment. In such case, we solve the system
(55) by reducing it to a global weak formulation in terms of the approximate trace ûh only. This results in considerable sav-
ings for both the computational cost and memory storage.
4.1.3. Local postprocessing
We describe here a simple yet effective postprocessing procedure proposed in [63] and employed in [44] to improve the

numerical approximation of the displacement field. In particular, the new approximate displacement u�h 2 ðP
kþ1ðKÞÞd satis-

fies, on every simplex K 2 T h,
ru�h;rw
� �

K ¼ ðHh;rwÞK ; 8w 2 ðPkþ1ðKÞÞd;
u�h;1
� �

K ¼ ðuh;1ÞK :
ð57Þ
Note that each component of u�h can be solved independently of each other. Moreover, since the local postprocessing is per-
formed at the element level, the postprocesssed displacement u�h are less expensive to compute than the original displace-
ment uh.
4.1.4. A numerical example
This example is studied in [62]. We consider the elastic Eq. (53) on a unit square X = (0,1) � (0,1) with l = 1. The prob-

lem has the following exact solution
u1 ¼ �x2yð2y� 1Þðx� 1Þ2ðy� 1Þ;
u2 ¼ xy2ð2x� 1Þðx� 1Þðy� 1Þ2:
The source term f is determined from the above solution. The Dirichlet boundary data are determined as the restriction of the
exact solution on the boundary. The stabilization tensor is set to the identity tensor. The FE meshes are triangular and con-
structed upon regular n � n Cartesian grids (h = 1/n).

We present the L2 errors and orders of convergence of the numerical approximations in Table 6 for k = 1 (compressible
case as the Poisson ratio m = 0.25) and in Table 7 for k = 1000 (nearly incompressible case as m 
 0.4995) for both the HDG
method and the standard CG method. We observe that the approximate displacement and gradient converge with the opti-
mal order k + 1 even for the nearly incompressible case. Note that the approximate stress derived from the approximate dis-
placement gradient also converges with the optimal order k + 1. Optimal convergence of the stress is an important advantage
of the HDG method because many quantities of engineering interest involve the stress. Furthermore, we observe that the
postprocessed displacement u�h converges with order k + 2 which are one order higher than the original approximation. Since
the postprocessed displacement is inexpensive to compute, the HDG method provides better convergence and accuracy than
the standard CG method for the same mesh and polynomial degree k.



Table 6
Comparison of the convergence of the L2(X) errors in the displacement and displacement gradient between the HDG method and the standard CG method for a
linear elasticity example with l = 1 and k = 1.

Degree Mesh HDG Standard CG

ku� uhkT h
kH �HhkT h

ku� u�hkT h
ku� uhkT h

kH � HhkT h

k n Error Order Error Order Error Order Error Order Error Order

1 2 5.71e�3 – 5.98e�3 – 7.02e�4 – 3.78e�3 – 2.72e�2 –
4 1.50e�3 1.93 1.66e�3 1.85 1.06e�4 2.72 1.80e�3 1.07 1.81e�2 0.59
8 3.94e�4 1.93 4.46e�4 1.90 1.46e�5 2.86 6.33e�4 1.51 9.85e�3 0.88
16 1.01e�4 1.97 1.16e�4 1.94 1.90e�6 2.95 1.79e�4 1.82 4.98e�3 0.98
32 2.55e�5 1.98 2.95e�5 1.97 2.41e�7 2.98 4.64e�5 1.95 2.49e�3 1.00

2 2 1.07e�3 – 1.98e�3 – 1.65e�4 – 1.44e�3 – 1.50e�2 –
4 1.95e�4 2.46 2.86e�4 2.79 1.41e�5 3.55 2.13e�4 2.76 4.81e�3 1.64
8 2.76e�5 2.82 3.67e�5 2.96 9.69e�7 3.86 2.31e�5 3.21 1.30e�3 1.89
16 3.59e�6 2.94 4.55e�6 3.01 6.20e�8 3.97 2.46e�6 3.23 3.29e�4 1.98
32 4.55e�7 2.98 5.64e�7 3.01 3.89e�9 3.99 2.86e�7 3.10 8.23e�5 2.00

3 2 3.53e�4 – 6.04e�4 – 4.53e�5 – 2.35e�4 – 4.45e�3 –
4 3.10e�5 3.51 4.31e�5 3.81 1.70e�6 4.73 2.34e�5 3.33 8.60e�4 2.37
8 2.13e�6 3.86 2.83e�6 3.93 5.52e�8 4.95 1.32e�6 4.14 1.16e�4 2.90
16 1.38e�7 3.95 1.81e�7 3.97 1.73e�9 5.00 7.41e�8 4.16 1.45e�5 2.99
32 8.72e�9 3.98 1.14e�8 3.99 5.38e�11 5.01 4.31e�9 4.10 1.80e�6 3.01

4 2 7.79e�5 – 1.87e�4 – 1.10e�5 – 7.92e�5 – 1.71e�3 –
4 2.98e�6 4.71 6.50e�6 4.85 1.90e�7 5.85 3.00e�6 4.72 1.36e�4 3.65
8 9.96e�8 4.90 2.10e�7 4.95 3.02e�9 5.97 9.79e�8 4.94 8.99e�6 3.92
16 3.19e�9 4.96 6.64e�9 4.98 4.74e�11 6.00 3.08e�9 4.99 5.69e�7 3.98
32 1.01e�10 4.98 2.09e�10 4.99 7.40e�13 6.00 9.60e�11 5.00 3.57e�8 4.00

Table 7
Comparison of the convergence of the L2(X) errors in the displacement and displacement gradient between the HDG method and the standard CG method for a
linear elasticity example with l = 1 and k = 1000.

Degree Mesh HDG Standard CG

ku� uhkT h
kH � HhkT h

ku� u�hkT h
ku� uhkT h

kH � HhkT h

k n Error Order Error Order Error Order Error Order Error Order

1 2 5.81e�3 – 7.51e�3 – 7.84e�4 – 3.78e�3 – 2.72e�2 –
4 1.51e�3 1.94 2.17e�3 1.79 1.19e�4 2.72 3.84e�3 �0.02 2.83e�2 �0.05
8 3.96e�4 1.94 5.90e�4 1.88 1.64e�5 2.85 3.74e�3 0.04 2.75e�2 0.04
16 1.01e�4 1.97 1.53e�4 1.95 2.13e�6 2.94 3.36e�3 0.15 2.48e�2 0.15
32 2.55e�5 1.99 3.88e�5 1.98 2.71e�7 2.98 2.47e�3 0.45 1.85e�2 0.42

2 2 1.08e�3 – 2.31e�3 – 1.73e�4 – 3.83e�3 – 2.83e�2 –
4 1.97e�4 2.46 4.03e�4 2.52 1.59e�5 3.44 1.27e�3 1.60 1.56e�2 0.86
8 2.77e�5 2.83 5.47e�5 2.88 1.09e�6 3.86 2.85e�4 2.15 7.10e�3 1.13
16 3.59e�6 2.94 6.97e�6 2.97 6.96e�8 3.97 5.76e�5 2.31 2.86e�3 1.31
32 4.55e�7 2.98 8.74e�7 2.99 4.36e�9 4.00 8.92e�6 2.69 8.76e�4 1.71

3 2 3.58e�4 – 8.43e�4 – 4.79e�5 – 5.98e�4 – 9.07e�3 –
4 3.12e�5 3.52 6.40e�5 3.72 1.80e�6 4.74 9.76e�5 2.62 2.65e�3 1.77
8 2.14e�6 3.87 4.23e�6 3.92 5.79e�8 4.96 1.07e�5 3.19 5.92e�4 2.16
16 1.38e�7 3.95 2.69e�7 3.97 1.81e�9 5.00 9.99e�7 3.42 1.12e�4 2.41
32 8.72e�9 3.98 1.69e�8 3.99 5.62e�11 5.01 6.67e�8 3.91 1.50e�5 2.90

4 2 7.87e�5 – 2.22e�4 – 1.13e�5 – 2.86e�4 – 4.66e�3 –
4 3.00e�6 4.71 7.74e�6 4.84 1.96e�7 5.85 1.14e�5 4.64 3.97e�4 3.55
8 9.98e�8 4.91 2.50e�7 4.95 3.12e�9 5.97 3.10e�7 5.21 2.34e�5 4.09
16 3.20e�9 4.96 7.89e�9 4.98 4.89e�11 5.99 8.03e�9 5.27 1.31e�6 4.16
32 1.01e�10 4.98 2.47e�10 4.99 7.65e�13 6.00 2.15e�10 5.22 7.49e�8 4.13
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4.2. Nonlinear elasticity

4.2.1. Governing equations
We consider large deformation of an elastic continuum body defined by a deformation mapping u between a reference

configuration X and a current configuration Xc of the form y = u(x). Here, x is the coordinate in the reference configuration X
and y denotes the position of particle x in subsequent deformations. Let f be the body force per unit reference volume. The
boundary oX is divided into two complementary disjoint parts oXD and oXN, where the prescribed deformation gD and trac-
tion gN are imposed, respectively. The continuum problem is governed by the following equations stated in Lagrangian form
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F �ru ¼ 0; in X;

�r � P ¼ f ; in X;

u ¼ gD; on @XD;

Pn ¼ gN ; on @XN :

ð58Þ
This system of equations defines an equilibrium state of the elastic body under large deformation. Unless otherwise indi-
cated, the gradient and divergence operators are taken with respect to the coordinate x of the reference configuration. (In
the literature, it is customary to using X to denote the coordinates of the reference configuration and x to denote the coor-
dinates of the deformed configuration. However, in order to maintain consistency in our use of notation throughout the pa-
per, we choose to use x for the coordinates of the reference configuration.)

For simple reversible elasticity the first Piola–Kirchhoff stress tensor P is derived as the derivative of a strain energy func-
tion w with respect to the deformation gradient F, namely,
P ¼ @wðFÞ
@F

: ð59Þ
It is customary to decoupling the strain energy function w into isochoric and volumetric components
w ¼ wisoðFÞ þ wvolðJÞ; ð60Þ
where J = det (F) is the determinant of F. This in turn leads to the following decomposition of the first Piola–Kirchhoff stress
tensor
P ¼ DðFÞ þ pJF�T ; ð61Þ
where
DðFÞ ¼ @wisoðFÞ
@F

; p ¼ kUðJÞ; UðJÞ ¼ 1
k
@wvolðJÞ
@J

: ð62Þ
Note that k is the bulk modulus and that U(J) = 0 for J = 1. Once wiso and wvol are given, P can be determined by (61) and (62).
In order to deal with nearly incompressible and incompressible materials, we introduce p as an independent variable to

obtain the following system
F �ru ¼ 0; in X;

�r � P ¼ f ; in X;

ep� UðJÞ ¼ 0; in X;

u ¼ gD; on @XD;

Pn ¼ gN ; on @XN ;

ð63Þ
where e = 1/k. For incompressible elastic materials (k ?1,e = 0) the equation U(J) = 0 yields J = 1 and thus imposes the
incompressibility condition since the volume of the elastic body does not change during motion. Below we introduce a
HDG method for solving the nonlinear elasticity Eq. (63).

4.2.2. Formulation
We seek an approximation ðFh;uh; ph; ûhÞ 2Qk

h �Vk
h �Wk

h �Mk
h such that
ðFh;EÞT h
þ ðuh;r � EÞT h

� hûh;E � ni@T h
¼ 0; ð64aÞ

ðPðFh;phÞ;rwÞT h
� hĥh;wi@T h

� ðf ;vÞT h
¼ 0; ð64bÞ

ðeph; qÞT h
� ðUðFhÞ; qÞT h

¼ 0; ð64cÞ

hĥh;li@T hn@X þ hûh � gD;li@XD
þ hĥh � gN ;li@XN

¼ 0; ð64dÞ
for all ðE;w; q;lÞ 2Qk
h �Vk

h �Wk
h �Mk

h, where the numerical flux ĥh is given by
ĥh ¼ PðFh; phÞ � n� Sðuh � ûhÞ: ð64eÞ
Here the stabilization tensor S does have an important effect on both the stability and accuracy of the method. The selection
of the value of the stabilization tensor will be described later. Recall that P and U are given by (61) and (62), respectively. We
note that if e = 0 (incompressible material) and oXN is empty then p is only defined up to an additive constant. In such case
we must impose the average pressure constraint ðph;1ÞT h

¼ 0 to ensure the well-posedness of the HDG method.
Let us briefly comment on the equations defining the HDG method. The first three Eqs. (64a)–(64c), (64c) are obtained by

multiplying the governing Eq. (63) by test functions and integrating the resulting equations by parts. The fourth Eq. (64d)
enforces the continuity of the L2 projection of the numerical flux and imposes weakly the Dirichlet and Neumann boundary
conditions. The last Eq. (64e) defines the numerical flux.
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4.2.3. Stabilization matrix
In the linear elasticity case, the material elasticity tensor is symmetric positive-definite everywhere in the domain. How-

ever, in the nonlinear elasticity case, the material elasticity tensor is in general not symmetric positive-definite in regions
where large deformation occurs. We simply make a minor modification of the stabilization formulas (56) for the nonlinear
case as
S ¼ C
l
‘

I; ð65Þ
where the constant C P 1 is problem-dependent. In spite of its simplicity, the above stabilization tensor works well for many
test cases.

4.2.4. Implementation
We first consider the compressible case corresponding to e > 0. By applying the Newton–Raphson method to linearize the

nonlinear system (64) we obtain that the Newton increment dF‘
h; du

‘
h; dp‘h; dû

‘
h

� �
2Qk

h �Vk
h �Wk

h �Mk
h satisfies
dF‘
h;E

� �
T h
þ du‘

h;r � E
� �

T h
� dû‘

h;E � n
	 


@T h
¼ r1ðEÞ; ð66aÞ

ðð@Fh
PÞdF‘

h þ ð@ph
PÞdp‘h;rwÞT h

� ð@Fh
ĥhÞdF‘

h þ ð@uh
ĥhÞdu‘

h þ ð@ph
ĥhÞdp‘h þ ð@ûh

ĥhÞdû‘
h;w

D E
@T h

¼ r2ðwÞ; ð66bÞ

edp‘h; q
� �

T h
� ð@Fh

UÞdF‘
h; q

� �
T h
¼ r3ðqÞ; ð66cÞ

ð@Fh
ĥhÞdF‘

h þ ð@uh
ĥhÞdu‘

h þ ð@ph
ĥhÞdp‘h þ ð@ûh

ĥhÞdû‘
h;li@T hn@XD

þ hdû‘
h;l

D E
@XD

¼ r4ðlÞ; ð66dÞ
for all ðE;w; q;lÞ 2Qk
h �Vk

h �Wk
h �Mk

h, where
r1ðEÞ ¼ � ðF‘
h;EÞT h

þ u‘
h;r � E

� �
T h
� û‘

h;E � n
	 


@T h

� �
; ð67aÞ

r2ðwÞ ¼ � P F‘
h;p

‘
h

� �
;rw

� �
T h
� hĥ‘

h;wi@T h
� ðf ;vÞT h

� �
; ð67bÞ

r3ðqÞ ¼ � ep‘h; q
� �

T h
� U F‘

h

� �
; q

� �
T h

� �
; ð67cÞ

r3ðlÞ ¼ � ĥ‘
h;l

D E
@T hn@X

þ û‘
h � gD;l

	 

@XD
þ ĥ‘

h � gN;l
D E

@XN

� �
; ð67dÞ
are the residual functionals evaluated at the current iterate F‘
h;u

‘
h; p

‘
h; û

‘
h

� �
. In (66), ð@Fh

PÞ and ð@ph
PÞ denote the partial deriv-

atives of P with respect to Fh and ph, respectively. The same notation is applied to the partial derivatives of ĥh. Moreover, all
the partial derivatives are evaluated at the current iterate F‘

h;u
‘
h; p

‘
h; û

‘
h

� �
. We next update the numerical approximations as
F‘þ1
h ;u‘þ1

h ; p‘þ1
h ; û‘þ1

h

� �
:¼ F‘

h;P
‘
h;p

‘
h; û

‘
h

� �
þ a dF‘

h; du
‘
h; dp‘h; dû

‘
h

� �
;

where the parameter a is determined by the line search algorithm to ensure a sufficient decrease in the residual. We then
increment ‘and repeat the Newton–Raphson process until convergence.

Although it is large, the linearized problem (66) can be solved very efficiently by using local elimination. In particular, the
matrix form of the linearized problem (66) is
A‘ B‘

C‘ D‘

" #
a‘

b‘

� �
¼ f‘

g‘

 !
; ð68Þ
where a‘ and b‘ are the vectors of degrees of freedom of dF‘
h; du

‘
h; dp‘h

� �
and dû‘

h, respectively. It should be clear that the ma-
trix A‘ has a block-diagonal structure due to the discontinuous nature of the approximation spaces. Therefore, we can elim-
inate a‘ to obtain a reduced system in terms of b‘ as
K‘b‘ ¼ r‘; ð69Þ
where
K‘ ¼ �C‘ðA‘Þ�1B‘ þ D‘; r‘ ¼ g‘ � C‘ðA‘Þ�1f‘: ð70Þ
Note that (A‘)�1 is also a block-diagonal matrix. To form K‘ we does not need to explicitly compute the matrices A‘, B‘, C‘, and
D‘. Instead we compute the elemental matrices and elemental vectors over each element as
K‘
K ¼ �C‘

K A‘
K

� ��1
B‘

K þ D‘
K ; r‘K ¼ g‘K � C‘

K A‘
K

� ��1
f‘K ; 8K 2 T h; ð71Þ
and then perform the standard finite element assembly to form the system (69). This will save a considerable memory for
storing A‘, B‘, C‘, and D‘.

It should be noted that the above implementation breaks down in the case of an incompressible material (e = 0) because
the matrix A‘ is not invertible in such case. This problem can be treated by using the augmented Lagrangian method
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proposed in [45]. In this method, we introduce an artificial time derivative of the pressure increment to the Eq. (66c) and
integrate the resulting system until the pressure increment converges. In each iteration of the augmented Lagrangian meth-
od, we solve a linear system whose matrix has exactly the same structure as the matrix in (68). A detailed discussion of this
method can be found in [45].

4.2.5. Numerical examples
We consider two numerical examples to illustrate the performance of the HDG method. The geometry and boundary con-

ditions for the two test cases are shown in Fig. 15. In both the examples we use a Neo-Hookean material model with the
following isochoric and volumetric components
wiso ¼
l
2
ðtrðFT FÞ � 3Þ � l logðJÞ; wvol ¼

k
2
ðJ � 1Þ2; ð72Þ
where l is the shear modulus and k is the bulk modulus.
The first example involves a unit thickness square plate which is clamped on the bottom side and subject to shear load on

the other sides as shown in Fig. 15(a). The material parameters are l = k = 1 N/mm2. The problem has the following exact
solution
u1 ¼ x1 þ x3
2=2þ 0:5 sinðpx2=2Þ; u2 ¼ x2; p ¼ 0:
The body force f and shear load gN are determined from the above solution. We consider triangular meshes that are obtained
by splitting a regular n � n Cartesian grid into a total of 2n2 triangles, giving uniform element sizes of h = 2/n. On these
meshes, we use polynomials of degree k to represent all the approximate variables using a nodal basis within each element
for the HDG method. We take the stabilization tensor to be the identity tensor for this problem. We present in Table 8 the
error and order of convergence in L2-norm. We observe that the approximate displacement and pressure converges with or-
der k + 1, so does the approximate stress tensor Ph. It is interesting to see that the approximate displacement gradient Fh

converges with order k for k = 1, 2, but with the optimal order k + 1 for k = 3, 4. As a result, the postprocessed displacement
u�h converges with order k + 1 for k = 1, 2, but with order k + 2 for k = 3, 4. Fig. 16 shows both the original solution and post-
processed solution for k = 2 and h = 1/2. We see that the local postprocessing enhances the approximation quality as the
postprocessed solution looks better than the original solution.

The second example is the well-known cook’s membrane problem studied in [59]. The geometry, loading and boundary
conditions are given in Fig. 15(b). The values for the material parameters are l = 80.194 N/mm2, k = 120.291 N/mm2 for the
compressible case and l = 80.194 N/mm2, k = 400889.806 N/mm2 for the nearly incompressible case. Note that we apply
gN = (0,250/16) N/mm2 for the compressible case and gN = (0,125/16) N/mm2 for the incompressible case. The stabilization
tensor is chosen as S = 4 lI. The quantity of interest is the vertical displacement of the top right corner of the plate. The con-
vergence as a function of the number of elements and polynomial degrees are used as criteria to investigate the performance
of the HDG method. We present in Tables 9 and 10 the computed results for the compressible case and nearly incompressible
case, respectively. In both cases, we observe that using k = 4 on the coarsest mesh 2 � 2 yields very similar results as k = 1 on
the finest mesh 30 � 16. Fig. 17 depicts the deformed configuration and the Von Mises stress for the compressible case
Fig. 15. Geometry and boundary conditions for the shearing plate example (a) and cook’s membrane example (b).



Fig. 16. The deformed configuration of the shearing plate: original solution (left) and the postprocessed solution (right) for k = 2 and h = 1/2.

Table 8
History of convergence of the HDG method for the shearing plate example.

Degree Mesh ku� uhkT h
kp� phkT h

kF � FhkT h
kP � PhkT h

ku� u�hkT h

k n Error Order Error Order Error Order Error Order Error Order

1 2 7.53e�3 – 5.12e�3 – 3.99e�2 – 3.53e�2 – 4.27e�3 –
4 1.84e�3 2.04 1.32e�3 1.95 1.62e�2 1.30 1.05e�2 1.76 7.78e�4 2.46
8 4.51e�4 2.03 3.25e�4 2.02 7.12e�3 1.18 2.90e�3 1.85 1.54e�4 2.34
16 1.12e�4 2.01 8.01e�5 2.02 3.39e�3 1.07 7.66e�4 1.92 3.48e�5 2.14
32 2.80e�5 2.00 1.96e�5 2.03 1.68e�3 1.02 1.97e�4 1.96 8.49e�6 2.04

2 2 6.16e�4 – 4.91e�4 – 3.75e�3 – 3.18e�3 – 2.49e�4 –
4 7.48e�5 3.04 6.21e�5 2.98 6.20e�4 2.60 4.55e�4 2.81 1.85e�5 3.75
8 9.25e�6 3.02 7.62e�6 3.03 1.11e�4 2.48 6.09e�5 2.90 1.53e�6 3.60
16 1.15e�6 3.01 9.13e�7 3.06 2.33e�5 2.25 7.85e�6 2.96 1.52e�7 3.33
32 1.44e�7 3.00 1.09e�7 3.07 5.48e�6 2.09 9.93e�7 2.98 1.74e�8 3.13

3 2 2.21e�5 – 2.27e�5 – 1.70e�4 – 1.38e�4 – 7.08e�6 –
4 1.35e�6 4.03 1.52e�6 3.90 1.33e�5 3.67 9.55e�6 3.85 2.53e�7 4.81
8 8.39e�8 4.01 1.02e�7 3.90 1.02e�6 3.70 6.44e�7 3.89 8.96e�9 4.82
16 5.22e�9 4.01 6.88e�9 3.89 7.61e�8 3.75 4.28e�8 3.91 3.12e�10 4.84
32 3.26e�10 4.00 4.57e�10 3.91 5.39e�9 3.82 2.79e�9 3.94 1.06e�11 4.88

4 2 8.68e�7 – 1.15e�6 – 8.41e�6 – 6.04e�6 – 2.60e�7 –
4 2.65e�8 5.03 3.74e�8 4.95 2.99e�7 4.81 2.06e�7 4.88 4.41e�9 5.88
8 8.21e�10 5.01 1.20e�9 4.96 1.03e�8 4.86 6.81e�9 4.92 7.33e�11 5.91
16 2.56e�11 5.00 3.86e�11 4.96 3.42e�10 4.91 2.22e�10 4.94 1.20e�12 5.94

Table 9
Vertical displacement of top right conner as a function of h and k for the compressible case of the Cook’s membrane problem.

Mesh Original solution Postprocessed solution

k = 1 k = 2 k = 3 k = 4 k = 1 k = 2 k = 3 k = 4

2 � 2 8.5772 15.3386 15.8822 15.9896 8.5974 15.3186 15.8859 15.9903
6 � 4 13.8347 15.9610 16.0123 16.0204 13.8312 15.9593 16.0115 16.0196
14 � 8 15.6074 16.0171 16.0237 16.0331 15.6042 16.0155 16.0227 16.0323
30 � 16 15.9592 16.0285 16.0424 16.0446 15.9565 16.0271 16.0414 16.0438
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obtained using k = 1, 2 and 4 on different meshes. Fig. 18 shows the same quantities for the nearly incompressible case. We
observe that the results for k = 4 are just as good as those for k = 1 and k = 2 although the mesh for k = 4 is significantly coar-
ser than the other meshes for k = 1 and k = 2. These results clearly demonstrate the benefit of using high-order methods for
nonlinear elasticity.

4.3. Nonlinear elastodynamics

In this subsection, we extend the HDG method developed above to nonlinear elastodynamics. (For linear elastodynamics
we prefer to our prior work [44].) We consider the backward difference formula (BDF) schemes and diagonally implicit Run-
ge–Kutta (DIRK) methods for temporal discretization. The resulting methods are fully implicit, unstructured, and high-order
accurate in both space and time. They are also efficient because they reduce the globally coupled unknowns to the numerical
trace of the velocity field. Moreover, we can apply the local processing described above to obtain an improved velocity and
displacement field. These attractive features render them ideally suited for solving many problems in structural dynamics.

4.3.1. Governing equations
We consider the motion of an elastic body described by the deformation mapping u. We denote the velocity by v = @ u/@t

and the density of the reference configuration by q. The other quantities are already introduced in Section 4.2. In an Lagrang-
ian framework, the motion of the elastic solid is governed by the equations



Table 10
Vertical displacement of top right conner as a function of h and k for the nearly incompressible case of the Cook’s membrane problem.

Mesh Original solution Postprocessed solution

k = 1 k = 2 k = 3 k = 4 k = 1 k = 2 k = 3 k = 4

2 � 2 3.4209 7.2720 8.0767 8.2364 3.4299 7.2551 8.0782 8.2398
6 � 4 6.0013 8.2077 8.3097 8.3415 6.0068 8.2094 8.3107 8.3417
14 � 8 7.7917 8.3280 8.3521 8.3613 7.7951 8.3286 8.3522 8.3612
30 � 16 8.2493 8.3569 8.3657 8.3681 8.2513 8.3569 8.3655 8.3676

Fig. 17. Deformed configuration and the Von Mises stress field for k = 1 (left), k = 2 (middle), and k = 4 (right) for the compressible case. Also shown are the
computational meshes.

Fig. 18. Deformed configuration and the Von Mises stress field for k = 1 (left), k = 2 (middle), and k = 4 (right) for the nearly incompressible case. Also shown
are the computational meshes.

N. C. Nguyen, J. Peraire / Journal of Computational Physics 231 (2012) 5955–5988 5981
@F
@t
�rv ¼ 0; in X� ð0; T�;

q
@v
@t
�r � P ¼ f ; in X� ð0; T�;

ep� UðJÞ ¼ 0; in X� ð0; T�;
v ¼ gD; on @XD � ð0; T�;
Pn ¼ gN ; on @XN � ð0; T�;

ð73Þ
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with initial conditions v(x, t = 0) = v0(x) and F(x, t = 0) = F0(x) for all x 2X. The spatial and temporal discretization of (73) is
described in detail as follows.

4.3.2. Time integration using backward difference formulas
We directly consider the backward-Euler (BE) method for temporal discretization as higher-order time-stepping methods

admit a similar procedure. We use the same notation introduced in Section 3.5 for time integration. The HDG-BE method
seeks an approximation Fn

h;vn
h; p

n
h; v̂n

h

� �
2Qk

h � Vk
h �Wk

h �Mk
h at time tn = nDtn such that
Fn
h � Fn�1

h

Dtn ;E

 !
T h

þ vn
h;r � E

� �
T h
� v̂n

h;E � n
	 


@T h
¼ 0; ð74aÞ

q
vn

h � vn�1
h

Dtn ;w
� �

T h

þ P Fn
h; p

n
h

� �
;rw

� �
T h
� ĥn

h;w
D E

@T h

� ðf n;vÞT h
¼ 0; ð74bÞ

epn
h; q

� �
T h
� U Fn

h

� �
; q

� �
T h
¼ 0; ð74cÞ

ĥn
h;l

D E
@T hn@X

þ v̂n
h � gD;l

	 

@XD
þ ĥn

h � gN ;l
D E

@XN

¼ 0; ð74dÞ
for all ðE;w; q;lÞ 2Qk
h �Vk

h �Wk
h �Mk

h, where the numerical flux ĥn
h is given by
ĥn
h ¼ P Fn

h; p
n
h

� �
� n� Sn vn

h � v̂n
h

� �
: ð74eÞ
Here the stabilization matrix Sn is chosen as in (65), and the numerical approximations v0
h; F

0
h

� �
at time t = 0 are computed as

the L2 projection of the initial conditions.
Since the discrete system (74) is similar to the system (64) for the static case, it can be solved by following the solution

procedure described in Section 4.2.4. Once vn
h is available we can compute un

h 2 Vk
h by solving the following equation
1
Dtn un

h;w
� �

T h
¼ vn

h;w
� �

T h
þ 1

Dtn un�1
h ;w

� �
T h
; 8w 2 Vk

h: ð75Þ
This equation can be solved at the element level thanks to the discontinuous nature of the space Vk
h.

The application of higher-order BDF schemes leads to discrete systems similar to (74). The resulting method is thus high-
order accurate in both space and time. Temporal discretization can also be done by using DIRK methods as discussed next.

4.3.3. Time integration using diagonally implicit Runge–Kutta methods
To begin we denote by Y n

h 	 Fn
h;vn

h

� �
, tn,i 	 tn + ciDtn and Yn;i

h 	 Fn:i
h ;v

n;i
h

� �
, 1 6 i 6 q, where Fn:i

h ;v
n;i
h

� �
¼ ðFhðtn;iÞ;vhðtn;iÞÞ

are the intermediate solutions. The numerical solution Ynþ1
h 	 Fnþ1

h ;vnþ1
h

� �
at time level n + 1 given by the DIRK (q,p) method

is computed as follows:
Ynþ1
h ¼ Yn

h þ Dtn
Xq

i¼1

biZ
n;i
h ð76Þ
where
Zn;1
h ¼

Yn;1
h � Yn

h

a11Dtn ;

Zn;2
h ¼

Yn;2
h � Yn

h

a22Dtn �
a21

a22
Zn;1

h ;

� � �

Zn;q
h ¼

Yn;q
h � Yn

h

aqqDtn �
Xq�1

j¼1

aqj

aqq
Zn;j

h :

ð77Þ
The intermediate states Yn;i
h ¼ Fn;i

h ;v
n;i
h

� �
;1 6 i 6 q, are determined as follows: Fn;i

h ;v
n;i
h ; p

n;i
h ; v̂

n;i
h

� �
2Qk

h �Vk
h �Wk

h �Mk
h,

1 6 i 6 q, satisfies
Fn;i
h

aiiDtn ;E

 !
T h

þ vn;i
h ;r � E

� �
T h

� v̂n;i
h ;E � n

D E
@T h

� Dn;i
h ;E

� �
T h

¼ 0; ð78aÞ

q
vn;i

h

aiiDtn ;w

 !
T h

þ P Fn;i
h ; p

n;i
h

� �
;rw

� �
T h

� ĥn;i
h ;w

D E
@T h

� qsn;i
h þ f n;i;v

� �
T h

¼ 0; ð78bÞ

epn;i
h ; r

� �
T h

� U Fn;i
h

� �
; r

� �
T h

¼ 0; ð78cÞ

ĥn;i
h ;l

D E
@T hn@X

þ v̂n;i
h � gD;l

D E
@XD

þ ĥn;i
h � gN ;l

D E
@XN

¼ 0; ð78dÞ
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for all ðE;w; r;lÞ 2Qk
h � Vk

h �Wk
h �Mk

h, where the terms Dn;i
h ; s

n;i
h

� �
;1 6 i 6 q, in (78a) and (78b) are given by
Dn;1
h ; sn;1

h

� �
¼ Yn

h

a11Dtn ;

Dn;2
h ; sn;2

h

� �
¼ Yn

h

a22Dtn þ
a21

a22

Yn;1
h

a11Dtn � Dn;1
h ; sn;1

h

� � !
;

� � �

Dn;q
h ; sn;q

h

� �
¼ Yn

h

aqqDtn þ
Xq�1

j¼1

aqj

aqq

Yn;j
h

ajjDtn � Dn;j
h ; s

n;j
h

� � !
:

ð79Þ
Once Fnþ1
h ;vnþ1

h

� �
has been determined as above, we can compute pnþ1

h ; v̂nþ1
h

� �
2 Wk

h �Mk
h such that
epnþ1
h ; r

� �
T h
� U Fnþ1

h

� �
; r

� �
T h

¼ 0; ð80aÞ

ĥnþ1
h ;l

D E
@T hn@X

þ v̂nþ1
h � gD;l

	 

@XD
þ ĥnþ1

h � gN;l
D E

@XN

¼ 0; ð80bÞ
for all ðr;lÞ 2 Wk
h �Mk

h. Finally, we recover the approximate deformation unþ1
h by applying the DIRK (q,p) method to solve @

uh/@t = vh at the same timestep.
We note that the system (78) at each ith stage of the DIRK (q,p) method is very similar to the system (74) of the Back-

ward-Euler method. We further note that the Eq. (80a) can be solved in an element-by-element fashion for pnþ1
h and that the

Eq. (80b) can then be solved at the element level for v̂nþ1
h . This is different from the HDG-DIRK (p,q) method for the time-

dependent Navier–Stokes equations.

4.3.4. Local postprocessing
The local postprocessing for the time-dependent case is a straightforward extension of the procedure introduced above

for the static case. In particular, the new approximate deformation un�
h 2 ðP

kþ1ðKÞÞd satisfies, on every simplex K 2 T h,
run�
h ;rw

� �
K ¼ Fn

h;rw
� �

K ; 8w 2 ðPkþ1ðKÞÞd;
un�

h ;1
� �

K ¼ un
h;1

� �
K :

ð81Þ
To do the postprocessing for the new approximate velocity, we first need to compute the approximate velocity gradient
Ln

h 2 ðPkðKÞÞd�d such that
Ln
h;E

� �
K ¼ � vn

h;r � E
� �

K þ v̂n
h;E � n

	 

@K ; 8E 2 ðPkðKÞÞd�d

: ð82Þ
We then define the new approximate velocity vn�
h 2 ðP

kþ1ðKÞÞd to satisfy, on every simplex K 2 T h,
rvn�
h ;rw

� �
K ¼ Ln

h;rw
� �

K ; 8w 2 ðPkþ1ðKÞÞd;
vn�

h ;1
� �

K ¼ vn
h;1

� �
K :

ð83Þ
Note that each component of un;�
h , Ln

h and vn�
h can be solved independently.
Fig. 19. Geometry and boundary conditions for the spinning plate example (a) and tensile plate example (b).
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Since the local postprocessing can be carried out at any particular timestep and performed at the element level, the post-
processsed deformation and velocity are less inexpensive to compute than the original approximations. Therefore, the local
postprocessing adds very little to the overall computational cost. Note however that our local postprocessing is effective only
when the temporal accuracy is of order k + 2.
4.3.5. Numerical examples
We consider two numerical examples studied in [36] to illustrate the performance of the HDG method. The geometry and

boundary conditions for the two test cases are shown in Fig. 19. The Neo-Hookean material model (72) is used in both the
examples.

In the first example, a unit thickness square plate without any constraints is released without any initial deformation and
an initial angular velocity of 1 rad/s. The statement of the problem can be seen in Fig. 19(a). The density of the plate and edge
length are chosen to be unity. The material parameters are l = 3.4483 N/mm2 and k = 33.3333 N/mm2. Note that the initial
conditions used here are such that there is no steady state solution, even in a rotating reference frame. This problem is
Fig. 20. Numerical results for the spinning plate problem for k = 1 (first row), k = 2 (second row), k = 3 (third row), and k = 4 (last row) on a coarse grid 4 � 4:
the total linear momentum, angular momentum, and energy are shown in the first, second, and third column, respectively.



Fig. 21. The deformed configuration of the square plate pulled rapidly at the top surface at time t = 1.5 s for the original solution (top row) and the
postprocessed solution (bottom row): the results for k = 1, k = 2, k = 3, k = 4, and k = 5, are shown in the first, second, third, fourth, and fifth column,
respectively.
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chosen to illustrate the conservation properties of the HDG method. The quantities of interest are the total linear momentum
L, total angular momentum J, and total energy E, which are defined as
L ¼
Z

X
qv � edx; J ¼

Z
X
qðu� vÞ � edx; E ¼

Z
X
ðqv � v þ wÞdx; ð84Þ
where e denotes a vector whose components are equal to 1. We choose S = lI. We present in Fig. 20 the computed results
using a grid 4 � 4 with h = 1/4 for spatial discretization and the DIRK (3,4) scheme with a timestep size D t = 0.1 for temporal
discretization. We observe that the linear momentum is exactly zero for all values of k and that the angular momentum is
conserved very well. Indeed, the difference in the angular momentum at t = 0 and t = 10 is 9.43 � 10�4 for k = 1, 8.84 � 10�5

for k = 2, 8.82 � 10�5 for k = 3, and 8.82 � 10�5 for k = 4. Moreover, the energy is conserved quite well. These results show the
excellent conservation properties of the HDG method.

In the second example, a unit thickness square plate is clamped at the bottom size and pulled rapidly by a constant veloc-
ity vD = (0,1) mm/s at the top surface. The statement of the problem can be seen in Fig. 19(b). The density of the plate and
edge length are chosen to be unity. The material parameters are l = 344.83 N/mm2 and k = 3333.33 N/mm2. This problem is
chosen to illustrate the effectiveness of the local posprocessing in improving the accuracy. We set S = 5 lI and use the DIRK
(3,4) scheme with a timestep size Dt = 0.05 for temporal discretization. We show in Fig. 21 the deformed configuration of the
square plate at time t = 1.5 s for both the original solution and the postpocessed solution. It is clearly seen that the local post-
processing enhances the accuracy quite significantly since the postprocessed solution look much better than the original
solution for all k. Note that the enhancement of the accuracy requires very little additional cost since the local postprocessing
is performed at the element level and only at the timestep where an enhanced accuracy is desired. The results presented here
show the excellent stability and accuracy of the HDG method for nonlinear elastodynamics problems.



5986 N. C. Nguyen, J. Peraire / Journal of Computational Physics 231 (2012) 5955–5988
5. Conclusions

We have presented hybridizable discontinuous Galerkin methods for solving steady and time-dependent PDEs in contin-
uum mechanics, with the objective of introducing a unified discretization framework for computational fluid dynamics and
computational solid mechanics. The essential ingredients are a local Galerkin projection of the underlying PDEs at the ele-
ment level onto spaces of polynomials of degree k to parametrize the numerical solution in terms of the numerical trace; a
judicious choice of the numerical flux to provide stability and consistency; a global jump condition that enforces the conti-
nuity of the numerical flux to arrive at a global weak formulation in terms of the numerical trace; an appropriate definition of
the numerical flux on the boundary to weakly impose boundary conditions; and a local postprocessing to improve the accu-
rate order of convergence. We have shown how to use these ingredients to devise HDG methods for a wide variety of PDEs in
continuum mechanics: incompressible Stokes and Navier–Stokes equations, compressible Euler and Navier–Stokes equa-
tions, linear and nonlinear elasticity, and dynamic nonlinear elasticity. The power of the proposed framework lies in its sim-
plicity and generality, so that it can be applied to develop HDG methods for other systems of PDEs. Indeed, HDG methods for
electromagnetics have already been introduced in [43].

The proposed HDG methods inherit all the advantages of DG methods and possess several unique features which distin-
guish themselves from other DG methods. The main features include a reduction of globally coupled unknowns to the
approximate trace of the field variables, an optimal convergence of order k + 1 for all the approximate variables for smooth
diffusion-dominated problems, a higher convergence rate of order k + 2 for the postprocessed variables, and an effective
treatment of incompatible boundary conditions. In addition, they possess other interesting properties for specific applica-
tions. Their numerical solution can be postprocessed to yield an exactly divergence-free and H(div)-conforming velocity field
for incompressible flows. They do not exhibit volumetric locking behavior for nearly incompressible solids. They have excel-
lent conservation, stability, and accuracy properties for nonlinear elastodynamics. The HDG methods and their distinct char-
acteristics have been demonstrated through several numerical examples and comparison with continuous Galerkin methods
for some examples.

Several extensions of the proposed framework are possible. Other projection methods such as the Petrov–Galerkin meth-
od and the collocation method may be used for both the local problem and the global weak formulation. These projection
methods may help to increase the stability of the resulting scheme. This research direction is investigated in [42] by adapting
some ideas from the discontinuous Petrov–Galerkin method introduced in [20]. In the HDG framework, we have not ex-
plored other possible choices for the numerical flux and the stabilization matrix, which may potentially yield better results
than the ones used in this paper. Another possible extension is the introduction of non-polynomial basis functions to rep-
resent the approximate solution. For instance, in the spirit of the extended finite element method [40], we can enrich the
space of polynomials with problem-dependent basis functions in some particular elements in order to capture discontinu-
ities, singularities, and boundary layers. The HDG framework may lend itself more natural than the CG method for this task
because the enrichment can be done at the element level thanks to the discontinuous nature of the approximation spaces.

We close by making a remark that it is highly desirable to develop an efficient HDG-like method to be used with explicit
time discretization for time-dependent problems. Of course, the method should be computationally competitive to other ex-
plicit DG methods, while retaining some important advantages of the current HDG method such as the superconvergence
property. This is a subject worthy of further investigation.
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