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We present two hybridizable discontinuous Galerkin (HDG) methods for the numerical
solution of the time-harmonic Maxwell’s equations. The first HDG method explicitly
enforces the divergence-free condition and thus necessitates the introduction of a Lagrange
multiplier. It produces a linear system for the degrees of freedom of the approximate traces
of both the tangential component of the vector field and the Lagrange multiplier. The sec-
ond HDG method does not explicitly enforce the divergence-free condition and thus results
in a linear system for the degrees of freedom of the approximate trace of the tangential
component of the vector field only. For both HDG methods, the approximate vector field
converges with the optimal order of k + 1 in the L2-norm, when polynomials of degree k
are used to represent all the approximate variables. We propose elementwise postprocess-
ing to obtain a new Hcurl-conforming approximate vector field which converges with order
k + 1 in the Hcurl-norm. We present extensive numerical examples to demonstrate and
compare the performance of the HDG methods.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Computational electromagnetics is of considerable importance in many areas of engineering and science such as aero-
space industry, telecommunication, medicine, and biology. Indeed, computational electromagnetics plays a crucial role in
the design of novel devices for defense and civil applications. Typical examples of applications include antenna design,
the detection of hidden targets, radar, satellite, nanophotonic devices, optical fibers, waveguides, and medical imaging. These
applications lead to the development of many computational techniques for solving Maxwell’s equations in both frequency
and time domains.

The finite element method is a popular computational technique for the solution of electromagnetic problems due to its
ability to handle complex geometries and inhomogeneous materials, as well as perform h/p adaptivity. As a class of finite
element methods, edge elements [27,28,4,17,18,26] are widely used for numerically solving Maxwell’s equations. Edge ele-
ments are known to eliminate the problem of spurious modes which may arise when standard finite elements are used to
discretize Maxwell’s equations [5]. In addition, they can easily handle the boundary conditions and material interface con-
ditions. Low-order edge elements such as the Whitney elements [44] are often used for problems in electromagnetics be-
cause they can be easily implemented and avoid the problem of spurious modes. However, the use of low-order edge
elements often leads to the discrete system with large numbers of unknowns, especially for electromagnetic problems at
high frequencies. As a result, high-order edge elements have been developed [1,2,19,20,41,43] and shown to be more
. All rights reserved.
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effective than low-order edge elements. High-order h/p edge elements [19,17,18,24,26,41] perform well for problems with
singularities due to reentrant corners and with material interfaces by providing an approximation which converges expo-
nentially when the correct combination of h and p refinements is made. However, high-order edge elements introduce
the degrees of freedom in the interior of the elements which increases drastically with the order of approximation [24]. Typ-
ically, these interior degrees of freedom can be eliminated by using a procedure known as static condensation [24].

Recently, there have been considerable interests in the application of discontinuous Galerkin (DG) methods to computa-
tional electromagnetics. In [21,22], the local discontinuous Galerkin (LDG) method with high-order nodal elements is used to
solve Maxwell equations on unstructured meshes without explicitly enforcing the divergence-free condition. In [15], the lo-
cally divergence-free discontinuous Galerkin method is developed for solving time-dependent Maxwell’s equations. For
time-dependent Maxwell’s equations, with the use of explicit time integration schemes, DG methods [40,42] have the advan-
tage of decoupling all the elements and thus enable parallel efficiency. The LDG method [39] and the interior penalty (IP)
method [23] have also been used for solving Maxwell’s equations in frequency domain. DG methods have several distinct
advantages including their capabilities to handle complex geometries, to provide high-order accurate solutions, to perform
h/p adaptivity, and to retain excellent scalability. However, many existing DG methods are known to be computationally
expensive because they have too many degrees of freedom due to nodal duplication on the element boundaries [37,38].

In this paper, we introduce hybridizable discontinuous Galerkin (HDG) methods that aim to retain the strengths of DG
methods and address the main criticism of DG methods, namely, the excessive number of globally-coupled degrees of free-
dom. The approach is based upon our recent work on HDG methods [10,12,31,16] for the Stokes system (see also [8,9]),
which in turn is an extension of HDG methods for convection–diffusion [11,6,7,29,30]. Recent work includes the develop-
ment of HDG methods for incompressible flows [33,32,34], for compressible flows [36], and for acoustics and elastodynamics
[35].

For scalar diffusion-dominated problems with smooth solutions, these HDG methods provide an optimal convergence of
order k + 1 in the L2(X)-norm for both the approximate solution and its gradient [6,29,30]. They also possess some supercon-
vergence properties that allow us by means of local postprocessing to obtain a new approximation which converges with
order k + 2 in the L2(X)-norm. This has been rigorously proven in [14,13] in the purely diffusive case. It turns out that the
HDG methods for the gradient-based formulation of the Stokes flows [12,31] and the incompressible Navier–Stokes equa-
tions [32,34] as well as acoustics and elastodynamics [35] possess similar convergence and superconvergence properties.
However, the HDG method for the vorticity–velocity–pressure formulation of the Stokes flow [16] does not seem to possess
superconvergence, although it does provide an optimal convergence of order k + 1 for the approximate velocity, pressure,
and vorticity.

We present here two HDG methods for the numerical solution of the time-harmonic Maxwell’s equations. The first HDG
method explicitly enforces the divergence-free condition and thus necessitates the introduction of a Lagrange multiplier. It
produces a linear system for the degrees of freedom of the approximate traces of both the tangential component of the vector
field and the Lagrange multiplier. The second HDG method does not explicitly enforce the divergence-free condition and thus
results in a linear system for the degrees of freedom of the approximate trace of the tangential component of the vector field.
For both HDG methods, the approximate vector field converges with the optimal order of k + 1 in the L2-norm, when poly-
nomials of degree k are used to represent all the approximate variables. Although the approximate vector field is completely
discontinuous across inter element boundaries, we propose an element-by-element postprocessing method to obtain a new
approximation whose tangential component is actually continuous, that is, a new approximation which lies in the space
Hcurl-conforming. We show that it converges with order k + 1 in the Hcurl-norm. Since the postprocessing is performed at
the element level, the computational effort to obtain this new approximate vector field is negligible in comparison with that
needed to obtain the original approximate vector field.

Compared to the IP method [23] for the time-harmonic Maxwell’s equations, the HDG methods have less globally coupled
unknowns. This is not only because the numerical traces are single-valued across the element interfaces, but also because
the HDG methods solve for the tangential component of the vector field only. In contrast, the IP method solves for an approx-
imation of the full vector field which has nodal duplication along the inter-element boundaries. For the IP method, the
approximate vector field converges with order k + 1 in the L2-norm, but with order k in the Hcurl-norm. Moreover, there is
no local postprocessing available for the IP method to increase the convergence rate of the approximate vector field in
the Hcurl-norm.

Let us briefly compare our HDG methods with the high-order edge finite element methods. First, we note that both meth-
ods have similar globally-coupled degrees of freedom. The mechanism for reducing the globally-coupled degrees of freedom
of the HDG methods is fairly similar to that of edge finite element methods. Indeed, the hybridization technique that HDG
methods use to achieve this goal, which involves solving local problems at the element level, is essentially a variation of
the standard static condensation technique that edge finite element methods employ. The former uses weak formulations
to directly construct the global matrix whereas the latter works directly with the already assembled matrix. For the h-ver-
sion of the edge finite element methods, the approximate vector field converges with order k in the Hcurl-norm when Hcurl-
conforming polynomials of degree k are used to represent the approximate solution [19]. For the HDG methods, local post-
processing is available to yield an improved order of accuracy of k + 1 in the Hcurl-norm. This feature can be regarded as the
main advantage of the HDG methods over high-order edge finite element methods.

The article is organized as follows. In Section 2, we introduce the notation used throughout the paper. In Section 3, we
introduce the HDG method for solving the mixed curl–curl formulation of the time-harmonic Maxwell’s equations. In Section
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4, we introduce the second HDG method for solving the curl–curl formulation of the time-harmonic Maxwell’s equations. In
Section 5, we discuss the implementation of the HDG methods for the two-dimensional case. In Section 6, we propose a local
postprocessing scheme to obtain an improved Hcurl-conforming approximation. In Section 7, we present numerical results to
assess the performance of the HDG methods. Finally, in Section 8, we provide some concluding remarks.

2. Problem statement and notation

2.1. Maxwell’s equations in frequency domain

The Maxwell’s equations [19,24] in frequency domain read as follows:
r� H ¼ i�xE þ rE þ Js;

r� E ¼ �ilxH;
r � �E ¼ q;
r � lH ¼ 0:

ð1Þ
Here E is the electric field, H is the magnetic field, Js is the applied current density, q is the electric charge density, and x is
the frequency. In addition, �, l and r denote the permittivity, permeability and conductivity of the medium, respectively.
Note that i denotes the imaginary unit.

In many electromagnetic problems, we can make certain assumptions that greatly simplify the Maxwell’s equations. For
our purposes here we shall assume that (1) the medium has zero charge density and zero conductivity (namely, r = 0 and
q = 0); (2) the applied current density is divergence-free (namely,r � Js = 0); (3) the material properties � and l depend only
on spatial coordinates x and are positive everywhere; and (4) electromagnetic waves propagate in a simply connected and
bounded domain X 2 Rd with Lipschitz boundary oX. Under these assumptions, the time-harmonic Maxwell’s equations in
the physical domain X are as follows:
r� H ¼ i�xE þ Js;

r� E ¼ �ilxH;
r � �E ¼ 0;
r � lH ¼ 0:

ð2Þ
Note that if we take the divergence of the first two equations we obtain exactly the last two equations of (2). Therefore, the
two divergence-free conditions are implicitly present in the first two equations of (2) for x – 0.

The first-order Maxwell’s equation (2) can be reduced to a time-harmonic vector wave equation in terms of either the
electric field E or the magnetic field H. In particular, the first two equations of (2) can be combined to form the time-har-
monic vector wave equation in terms of the electric field as
r� ðl�1r� EÞ �x2�E ¼ �ixJs; in X: ð3Þ
We assume that the vector wave equation is accompanied with the following boundary condition
n� E ¼ g; on @X; ð4Þ
where g is a given function on oX. For the special case g = 0, the medium is called a perfect electric conductor. Of course, we
can also derive a vector wave equation in terms of the magnetic field H. However, we intend to solve the vector wave Eq. (3)
for E and then recover H = il�1x�1r� E.

In addition, we are also interested in solving a mixed curl–curl formulation of the time-harmonic Maxwell’s equations
r� ðl�1r� EÞ �x2�E þ �rp ¼ �ixJs; in X;

r � �E ¼ 0; in X;

n� E ¼ g; on @X;

p ¼ 0; on @X:

ð5Þ
Here p is a scalar potential or a Lagrange multiplier introduced to enforce the divergence-free condition explicitly. It can be
easily shown that p = 0. Indeed, by taking the divergence of the first equation of (5) we obtain that r � �rp = 0 in X, which
together with p = 0 on oX implies that p = 0 everywhere in the domain. The mixed curl–curl formulation (5) is more stable
than the standard vector wave Eq. (3) for problems with small or zero frequency.

2.2. Mesh and trace operators

We denote by T h a collection of disjoint regular elements K that partition the domain X � R. The set @T h :¼ f@K : K 2 T hg
is then a collection of boundaries of the elements. For an element K 2 T h; F ¼ @K \ @X is a boundary face if the d � 1 Lebes-
gue measure of F is nonzero. For two elements K+ and K� of the collection T h; F ¼ @Kþ \ @K� is an interior face between K+
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and K� if the d � 1 Lebesgue measure of F is nonzero. We denote by Eo
h and E@h the set of interior and boundary faces, respec-

tively. We set Eh ¼ Eo
h [ E

@
h.

Let n+ and n� be the outward unit normal vectors on two neighboring elements K+ and K�, respectively. We use v± to de-
note the trace of v on F from the interior of K±, where v is a function in L2(X) � [L2(X)]d. Then, we define the jumps s�t as
follows. For F 2 Eo

h, we set
sv � nt ¼ vþ � nþ þ v� � n�:
Here � is either � or �. For F 2 E@h, the set of boundary edges on which v is single valued, we set
sv � nt ¼ v � n;
where n is the unit outward normal to oX. We further set
v t :¼ n� ðv � nÞ; vn :¼ nðv � nÞ;
where vt and vn represent the tangential and normal components of v, respectively. Note that v = vt + vn.

2.3. Function spaces and approximation spaces

Let D be an open domain in Rd. We recall that L2(D) is the space of square integrable functions on D and that H1(D) is the
Hilbert space with
H1ðDÞ ¼ fv 2 L2ðDÞ :

Z
D
jrvj2 <1g:
We then set L2(D) � [L2(D)]d and define
HcurlðDÞ ¼ fv 2 L2ðDÞ : r� v 2 ½L2ðDÞ�ng;
where n = 3 for d = 3 and n = 1 for d = 2. The Hcurl-norm associated with this space is defined as
kvkHcurlðDÞ ¼
Z

D
jv j2 þ jr� v j2

� �1=2

:

We note that the weak formulation of the governing Eq. (5) has a solution (E,p) 2 Hcurl(X) � H1(X); see [26].
Let PmðDÞ denote the space of complex-valued polynomials of degree at most m on D. We set PmðDÞ � ½PmðDÞ�d. We intro-

duce the following approximation spaces
Ph ¼ fq 2 L2ðT hÞ : qjK 2 PkðKÞ 8K 2 T hg;
Vh ¼ fv 2 L2ðT hÞ : vjK 2 PkðKÞ 8K 2 T hg:
In addition, we introduce approximation spaces which are defined on Eh as
Mh ¼ ff 2 L2ðEhÞ : fjF 2 PkðFÞ 8F 2 Ehg;
Mt

h ¼ fg 2 L2ðEhÞ : gjF 2 PkðFÞ; ðg � nÞjF ¼ 0 8F 2 Ehg:
We set Mt
hðgÞ ¼ g 2Mt

h : n� g ¼ Pg on @X
� �

and Mh(g) = {f 2Mh:f = Pg onoX}, where Pg (respectively, Pg) denotes a pro-
jection of g onto Mt

h (respectively, g onto Mh). Note that Mt
h consists of vector-valued functions whose normal component is

zero on any face F 2 Eh.
Finally, we define various inner products for our finite element spaces. The volume inner products are defined as
ðg; fÞT h
:¼
X
K2T h

ðg; fÞK and ðg; fÞT h
:¼
Xd

i¼1

ðgi; fiÞT h
;

where (g, f)D denotes the integral of g�f over the domain D � Rd. Here the over-line denotes a complex conjugate. The bound-
ary inner products are defined as
hg; fi@T h
:¼
X
K2T h

hg; fi@K and hg; fi@T h
:¼
Xd

i¼1

hgi; fii@T h
;

where hg, fiD denotes the integral of g�f over the domain D � Rd�1. We note that the complex conjugate is applied only to the
second argument of the inner products.

We are ready to introduce a HDG method for the mixed curl–curl formulation in Section 3 and another HDG method for
the vector wave equation in Section 4. We shall pay a greater attention to the HDG method for the mixed curl–curl formu-
lation because this method is more involved than the other one.



N.C. Nguyen et al. / Journal of Computational Physics 230 (2011) 7151–7175 7155
3. The mixed curl–curl formulation

3.1. Formulation of the HDG method

We first develop a HDG method for numerically solving the mixed curl–curl formulation (5). We begin by introducing
some new variables u = E and w = l�1r� u. We can thus rewrite (5) as a first-order system of equations
lw�r� u ¼ 0; in X;

r�w� �x2uþ �rp ¼ j; in X;

r � �u ¼ 0; in X;

n� u ¼ g; on @X;

p ¼ 0; on @X:

ð6Þ
where j = �ixJs is the new source term. Note that the magnetic field H is related to w by H = ix�1w.
We seek an approximation wh;uh; ph; ût

h; p̂h

� �
2 Vh � Vh � Ph �Mt

hðgÞ �Mhð0Þ such that
ðlwh; rÞT h
� ðuh;r� rÞT h

� ût
h; r � n

� 	
@T h
¼ 0;

ðwh;r� vÞT h
þ hŵh;v � ni@T h

� ðph;r � �vÞT h
þ h�p̂h;v � ni@T h

� ð�x2uh;vÞT h
¼ ðj;vÞT h

;

� ð�uh;rqÞT h
þ ûn

h � n; �q
� 	

@T h
¼ 0;

� hn� ŵh;gi@T h
¼ 0;

� hûn
h � n; �fi@T h

¼ 0;

ð7Þ
for all ðr;v ; q;g; fÞ 2 Vh � Vh � Ph �Mt
hð0Þ �Mhð0Þ, where
ŵh ¼ wh þ stðut
h � ût

hÞ � n;
ûn

h ¼ un
h þ snðph � p̂hÞn:

ð8Þ
Here st and sn are stabilization parameters which have an important effect on the stability and accuracy of the method. They
are chosen based on a dimensional analysis to ensure the same dimensionality for the left and right hand sides of (8). In par-
ticular, we choose
st ¼

ffiffiffiffiffiffiffiffiffi
�x2

l

s
and sn ¼

ffiffiffiffiffiffiffi
�l
x2

r
: ð9Þ
This completes the definition of the HDG method for the mixed curl–curl formulation.

3.2. Local conservation and consistency

We begin our study of the HDG method under consideration by considering its conservation and consistency properties.

Proposition 1. The HDG method defined by (7) and (8) is locally conservative and consistent.
Proof. When � is constant on each face, the last two equations of (7) imply that
sn� ŵht ¼ 0; on Eo
h;

sn � ûn
ht ¼ 0; on Eo

h:
ð10Þ
Substituting (8) into (10) we obtain
sn�whtþ sþt utþ
h þ s�t ut�

h � sþt þ s�t
� �

ût
h ¼ 0; on Eo

h;

sun
h � ntþ sþn pþh þ s�n p�h � sþn þ s�n

� �
p̂h ¼ 0; on Eo

h;
which yields
ût
h ¼

sþt utþ
h þ s�t ut�

h

s�t þ sþt
þ 1

s�t þ sþt
sn�wht; on Eo

h;

p̂h ¼
sþn pþh þ s�n p�h

s�t þ sþt
þ 1

s�n þ sþn
suh � nt; on Eo

h:

ð11Þ
Substituting these expressions into (8) we get
ŵh ¼
s�t wþh þ sþt w�

h

s�t þ sþt
þ s�t sþt

s�t þ sþt
suh � nt; on Eo

h;

ûn
h ¼

s�n unþ
h þ sþn un�

h

s�n þ sþn
þ s�n sþn

s�n þ sþn
sphnt; on Eo

h:

ð12Þ
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The expressions (11) and (12) show that the numerical traces of the HDG method are single-valued across inter-element
boundaries. Therefore, the HDG method is locally conservative according to the definition of local conservation introduced
in [3].

Since u 2 Hcurl(X) and p 2 H1(X), we have ût ¼ ut and p̂ ¼ p on Eh. It thus follows from (8) that ŵ ¼ w and ûn ¼ un.
Substituting them into the first three equations of (7) and integrating by parts, we obtain
ðlw�r� u; rÞT h
¼ 0; 8r 2Wh;

ðr �w� �x2uþ �rp;vÞT h
¼ ðj;vÞT h

; 8v 2 Vh;

ðr � �u; qÞT h
¼ 0; 8q 2 Ph:

ð13Þ
This implies that the exact solution of (5) satisfies the HDG formulation (7) and (8). Hence, the HDG method is consistent.
This completes the proof. h
3.3. Existence and uniqueness

Moreover, we can show that the HDG method is well defined.

Proposition 2. Assume that �x2 is different from the eigenvalue k of the following eigenproblem: find k 2 R and
ðsh; zh;wh; ẑt

h; ŵhÞ 2 Vh � Vh � Ph �Mt
hð0Þ �Mhð0Þ such that
ðlsh; rÞT h
� ðzh;r� rÞT h

� ẑt
h; r � n

� 	
@T h
¼ 0;

ðsh;r� vÞT h
þ hŝh;v � ni@T h

� ðwh;r � �vÞT h
þ h�ŵh;v � ni@T h

¼ kðzh;vÞT h
;

� ð�zh;rqÞT h
þ ẑn

h � n; �q
� 	

@T h
¼ 0;

� hn� ŝh;gi@T h
¼ 0;

� ẑn
h � n; �f

� 	
@T h
¼ 0;

ð14Þ
for all ðr;v ; q;gt ; fÞ 2Wh � Vh � Ph;�Mt
hð0Þ �Mhð0Þ, where
ŝh ¼ sh þ st zt
h � ẑt

h

� �
� n;

ẑn
h ¼ zn

h þ snðwh � ŵhÞn:
ð15Þ
Moreover, we assume that the stabilization parameters st and sn satisfy the condition
st > 0 and sn > 0 on @T h: ð16Þ
Then the HDG solution wh;uh; ph; ût
h; p̂h

� �
exists and is unique.
Proof. Substituting (8) into (7) and integrating by parts we obtain
ðlwh; rÞT h
� ðuh;r� rÞT h

� ût
h; r � n

� 	
@T h
¼ 0;

ðr �wh;vÞT h
þ st ut

h � ût
h

� �
;n� v � n

� 	
@T h
� ðph;r � �vÞT h

þ h�p̂h;v � ni@T h
� ð�x2uh;vÞT h

¼ ðj;vÞT h
;

ðr � �uh; qÞT h
þ h�snðph � p̂hÞ; qi@T h

¼ 0;

� n�wh þ st ut
h � ût

h

� �
;gt

� 	
@T h
¼ 0;

� un
h � nþ snðph � p̂hÞ; �f

� 	
@T h
¼ 0;

ð17Þ
for all ðr;v; q;gt ; fÞ 2Wh � Vh � Ph;�Mt
hð0Þ �Mhð0Þ. Due to the linearity, finite dimensionality, and to the fact that this is a

square system, it is sufficient to show that the only solution of the above system for j = 0 and g = 0 is ðwh;uh; ph; ût
h; p̂hÞ ¼

ð0;0;0;0;0Þ.
Indeed, taking r ¼ wh;v ¼ uh; q ¼ ph;g

t ¼ ût
h, and f ¼ p̂h, and adding the resulting equations all together, we get
ðlwh;whÞT h
þ st ut

h � ût
h

� �
; ut

h � ût
h

� �� 	
@T h
þ h�snðph � p̂hÞ; ðph � p̂hÞi@T h

� ð�x2uh;uhÞT h
¼ 0: ð18Þ
Similarly, we have
ðlsh; shÞT h
þ st zt

h � ẑt
h

� �
; zt

h � ẑt
h

� �� 	
@T h
þ h�snðwh � ŵhÞ; ðwh � ŵhÞi@T h

¼ kðzh; zhÞT h
: ð19Þ
It follows from (18) and (19) that uh = 0; otherwise, if uh – 0, then �x2 must be an eigenvalue of (14) which contradicts with
our assumption �x2 – k. As a consequence, we obtain
ðlwh;whÞT h
þ stût

h; û
t
h

� 	
@T h
þ h�snðph � p̂hÞ; ðph � p̂hÞi@T h

¼ 0; ð20Þ
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which implies wh ¼ 0; ût
h ¼ 0, and ph ¼ p̂h on T h since st and sn are strictly positive. It then follows from the second equation

of (17) that
ð�rph;vÞT h
¼ 0; 8 v 2 Vh; ð21Þ
which implies that ph is a constant function. Since ph ¼ p̂h ¼ 0 on oX, we have ph = 0 everywhere. This completes the proof. h
3.4. Hybridization of the HDG method

The primary motivation for the hybridization is the reduction in the number of globally-coupled degrees of freedom. This
is achieved by locally eliminating the degrees of freedom of the approximate solution to obtain a matrix system involving the
degrees of freedom of the approximate trace. The hybridization procedure is thus similar to static condensation. However,
unlike the classical approach, hybridization is systematic in the sense that it explicitly yields a weak formulation in terms of
the approximate trace.

We begin by noting that the first three equations of (7) can be written as
ðlwh; rÞK � ðuh;r� rÞK ¼ ût
h; r � n

� 	
@K ;

ðr �wh;vÞK þ stuh � n;v � nh i@K � ðph;r � �vÞK � ð�x2uh;vÞK ¼ ðj;vÞK � h�p̂h;v � ni@K þ stût
h � n;v � n

� 	
@K ;

ðr � �uh; qÞK þ hsnph; �qi@K ¼ hsnp̂h; �qi@K ;

ð22Þ
for all ðr;v ; qÞ 2 PkðKÞ � PkðKÞ � PkðKÞ and all K 2 T h. It is important to note that if ût
h; p̂h; j

� �
is available, we can compute

(wh, uh, ph) in an element-by-element fashion by solving (22) for each K 2 T h. Therefore, (22) defines a ‘‘local solver’’ that
maps ût

h; p̂h; j
� �

to (wh,uh,ph) as
ðût
h; p̂h; jÞ#

L ðwh;uh;phÞ: ð23Þ
Since the source term j is known, we only need to determine ût
h; p̂h

� �
as follows.

Next, for any given pair of functions ðn;.Þ 2Mt
h �Mh we introduce the following local solutions
wn

h;u
n

h;p
n

h

� �
:¼ Lðg; 0;0Þ;

w.
h ;u

.
h ;p

.
h

� �
:¼ Lð0;.;0Þ;

wj
h;u

j
h; p

j
h

� �
:¼ Lð0; 0; jÞ;

ð24Þ
where wn

h;u
n

h; p
n

h

� �
; w.

h ;u
.
h ; p

.
h

� �
, and wj

h;u
j
h; p

j
h

� �
are obtained from (22) when we replace ût

h; p̂h; j
� �

with (n, 0, 0), (0, ., 0), and
(0, 0, j), respectively.

The following result is a direct consequence of the decomposition (24) and the last two equations of the HDG system (7).

Lemma 3.1. Let wh;uh; ph; ût
h; p̂h

� �
be the solution of the second HDG formulation (7). We have that
wh ¼ wk
h þwq

h þwj
h;

uh ¼ uk
h þ uq

h þ uj
h;

ph ¼ pk
h þ pq

h þ pj
h;

ût
h ¼ k;

p̂h ¼ q;

ð25Þ
where ðk;qÞ 2Mt
hðgÞ �Mhð0Þ is the solution of
ahðk;gÞ þ bhðq;gÞ ¼ ‘hðgÞ; 8g 2 Mt
hð0Þ;

dhðk; fÞ þ chðq; fÞ ¼ fhðfÞ; 8f 2 Mhð0Þ:
ð26Þ
Here the forms are given by
ahðn;gÞ ¼ � n�wn

h þ st ut
h

� �n � n
� �

;g
D E

@T h

;

bhð.;gÞ ¼ � n�w.
h þ st ut

h

� �.
;g

D E
@T h

;

chð.; fÞ ¼ � un
h

� �. � nþ sn p.
h � .

� �
; �f

D E
@T h

;

dhðn; fÞ ¼ � un
h

� �n � nþ snpn

h; �f
D E

@T h

;

‘hðgÞ ¼ n�wj
h þ st ut

h

� �j
;g

D E
@T h

;

fhðfÞ ¼ un
h

� �j � nþ snpj
h; �f

D E
@T h

;

ð27Þ
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for all n;g 2Mt
h and ., f 2Mh.

Furthermore, we can establish the following identities whose proof is given in Appendix A.

Lemma 3.2. We have that
� n�wn

h þ st ut
h

� �n � n
� �

;g
D E

@T h

¼ lwn

h;w
g
h

� �
T h
� �x2un

h;u
g
h

� �
T h

þ st ut
h

� �n � n
� �

; ut
h

� �g � g
� �D E

@T h

þ sn�pn

h; p
g
h

� 	
@T h

;

� n�w.
h þ stðut

hÞ
.
;g

� 	
@T h
¼ snpg

h ; �.
� 	

@T h
þ �.; un

h

� �g � nD E
@T h

;

� n�wj
h þ st ut

h

� �j
;g

D E
@T h

¼ � j;ug
h

� �
T h
;

ð28Þ
and
� un
h

� �n � nþ snpn

h; �f
D E

@T h

¼ � snpn

h; �f
� 	

@T h
� �f; un

h

� �n � nD E
@T h

;

� un
h

� �. � nþ sn p.
h � .

� �
; �f

D E
@T h

¼ lw.
h ;w

f
h

� �
T h
� �x2u.

h ;u
f
h

� �
T h

þ sn� p.
h � .

� �
; pf

h � f
� �� 	

@T h
þ st ut

h

� �.
; ut

h

� �fD E
@T h

;

� un
h

� �j � nþ snpj
h; �f

D E
@T h

¼ j;uf
h

� �
T h
;

ð29Þ
for all n;g 2Mt
h and ., f 2 Mh.

As a consequence of Lemmas 3.1 and 3.2, we obtain the following result

Proposition 3. ðk;qÞ 2Mt
hðgÞ �Mhð0Þ satisfies the following weak formulation
ahðk;gÞ þ bhðq;gÞ ¼ ‘hðgÞ; 8g 2 Mt
hð0Þ;

� bhðf; kÞ þ chðq; fÞ ¼ fhðfÞ; 8f 2 Mhð0Þ:
ð30Þ
Here the forms are given by
ahðn;gÞ ¼ lwn

h;w
g
h

� �
T h
� �x2un

h;u
g
h

� �
T h
þ sn�pn

h; p
g
h

� 	
@T h
þ st ut

h

� �n � n
� �

; ut
h

� �g � g
� �D E

@T h

;

bhð.;gÞ ¼ snpg
h ; �.

� 	
@T h
þ �.; un

h

� �g � nD E
@T h

;

chð.; fÞ ¼ lw.
h ;w

f
h

� �
T h
� �x2u.

h ;u
f
h

� �
T h
þ st ut

h

� �.
; ut

h

� �fD E
@T h

þ sn� p.
h � .

� �
; pf

h � f
� �� 	

@T h
;

‘hðgÞ ¼ j;ug
h

� �
T h
;

fhðfÞ ¼ � j;uf
h

� �
T h
;

ð31Þ
for all n;g 2Mt
h and ., f 2 Mh.

We note that (30) is equivalent to (26). However, the weak formulation (30) explicitly shows that the bilinear forms ah

and ch are symmetric and that the associated matrix system is given by
A B

�BT C

� �
K

U

� �
¼

L

F

� �
; ð32Þ
where K and U represent the vector of degrees of freedom of k and q, respectively. Both the weak formulations characterize
the solution of the HDG method (7) in terms of k and q. Since k and q are defined on and single-valued across inter-element
boundaries, the HDG method may have less the globally coupled degrees of freedom than other DG methods. This advantage
comes with an additional cost of solving the local problems on all elements of the triangulation. However, this additional
cost is typically much smaller than the cost of solving the global matrix system (32).

4. The vector wave equation

4.1. Formulation of the HDG method

We now describe a HDG method for solving the vector wave Eq. (3). We begin by writing (3) as a first-order system of
equations as
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lw�r� u ¼ 0; in X;

r�w� �x2u ¼ j; in X;

n� u ¼ g; on @X;

ð33Þ
where u = E, w = l�1r� u, and j = �ixJs are the new variables.
The HDG method for the above system then seeks wh;uh; ût

h

� �
2 Vh � Vh �Mt

hðgÞ such that
ðlwh; rÞT h
� ðuh;r� rÞT h

� ût
h; r � n

� 	
@T h
¼ 0;

ðwh;r� vÞT h
þ ŵh;v � nh i@T h

� ð�x2uh;vÞT h
¼ ðj;vÞT h

;

� n� ŵh;gh i@T h
¼ 0;

ð34Þ
for all ðr;v ;gÞ 2 Vh � Vh �Mt
hð0Þ, where
ŵh ¼ wh þ s ut
h � ût

h

� �
� n: ð35Þ
Here the stabilization parameter s is chosen as
s ¼

ffiffiffiffiffiffiffiffiffi
�x2

l

s
: ð36Þ
This completes the definition of the HDG method for the vector wave equation.
Let us briefly comment on the equations defining the HDG method. The first two equations are obtained by multiplying

the first two equations in (33) by test functions and integrating by parts. The last equation enforces the continuity of the
tangential component of ŵh across inter-element boundaries, namely,
sn� ŵht ¼ 0; on Eo
h: ð37Þ
Finally, we note that ût
h is single-valued across inter-element boundaries and satisfies the boundary condition since ût

h be-
longs to Mt

hðgÞ.

4.2. Local conservation

We now derive explicit expressions of the approximate traces in terms of the approximate solution. To this end we insert
(35) into (37) to obtain
sn�whtþ sþutþ
h þ s�ut�

h � ðsþ þ s�Þût
h ¼ 0; on Eo

h;
which yields
ût
h ¼

sþutþ
h þ s�ut�

h

s� þ sþ
þ 1

s� þ sþ
sn�wht; on Eo

h: ð38Þ
Substituting (38) into (35) we get
ŵh ¼
s�wþ

h þ sþw�
h

s� þ sþ
þ s�sþ

s� þ sþ
suh � nt; on Eo

h: ð39Þ
This expression shows that the HDG method (34) is locally conservative because ŵh is single-valued across inter-element
boundaries.

Furthermore, the HDG method can be viewed in a more traditional way as a DG method that finds (wh, uh) 2 Vh � Vh such
that
ðlwh; rÞT h
� ðuh;r� rÞT h

� ût
h; r � n

� 	
@T h
¼ 0;

ðwh;r� vÞT h
þ hŵh;v � ni@T h

� ð�x2uh;vÞT h
¼ ðj;vÞT h

;
ð40Þ
for all (r,v) 2 Vh � Vh. Here the numerical traces ût
h and ŵh are defined by (38) and (39), respectively.

4.3. Hybridization of the HDG method

Let us turn our attention to the hybridization of the HDG method (34). To this end, we introduce two local solvers. The
first local solver maps g 2Mt

h to wg
h ;u

g
h

� �
2 PkðKÞ �PkðKÞ such that
lwg
h ; r

� �
K � ug

h ;r� r
� �

K ¼ g; r � nh i@K ;

r�wg
h � �x

2ug
h ;v

� �
K þ sug

h � n;v � n
� 	

@K ¼ hsg;v � ni@K ;
ð41Þ
for all ðr;vÞ 2 PkðKÞ �PkðKÞ. The second local solver maps j to wj
h;u

j
h

� �
2 PkðKÞ �PkðKÞ such that
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lwj
h; r

� �
K
� uj

h;r� r
� �

K
¼ 0;

r�wj
h � �x

2uj
h;v

� �
K
þ suj

h � n;v � n
D E

@K
¼ ðj;vÞK ;

ð42Þ
for all (r, v) 2 Pk(K) � Pk(K).
We obtain the following result whose proof can be obtained in the same route as shown in Proposition 3.

Proposition 4. Let wh;uh; ût
h

� �
be the solution of the HDG method (34). We have that
wh ¼ wj
h þwc

h;

uh ¼ uj
h þ uc

h;

ût
h ¼ c;

ð43Þ
where c 2Mt
hðgÞ satisfies
ghðc;gÞ ¼ rhðgÞ; 8g 2 Mt
hð0Þ: ð44Þ
Here the forms are given by
ghðn;gÞ ¼ lwn

h;w
g
h

� �
T h
� �x2un

h;u
g
h

� �
T h
þ s ut

h

� �n � n
� �

; ut
h

� �g � g
� �D E

@T h

;

rhðgÞ ¼ j;ug
h

� �
T h
;

ð45Þ
for all n;g 2Mt
h.

We see that the weak formulation (44) involves ût
h only. This is the main advantage of the HDG method for the vector

wave equation because it does not need an approximation of the Lagrange multiplier. Therefore, this HDG method is more
efficient than the HDG method for the mixed curl–curl formulation. However, it does not enforce the divergence-free con-
dition explicitly.

5. The two-dimensional Maxwell’s equations

In this section, we present a detailed implementation of the HDG methods for the time-harmonic Maxwells’ equations in
two space dimensions. We focus primarily on the HDG method for the mixed curl–curl formulation and describe briefly the
HDG method for the vector wave equation at the end of this section.

5.1. Governing equations

In two space dimensions, the mixed curl–curl formulation of the Maxwell’s equations in a bounded domain X 2 R2 reads
as
lw�r� u ¼ 0; in X;

r�w� �x2uþ �rp ¼ j; in X;

r � �u ¼ 0; in X;

u� n ¼ g; on@ X;

p ¼ 0; on @X:

ð46Þ
Here u = (ux, uy) is the electric field and w = l�1r� u is a scalar variable. We further note that
r� u ¼ @uy

@x
� @ux

@y
; u� n ¼ uxny � uynx; r�w ¼ @w

@y
;� @w

@x

� �
:

Note that the cross product of two vectors yield a scalar and the curl of a scalar produces a vector.
Furthermore, the normal component un and the tangential component ut of the vector-valued function u are given by
un ¼ nxun;nyun
� �

; ut ¼ �nyut ;nxut
� �

;

where un = u � n and ut = u � n denote the magnitude of un and ut, respectively. We recall our notation that the unit normal
vector n = (nx, ny) points outward. Therefore, both un and ut change sign across inter-element boundaries since the normal
vector n reverses its direction across inter-element boundaries. In particular, we have
unjFþ�@Kþ þ unjF��@K� ¼ ðu � nþÞjF þ ðu � n�ÞjF ¼ 0;
ut jFþ�@Kþ þ utjF��@K� ¼ ðu� nþÞjF þ ðu� n�ÞjF ¼ 0;
where K+ and K� are two neighboring elements that share the same edge F, and F+ = lime?0(F � en+) and F� = lime?0(F � en�)
belong to @K+ and @ K�, respectively.
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Fig. 1. An illustration of the sign function d@T h
ðxÞ. Note that d@T h

ðxÞ is equal to 1 on the boundary edges. On the interior edges, d@T h
ðxÞ is equal 1 on one side

and equal to �1 on the other side. For example, d@T h
ðxÞ is equal to 1 on F15 (an edge of the element (1, 5, 4)) and equal to �1 on F51 (an edge of the element

(1, 2, 5)). This is because the condition iK
a < iK

b is satisfied on the edge F15, but not on the edge F51.
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5.2. Formulation

To describe the HDG method for numerically solving (46) we introduce a sign function d@T h
ðxÞ which is defined on @T h.

(Here we recall that @T h ¼ f@K : 8K 2 T hg is a collection of boundaries of all elements and that E@h is a set of all boundary

edges.) Let us consider an element K whose vertices are numbered by global indices iK
1 ; i

K
2 ; i

K
3

� �
and whose edges are denoted

by FiK1 iK2
; FiK2 iK3

; FiK3 iK1

� �
. Here the vertices are listed such that iK

1 ! iK
2 ! iK

3 ! iK
1 follows the counterclockwise direction. Then we

define d@T h
ðxÞ as follows:
d@T h
jF

iKa iK
b

¼
1 if FiKa iKb

2 E@h or iK
a < iK

b

�1 otherwise

(
; ð47Þ
for all FiKa iKb
2 FiK1 iK2

; FiK2 iK3
; FiK3 iK1

n o
and for all K 2 T h. Note that d@T h

ðxÞ is equal to 1 on the boundary edges. On the interior edges,

d@T h
ðxÞ is equal to 1 on the side that satisfies iK

a < iK
b and equal to -1 on the other side. An illustration of d@T h

ðxÞ is shown in
Fig. 1.

The HDG method seeks an approximation wh;uh; ph; û
t
h; p̂h

� �
2 Ph � Vh � Ph �MhðgÞ �Mhð0Þ such that
ðlwh; rÞT h
� ðuh;r� rÞT h

� d@T h
ût

h; r
� 	

@T h
¼ 0;

ðwh;r� vÞT h
þ hŵh;v � ni@T h

� ð�x2uh;vÞT h

� ðph;r � �vÞT h
þ h�p̂h;v � ni@T h

¼ ðj;vÞT h
;

� ð�uh;rqÞT h
þ ûn

h � n; �q
� 	

@T h
¼ 0;

hŵh; d@T h
gi@T h

¼ 0;

ûn
h � n; �f

� 	
@T h
¼ 0;

ð48Þ
for all (r, v, q, g, f) 2 Ph � Vh � Ph �Mh(0) �Mh(0), where
ŵh ¼ wh þ st uh � n� d@T h
ût

h

� �
;

ûn
h ¼ un

h þ snðph � p̂hÞn:
ð49Þ
The sign function d@T h
is needed because ût

h 2 MhðgÞ is single-valued on the interior edges and ut = u � n changes sign across
the interior edges. In particular, d@T h

ût
h is nothing but an approximation to ut on @T h.

5.3. Implementation

The first three equations of (48) defines a local solver that maps ût
h; p̂h; j

� �
to (wh, uh, ph) as
ût
h; p̂h; j

� �
#
L2Dðwh;uh; phÞ; ð50Þ
where ðwh;uh; phÞ 2 PkðKÞ �PkðKÞ � PkðKÞ satisfies
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ðlwh; rÞK � ðuh;r� rÞK ¼ d@T h
ût

h; r
� 	

@K ;

ðr �wh;vÞK þ hstuh � n;v � ni@K � ðph;r � �vÞK � ð�x2uh;vÞK ¼ ðj;vÞK � h�p̂h;v � ni@K þ std@T h
ût

h;v � n
� 	

@K ;

ðr � �uh; qÞK þ hsnph; �qi@K ¼ hsnp̂h; �qi@K ;

ð51Þ
for all ðr;v ; qÞ 2 PkðKÞ �PkðKÞ � PkðKÞ and for all K 2 T h. For any pair (n, .) 2Mh �Mh we introduce
wn
h;u

n
h;p

n
h

� �
:¼ L2Dðn;0;0Þ;

w.
h ;u

.
h ;p

.
h

� �
:¼ L2Dð0;.; 0Þ;

wj
h;u

j
h; p

j
h

� �
:¼ L2Dð0;0; jÞ;

ð52Þ
where wn
h;u

n
h; p

n
h

� �
; w.

h ;u
.
h ; p

.
h

� �
, and wj

h;u
j
h; p

j
h

� �
are obtained from (51) when we replace ût

h; p̂h; j
� �

with (n, 0, 0), (0, ., 0), and
(0, 0, j), respectively.

It then follows that
wh ¼ wk
h þwq

h þwj
h;

uh ¼ uk
h þ uq

h þ uj
h;

ph ¼ pk
h þ pq

h þ pj
h;

ût
h ¼ k;

p̂h ¼ q;

ð53Þ
where (k, q) 2Mh(0) �Mh(0) satisfies
ahðk;gÞ þ bhðq;gÞ ¼ ‘hðgÞ; 8g 2 Mhð0Þ;
� bhðf; kÞ þ chðq; fÞ ¼ fhðfÞ; 8f 2 Mhð0Þ:

ð54Þ
Here the forms are given by
ahðn;gÞ ¼ lwg
h ;w

n
h

� �
T h
� �x2ug

h ;u
n
h

� �
T h
þ sn�p

g
h ; p

n
h

� 	
@T h
þ st ug

h � n� d@T h
g

� �
; un

h � n� d@T h
n

� �� 	
@T h

;

bhð.;gÞ ¼ snpg
h ; �.

� 	
@T h
þ �.;ug

h � n
� 	

@T h
;

chð.; fÞ ¼ ðlw.
h ;w

f
hÞT h
� ð�x2u.

h ;u
f
hÞT h
þ stu

.
h � n;uf

h � n
� 	

@T h
þ sn� p.

h � .
� �

; pf
h � f

� �� 	
@T h

;

‘hðgÞ ¼ j;ug
h

� �
T h
;

fhðfÞ ¼ � j;uf
h

� �
T h
;

ð55Þ
for all n, g 2Mh and ., f 2Mh.
The weak formulation (54) gives rise to a system of equations of the form
A B

�BT C

� �
K

U

� �
¼

L

F

� �
; ð56Þ
where K and U represent the vector of degrees of freedom of k and q, respectively. The matrices and vectors in (56) corre-
spond to the bilinear forms and linear forms in (54) in the order they appear in the equation. In order to form the global
matrices A, B, C and vectors F, L, we need to compute their elemental quantities. For example, to form A, we compute its ele-
mental matrices as
AK
ij :¼ ahðuK

i ;u
K
j Þ ¼ lw

uK
i

h ;w
uK

j

h

� �
K

� �x2u
uK

i
h ;u

uK
j

h

� �
K

þ sn�p
uK

i
h ; p

uK
j

h

 �
@K

þ st u
uK

i
h � n� d@T h

uK
i

� �
; u

uK
j

h � n� d@T h
uK

j

� � �
@K

;

for all K 2 T h, where uK
i are polynomials of degree k defined over three edges of the element boundary @ K. Note that since

there are k + 1 polynomials on each edge, there are 3(k + 1) polynomials per element. Hence, the size of AK is

3(k + 1) � 3(k + 1). We thus need to compute w
uK

i
h ;u

uK
i

h ; p
uK

i
h

� �
by using g ¼ uK

i in (52). Once the elemental matrices are com-

puted for all elements the global matrix A can be assembled by using the standard finite element assembly. The other global
matrices and vectors can be formed in the same way.

5.4. Computational complexity and storage requirement

We discuss here the computational complexity and memory storage required by the HDG method. First, we need to solve
the local solver (52) for all elements. On each element the local problem requires us to invert the matrix of size M �M, where
M = 2(k + 1)(k + 2) is the degrees of freedom (wh,uh,ph) on each element. The computational cost of the local part is thus O(NK

M3), where NK is the number of elements.
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Next, we point out the degrees of freedom and sparsity structure of the linear system (56), restricting our attention to the
case of a conforming triangulation T h (no hanging nodes). It is clear that the matrix A has a block structure with square
blocks of size (k + 1) � (k + 1) for each edge F. The number of block rows and block columns is equal to NF, where
NF 	 3NK/2 is the number of interior edges of the triangulation. Hence, the size of the matrix A is NA � NA, where
NA = (k + 1) NF. Furthermore, on each block row, there are at most 5 nonzero blocks. Hence, the number of nonzero entries
of A is 5(k + 1)2NF. The other matrices B and C have the same size and number of nonzero entries as A. The solution of the
linear system (56) will typically cost O((2NA)c) with c 	 2. Therefore, the computational complexity of the HDG method will
be dominated by the cost of solving the system (56) since the operation count of the local solvers scales linearly with NK.

5.5. The HDG method for the vector wave equation

Finally, we close this section by briefly describing the HDG method for the two-dimensional vector wave equation
lw�r� u ¼ 0; in X;

r�w� �x2u ¼ j; in X;

u� n ¼ 0; on @X:

ð57Þ
The HDG method for this system finds an approximation wh;uh; ût
h

� �
2 Ph � Vh �MhðgÞ such that
ðlwh; rÞT h
� ðuh;r� rÞT h

� d@T h
ût

h; r
� 	

@T h
¼ 0;

ðwh;r� vÞT h
þ hŵh;v � ni@T h

� ð�x2uh;vÞT h
¼ ðj;vÞT h

;

hŵh; d@T h
gi@T h

¼ 0;

ð58Þ
for all (r, v, g) 2 Ph � Vh �Mh(0), where
ŵh ¼ wh þ st uh � n� d@T h
ût

h

� �
: ð59Þ
The method is implemented by using the hybridization technique as described below.
For any given n 2Mh we define wn

h;u
n
h

� �
2 PkðKÞ �PkðKÞ such that
lwn
h; r

� �
K � un

h;r� r
� �

K ¼ hd@T h
n; ri@K ;

r�wn
h;v

� �
K � �x2un

h;v
� �

K þ stun
h � n;v � n

� 	
@K ¼ hstd@T h

n;v � ni@K ;
ð60Þ
and wj
h;u

j
h

� �
2 PkðKÞ �PkðKÞ such that
lwj
h; r

� �
K
� uj

h;r� r
� �

K
¼ 0;

r�wj
h;v

� �
K
� �x2uj

h;v
� �

K
þ stu

j
h � n;v � n

D E
@K
¼ ðj;vÞK ;

ð61Þ
for all ðr;vÞ 2 PkðKÞ �PkðKÞ and for all K 2 T h.
It then follows that the HDG solution is computed as
wh ¼ w/
h þwj

h;

uh ¼ u/
h þ uj

h;

ût
h ¼ /;

ð62Þ
where / 2Mh(g) satisfies
shð/;gÞ ¼ rhðgÞ; 8g 2 Mhð0Þ; ð63Þ
Here the forms are given by
shðn;gÞ ¼ lwg
h ;w

n
h

� �
T h
� �x2ug

h ;u
n
h

� �
T h
þ st ug

h � n� d@T h
g

� �
; un

h � n� d@T h
n

� �� 	
@T h

;

rhðgÞ ¼ j;ug
h

� �
T h
;

ð64Þ
for all n, g 2Mh.
The above weak formulation results in a linear system of the form
GU ¼ R; ð65Þ
where U represents the vector of degrees of freedom of /. The matrix G and vector R can be formed by computing the ele-
mental matrices and vectors in the same way as . It is clear that the HDG method for the vector wave equation requires only
1/3 memory storage of the method for the mixed curl–curl formulation. Moreover, the cost of solving the linear system (65)
can be significantly less than that of solving the system (56) because the dimension of the linear system (65) is only half of
that of the system (56). This HDG method is more efficient than the method for the mixed curl–curl formulation.
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6. Local postprocessing

In this section we propose a new local postprocessing to obtain a Hcurl-conforming approximation u
h which converges
with an additional order in the Hcurl-norm. We consider here the two-dimensional case with triangular elements.

6.1. Postprocessing scheme

We find u
h as the element of Pkþ1ðKÞ such that for all K 2 T h,
hu
h � n� d@T h
ût

h;giF ¼ 0; 8g 2 Pkþ1ðFÞ;8F 2 @K;

u
h � uh;r�w
� �

K ¼ 0; 8w 2 PkðKÞ;
r � ðu
h � uhÞ; s
� �

K ¼ 0; 8s 2 Pk�1ðKÞ:
ð66Þ
This new approximation u
h is well-defined and Hcurl(X)-conforming, as we show next. Note that to compute u
h we need only
to invert a matrix of size equal to the dimension of Pkþ1ðKÞ for each element K of the triangulation T h. Hence, the new
approximation is less expensive to compute than the original approximation. Moreover, numerical results presented in
the next section show that u
h converges with order k + 1 in the HcurlðT hÞ-norm, whereas uh converges with order k in the
Hcurl(X)-norm.

6.2. Well-posedness of the postprocessing scheme

We now prove that the local postprocessing scheme is well-posed.

Proposition 5. Suppose that all the triangles K 2 T h are acute. Then the postprocessed solution u
h given in (66) is well-defined
and conforming in the space Hcurl(X).
Proof. Let us show that u
h given in (66) is well-defined. We verify first the equality between the number of degrees of free-
dom and the dimension of Pkþ1ðKÞ:
dimðPkþ1ðKÞÞ ¼ ðkþ 2Þðkþ 3Þ: ð67Þ
The number of degrees of freedom in the first equation of (66) is three times the dimension of Pkþ1ð~FÞ:

3ðkþ 2Þ: ð68Þ
The number of degrees of freedom in the second equation of (66) is the dimension of PkðKÞ minus one:
ðkþ 1Þðkþ 2Þ
2

� 1: ð69Þ
The number of degrees of freedom in the third equation of (66) is the dimension of Pk�1ðKÞ:

kðkþ 1Þ

2
: ð70Þ
The total number of degrees of freedom is exactly equal to dimðPkþ1ðKÞÞ.
This means that to prove the existence and uniqueness of u
h, we only need to show that u
h ¼ 0 is the unique solution of

(66) when ût
h ¼ 0 and uh = 0. To do that, we begin by noting that the first equation of (66) implies that
u
h � n ¼ 0; on each edge: ð71Þ

Integrating the second equation of (66) by parts and using (71) we obtain
r� u
h;w
� �

K ¼ 0; 8w 2 PkðKÞ; ð72Þ

which yields
u
h ¼ rw; w 2 Pkþ2ðKÞ: ð73Þ

Eqs. (71) and (73) show that w is constant along @K. Since this constant can be chosen arbitrarily, we take it to be zero. Thus,
we can write that w = k1k2k3g where ki is the so-called ith barycentric coordinate function associated to the triangle K and g is
an element of Pk�1ðKÞ.

Substituting (73) into the third equation of (66), and setting b colone k1k2k3, we obtain, for all s 2 Pk�1ðKÞ,
0 ¼ ðr2ðbgÞ; sÞK ¼ �ðrðbgÞ;rsÞK þ hn � rðbgÞ; si@K :
Taking s :¼ g, we get
0 ¼ �ðrðbgÞ;rgÞK þ hn � rb;g2i@K ¼ �ðbrg;rgÞK �
1
2
ðrb;rg2ÞK þ hn � rb;g2i@K

¼ �ðbrg;rgÞK þ
1
2
ðr2b;g2ÞK þ

1
2
hn � rb;g2i@K :
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We claim that the intregrands in the three terms are nonnegative. As a consequence, we get that g = 0. Hence, we have
u
h ¼ rw ¼ 0.

It remains to prove the claim. But, we clearly have that b P 0 in K. Moreover, on the face of the triangle K such that k1 = 0,
we have that
n � rb ¼ ðn1 � rk1Þk2k3 6 0;
sincerk1 = �je1jn1/(2jKj). A similar argument shows that n � rb 6 0 on the two remaining faces. Note that we have still not used
the fact that the triangle K is acute. We are going to use this to show thatr2b 6 0. Indeed, a simple computation gives us that
r2b ¼ 1

2jKj2
je1ke2jn1 � n2k3 þ je2ke3jn2 � n3k1 þ je3ke1jn3 � n1k2ð Þ 6 0;
when the triangle K is acute. This proves the claim.
Finally, it follows from the first equation of (66) that
u
th :¼ n� u
h � n ¼ n� d@T h
ût

h: ð74Þ
Hence, u
th is continuous across the element boundaries since ût
h 2 Mh. This implies that u
h resides in the space Hcurl(X). This

completes the proof. h

The Curl of the postprocessed approximation satisfies and interesting relation, as we see in the following result.

Lemma 6.1. The postprocessed solution u
h given in (66) satisfies
r� u
h; q
� �

K ¼ ðlwh; qÞK ; 8q 2 PkðKÞ: ð75Þ
Proof. We note from the first equation of (48) that
ðuh;r� qÞK ¼ ðlwh; qÞK � d@T h
ût

h; q
� 	

@K ; 8q 2 PkðKÞ: ð76Þ
It thus follows from the first two equations of (66) that
u
h;r� q
� �

K ¼ ðlwh; qÞK � u
h � n; q
� 	

@K ; 8q 2 PkðKÞ; ð77Þ
which, after integration by parts, yields the desired result. This completes the proof. h

This lemma shows that r� u
h has the same accuracy and convergence rate as wh.

7. Numerical experiments

In this section, we present numerical experiments to assess the performance and accuracy of the two HDG methods. We
consider two-dimensional model problems that have been studied in [1,23]. In all of these examples, we select the stabil-
ization parameters according to (9) and (36). In order to study the convergence and accuracy of the methods we define
the error in the L2-norm as
ku� uhkT h
¼

X
K2T h

Z
K
ku� uhk2

 !1=2

; ð78Þ
and the error in the HcurlðT hÞ-norm as
ku� uhkHc ¼
X
K2T h

Z
K
ku� uhk2 þ kr� u�r� uhk2
� � !1=2

: ð79Þ
We shall refer to the HDG method for the mixed curl–curl formulation as HDG-I and the HDG method for the vector wave
equation as HDG-II.

7.1. The square domain problem

In the first example, we consider solving the time-harmonic Maxwell’s equations in a square domain X = (�1, 1) � (�1, 1)
with l = � = 1. Furthermore, we set j = 0 and select suitable boundary data g so that the problem has the following exact
solution
u ¼ ðsinðxyÞ; sinðxxÞÞ:
In [23] this example is used to investigate the convergence of the IP method on a sequence of unstructured triangular meshes
for different polynomial degrees and frequencies x. It is shown in [23] that the approximate solution of the IP method con-
verges with order k in the HcurlðT hÞ-norm and with order k + 1 in the L2-norm.
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We demonstrate the convergence and accuracy of the HDG methods on a sequence of unstructured meshes. More spe-
cially, we start with an unstructured mesh of 16 elements as shown in Fig. 2(a) and successively refine this initial mesh
by subdividing every element into four smaller elements. As shown in Fig. 2(b) the finest mesh consists of 4096 elements
and is obtained after we refine the initial mesh four times. On these meshes, we consider polynomials of degree k = 1, 2,
3 to represent all the approximate variables.

We present in Tables 1–3 numerical results obtained for x = 1, 2 and 4, respectively. In each case we show the polyno-
mial degree k, the number of elements in the computational mesh ne, as well as the error and the order of convergence for
both HDG-I and HDG-II. We observe that for both the HDG methods the approximation error converges to zero at the optimal
rate O(hk+1) in the L2-norm and at the rate O(hk) in the HcurlðT hÞ-norm. The convergence rate of the approximate vector field
of the HDG methods is thus similar to that of the IP method. However, we note that the postprocessed vector field u
h con-
verges to the exact solution u at the rate O(hk+1) in the Hcurl(X)-norm, which is one order higher than the convergence rate of
the approximate vector field uh. Moreover, u
h is Hcurl(X)-conforming and inexpensive to compute. As a result, both the HDG-I
and HDG-II methods outperform the IP method for the same number of elements.

Furthermore, we see that the approximation error increases with the frequency for a given fixed mesh and fixed polyno-
mial degree. We also observe that the approximation error decreases rapidly when either the mesh is refined or the poly-
nomial degree is increased as we would expect for this smooth problem. We would like to point out that HDG-I and
HDG-II perform equally well in terms of accuracy and convergence rate. However, HDG-II is more computationally efficient
than HDG-I because the former has less globally coupled degrees of freedom than the latter.

Finally, we investigate how the condition number of the global stiffness matrix depends on the polynomial degree k, the
number of elements ne and the frequency x. To this end we define the condition number ratio R as
R ¼ C

15ð3k1:4 � 1Þnex�2
;

where C is the condition number of the stiffness matrix G (65) of the HDG-II method. Here the condition number is defined as
the ratio of the largest singular value of G to the smallest singular value, which are computed by a singular value decompo-
sition of G. We report in Table 4 the condition number ratio R as a function of k, ne and x. We see that the condition number
ratio R is close to 1. The results show that the condition number grows linearly with the number of elements ne as both k and
x are fixed. It is interesting to note that for the range of frequency considered here the condition number decreases as the
frequency x increases. More specifically, the condition number is proportional to x�2 as both k and ne are kept fixed.

7.2. The L-shaped domain problem with smooth solution

We consider the time-harmonic Maxwell’s equations in a L-shaped domain X = (�1, 1)2n[0, 1) � (�1, 0] with � = l = 1. We
set j = 0 and select suitable boundary data g so that the problem has an exact solution of the form
u ¼ r� f ; ð80Þ
(a) (b)
Fig. 2. The initial mesh (a) and the mesh after four refinements (b) for the square domain.



Table 1
Example 1: History of convergence of the HDG methods for x = 1.

Degree k Mesh ne HDG-I HDG-II

ku� uhkT h
ku� uhkHc ku� u
hkHc ku� uhkT h

ku� uhkHc ku� u
hkHc

Error Order Error Order Error Order Error Order Error Order Error Order

1 16 4.20e�2 – 2.26e�1 – 6.48e�2 – 5.49e�2 – 2.68e�1 – 6.17e�2 –
64 1.09e�2 1.94 1.27e�1 0.83 1.59e�2 2.03 1.27e�2 2.11 1.33e�1 1.01 1.51e�2 2.03
256 2.80e�3 1.96 6.65e�2 0.93 3.93e�3 2.01 3.09e�3 2.04 6.60e�2 1.01 3.73e�3 2.01
1024 7.11e�4 1.98 3.39e�2 0.97 9.77e�4 2.01 7.62e�4 2.02 3.29e�2 1.00 9.29e�4 2.01
4096 1.79e�4 1.99 1.71e�2 0.99 2.44e�4 2.00 1.89e�4 2.01 1.64e�2 1.00 2.32e�4 2.00

2 16 3.26e�3 – 4.56e�2 – 3.60e�3 – 3.25e�3 – 4.27e�2 – 3.30e�3 –
64 3.99e�4 3.03 1.09e�2 2.06 4.48e�4 3.01 4.35e�4 2.90 1.08e�2 1.99 4.13e�4 3.00
256 4.92e�5 3.02 2.65e�3 2.04 5.60e�5 3.00 5.54e�5 2.97 2.69e�3 2.00 5.18e�5 3.00
1024 6.09e�6 3.01 6.54e�4 2.02 7.01e�6 3.00 6.98e�6 2.99 6.72e�4 2.00 6.48e�6 3.00
4096 7.58e�7 3.01 1.62e�4 2.01 8.78e�7 3.00 8.75e�7 3.00 1.68e�4 2.00 8.11e�7 3.00

3 16 1.61e�4 – 2.43e�3 – 2.03e�4 – 2.24e�4 – 3.51e�3 – 1.90e�4 –
64 1.04e�5 3.95 3.34e�4 2.86 1.27e�5 4.00 1.30e�5 4.10 4.24e�4 3.05 1.18e�5 4.01
256 6.66e�7 3.96 4.40e�5 2.93 7.85e�7 4.01 7.88e�7 4.05 5.21e�5 3.02 7.38e�7 4.00
1024 4.23e�8 3.98 5.64e�6 2.96 4.88e�8 4.01 4.85e�8 4.02 6.46e�6 3.01 4.60e�8 4.00
4096 2.66e�9 3.99 7.14e�7 2.98 3.04e�9 4.01 3.01e�9 4.01 8.04e�7 3.01 2.87e�9 4.00

Table 2
Example 1: History of convergence of the HDG methods for x = 2.

Degree k Mesh ne HDG-I HDG-II

ku� uhkT h
ku� uhkHc ku� u
hkHc ku� uhkT h

ku� uhkHc ku� u
hkHc

Error Order Error Order Error Order Error Order Error Order Error Order

1 16 1.98e�1 – 1.46e�0 – 4.80e�1 – 2.74e�1 – 1.73e�0 – 3.17e�1 –
64 4.71e�2 2.07 7.90e�1 0.89 1.05e�1 2.19 5.8e�2 2.24 8.13e�1 1.09 8.03e�2 1.98
256 1.20e�2 1.98 4.07e�1 0.96 2.56e�2 2.04 1.38e�2 2.07 3.99e�1 1.03 2.01e�2 2.00
1024 3.02e�3 1.99 2.06e�1 0.98 6.34e�3 2.01 3.39e�3 2.03 1.98e�1 1.01 5.03e�3 2.00
4096 7.58e�4 1.99 1.03e�1 0.99 1.58e�3 2.00 8.39e�4 2.01 9.87e�2 1.01 1.26e�3 2.00

2 16 2.66e�2 – 3.63e�1 – 5.05e�2 – 2.68e�2 – 3.72e�1 – 4.92e�2 –
64 3.18e�3 3.06 8.29e�2 2.13 6.17e�3 3.03 3.57e�3 2.91 9.03e�2 2.04 5.79e�3 3.09
256 3.89e�4 3.03 1.99e�2 2.06 7.72e�4 3.00 4.48e�4 2.99 2.22e�2 2.03 7.18e�4 3.01
1024 4.80e�5 3.02 4.85e�3 2.03 9.68e�5 3.00 5.61e�5 3.00 5.48e�3 2.02 8.95e�5 3.00
4096 5.96e�6 3.01 1.20e�3 2.02 1.21e�5 3.00 7.00e�6 3.00 1.36e�3 2.01 1.12e�5 3.00

3 16 2.58e�3 – 4.53e�2 – 5.45e�3 – 3.59e�3 – 5.63e�2 – 4.16e�3 –
64 1.69e�4 3.93 6.34e�3 2.84 3.54e�4 3.95 2.06e�4 4.13 6.96e�3 3.02 2.83e�4 3.88
256 1.08e�5 3.97 8.24e�4 2.94 2.22e�5 3.99 1.25e�5 4.04 8.60e�4 3.02 1.79e�5 3.98
1024 6.87e�7 3.98 1.05e�4 2.97 1.39e�6 4.00 7.72e�7 4.02 1.07e�4 3.01 1.12e�6 4.00
4096 4.32e�8 3.99 1.32e�5 2.99 8.66e�8 4.00 4.79e�8 4.01 1.33e�5 3.01 7.02e�8 4.00

Table 3
Example 1: History of convergence of the HDG methods for x = 4.

Degree k Mesh ne HDG-I HDG-II

ku� uhkT h
ku� uhkHc ku� u
hkHc ku� uhkT h

ku� uhkHc ku� u
hkHc

Error Order Error Order Error Order Error Order Error Order Error Order

1 16 9.46e�1 – 7.13e�0 – 3.04e�0 – 8.72e�1 – 6.53e�0 – 2.68e�0 –
64 1.95e�1 2.27 3.27e�0 1.12 7.73e�1 1.98 2.41e�1 1.86 3.43e�0 0.93 6.47e�1 2.05
256 4.86e�2 2.01 1.65e�0 0.99 1.90e�1 2.02 5.60e�2 2.11 1.69e�0 1.02 1.55e�1 2.06
1024 1.22e�2 1.99 8.28e�1 0.99 4.75e�2 2.00 1.36e�2 2.04 8.30e�1 1.02 3.83e�2 2.01
4096 3.07e�3 1.99 4.15e�1 1.00 1.19e�2 2.00 3.36e�3 2.02 4.11e�1 1.01 9.56e�3 2.00

2 16 1.89e�1 – 2.38e�0 – 7.67e�1 – 3.26e�1 – 3.71e�0 – 7.97e�1 –
64 2.67e�2 2.83 7.11e�1 1.74 9.69e�2 2.99 3.08e�2 3.40 7.93e�1 2.22 8.87e�2 3.17
256 3.25e�3 3.04 1.73e�1 2.04 1.20e�2 3.02 3.75e�3 3.04 1.90e�1 2.06 1.08e�2 3.04
1024 3.99e�4 3.03 4.21e�2 2.03 1.49e�3 3.00 4.63e�4 3.02 4.66e�2 2.03 1.35e�3 3.00
4096 4.92e�5 3.02 1.04e�2 2.02 1.86e�4 3.00 5.74e�5 3.01 1.15e�2 2.02 1.69e�4 3.00

3 16 3.90e�2 – 7.52e�1 – 1.58e�1 – 4.12e�2 – 7.67e�1 – 1.25e�1 –
64 2.65e�3 3.88 1.00e�1 2.91 1.04e�2 3.92 3.28e�3 3.65 1.13e�1 2.76 8.14e�3 3.94
256 1.70e�4 3.96 1.30e�2 2.94 6.76e�4 3.94 2.00e�4 4.04 1.40e�2 3.01 5.30e�4 3.94
1024 1.08e�5 3.97 1.67e�3 2.97 4.27e�5 3.99 1.23e�5 4.02 1.74e�3 3.02 3.33e�5 3.99
4096 6.84e�7 3.99 2.10e�4 2.99 2.67e�6 4.00 7.67e�7 4.01 2.15e�4 3.01 2.09e�6 4.00
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Table 4
Example 1: The condition number ratio R of the global stiffness matrix as a function of k, ne and x for the HDG-II method.

Degree k Mesh ne Frequency

x = 1 x ¼
ffiffiffi
2
p

x = 2 x ¼ 2
ffiffiffi
2
p

x = 4

1 64 1.0617 1.0417 1.0120 0.9672 0.8976
256 1.1361 1.1255 1.1102 1.0879 1.0554
1024 1.1632 1.1579 1.1503 1.1394 1.1238

2 64 1.0844 1.0730 1.0559 1.0295 0.9911
256 1.1415 1.1360 1.1279 1.1161 1.0986
1024 1.1615 1.1588 1.1549 1.1493 1.1412

3 64 0.9689 0.9619 0.9512 0.9347 0.9086
256 1.0352 1.0316 1.0264 1.0186 1.0070
1024 1.0556 1.0539 1.0513 1.0476 1.0423

Fig. 3. The initial mesh for the L-shaped domain.

Table 5
Example 2: History of convergence of the HDG methods for x = 6.

Degree k Mesh h HDG-I HDG-II

ku� uhkT h
ku� uhkHc ku� u
hkHc ku� uhkT h

ku� uhkHc ku� u
hkHc

Error Order Error Order Error Order Error Order Error Order Error Order

1 1/4 6.48e�1 – 9.44e�0 – 3.90e�0 – 1.12e�0 – 1.45e�9 – 5.82e�0 –
1/8 9.43e�2 2.78 4.51e�0 1.07 5.5e�1 2.83 2.75e�1 2.03 5.14e�0 1.50 1.59e�0 1.87
1/16 2.22e�2 2.09 2.28e�0 0.98 1.26e�1 2.13 5.71e�2 2.27 2.34e�0 1.14 3.29e�1 2.28
1/32 5.58e�3 1.99 1.15e�0 0.99 3.14e�2 2.01 9.25e�3 2.63 1.14e�0 1.03 4.92e�2 2.74
1/24 1.40e�3 2.00 5.75e�1 1.00 7.82e�3 2.00 1.75e�3 2.40 5.67e�1 1.01 8.27e�3 2.57

2 1/4 1.08e�1 – 2.16e�0 – 6.26e�1 – 1.19e�1 – 2.38e�0 – 6.65e�1 –
1/8 7.19e�3 3.91 4.87e�1 2.15 3.79e�2 4.05 8.17e�3 3.87 5.46e�1 2.13 3.70e�2 4.17
1/16 7.51e�4 3.26 1.17e�1 2.06 3.95e�3 3.26 8.88e�4 3.20 1.33e�1 2.04 3.63e�3 3.35
1/32 9.04e�5 3.06 2.86e�2 2.03 4.88e�4 3.02 1.09e�4 3.03 3.29e�2 2.02 4.45e�4 3.03
1/64 1.11e�5 3.02 7.10e�3 2.01 6.11e�5 3.00 1.35e�5 3.01 8.17e�3 2.01 5.55e�5 3.00

3 1/4 5.21e�3 – 2.97e�1 – 2.92e�2 – 6.82e�3 – 3.52e�1 – 2.82e�2 –
1/8 3.37e�4 3.95 3.82e�2 2.96 1.94e�3 3.91 3.92e�4 4.12 4.27e�2 3.05 1.53e�3 4.20
1/16 2.13e�5 3.99 4.87e�3 2.97 1.21e�4 4.00 2.42e�5 4.02 5.24e�3 3.03 9.55e�5 4.00
1/32 1.34e�6 3.99 6.14e�4 2.99 7.52e�6 4.01 1.50e�6 4.01 6.48e�4 3.01 5.96e�6 4.00
1/64 8.38e�8 4.00 7.70e�5 2.99 4.69e�7 4.00 9.36e�8 4.01 8.06e�5 3.01 3.72e�7 4.00
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where f = Ja(xr)cos(ah) with r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
and h = tan�1(y/x). Here Ja is the Bessel function of the first kind of order a. We

choose a = 0 so that the exact solution is smooth.



Fig. 4. The plots ofr� uh (left) andr� u
h (right) for x = 5 (top), x = 10 (middle) and x = 20 (bottom). These results are obtained using h = 1/8 (for x = 5),
h = 1/16 (for x = 10) and h = 1/32 (for x = 20) and the same polynomial degree k = 2.
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We use structured triangular meshes that are refinements of an initial uniform mesh of 96 triangles as shown in Fig. 3.
Each refinement is obtained by subdividing every triangle into four smaller triangles. We say that the mesh has refinement



Table 6
Example 2: The condition number ratio R of the global stiffness matrix as a function of k, h and x for the HDG-II method.

Degree k Mesh h Frequency

x = 1 x ¼
ffiffiffi
2
p

x = 2 x ¼ 2
ffiffiffi
2
p

x = 4 x ¼ 4
ffiffiffi
2
p

1 1/4 0.9523 0.9312 1.8896 0.9250 0.8960 2.1259
1/8 1.0107 1.0002 1.9421 0.9623 0.9301 1.8670
1/16 1.0319 1.0267 1.9525 1.0085 0.9931 1.8423
1/32 1.0403 1.0377 1.9547 1.0288 1.0214 1.8392

2 1/4 0.9686 0.9573 1.0106 0.9155 0.8774 0.8538
1/8 1.0071 1.0017 1.0481 0.9822 0.9652 0.9397
1/16 1.0206 1.0179 1.0593 1.0086 1.0006 0.9890
1/32 1.0256 1.0242 1.0630 1.0197 1.0158 1.0103

3 1/4 0.8914 0.8840 0.8727 0.8555 0.8285 0.7850
1/8 0.9268 0.9233 0.9181 0.9105 0.8990 0.8815
1/16 0.9380 0.9363 0.9338 0.9303 0.9251 0.9174
1/32 0.9418 0.9409 0.9397 0.9380 0.9356 0.9320
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level ‘if it is obtained from the initial mesh after we perform ‘refinements. Since our meshes are regular all elements have
the same size h = 1/2‘+2 which is the length of the shortest edge.

We first present in Table 5 the error and order of convergence of both HDG-I and HDG-II for x = 6. We observe for both
HDG-I and HDG-II that uh converges with order k + 1 in the L2-norm and with order k in the HcurlðT hÞ-norm. We also see that
u
h converges with order k + 1 in the Hcurl(X)-norm. These results are similar to those of the square domain problem. In order
to visualize the effectiveness of the local postprocessing scheme, we show in Fig. 4 the plots of both r� uh and r� u
h ob-
tained using HDG-II for x = 5, 10, and 20. It is clear that r� u
h is superior to r� uh.

Finally, we report in Table 6 the condition number ratio R as a function of k, h and x. Here the condition number ratio R is
defined as
R ¼ C

60ð3k1:4 � 1ÞðxhÞ�2
;

where C is the condition number of the stiffness matrix G in (65) of the HDG-II method. We see that the condition number
ratio R is close to 1 except for the case k = 1 at x = 2 and x ¼ 4

ffiffiffi
2
p

where it is close to 2. We observe that for the range of
frequency considered here the condition number is proportional to (xh)�2 as k is fixed. It implies that the condition number
increases as the frequency x decreases if we keep both h and k fixed. These results are quite similar to those of the previous
example and demonstrate that the HDG-II method is computationally attractive for solving the time-harmonic Maxwell’s
equations.
7.3. The L-shaped domain problem with nonsmooth solution

We revisit the L-shaped domain problem described above. We follow [1,23] and choose a = 2/3 so that the exact solution
u resides in the Sobolev space H2/3�e(X) for e > 0. Hence, the exact solution is nonsmooth and indeed singular at the entrant
corner (0,0). In this example, we investigate two different types of meshes, namely, uniform meshes described earlier and
adaptive meshes shown in Fig. 5. These adaptive meshes are refined toward the entrant corner in order to capture the sin-
gularity of the exact solution. A summary of these meshes is listed in Table 7.

We present in Fig. 6 the errors in both the L2-norm and Hcurl-norm versus the number of global degrees of freedom N for
the HDG-II method. Here N is equal to the dimension of the stiffness matrix G in (65). We make two important observations.
First, we observe that the errors in both the L2-norm and Hcurl-norm converge to zero at the rate O(h2/3) on uniformly refined
meshes. Although increasing the polynomial degree k leads to a decrease in the errors, the convergence rate remains O(h2/3)
regardless of values of k. Our results agree very well with the previous results reported in [1,23] and demonstrate that p-
refinement strategy is not effective for problems with singular solutions. Second, we observe that the errors on adaptively
refined meshes converge at faster rate and are significantly smaller than those on uniformly refined meshes for the same
number of degrees of freedom. This demonstrates that h-refinement strategy is much more effective than p-refinement strat-
egy for this problem.

Finally, we would like to emphasize that our local postprocessing works well for this problem with nonsmooth solution
since it improves the accuracy of the approximate solution especially on adaptive meshes. In particular, we observe that

u� u
h
�� ��

Hc is several times smaller than ku� uhkHc for the same mesh and polynomial degree. For instance, for the mesh
(c) in Fig. 5 and k = 1, we obtain ku� uhkHc ¼ 1:09� 10�2 and u� u
h

�� ��
Hc ¼ 4:76� 10�4. This demonstrates the effectiveness

of the local postprocessing, especially when it is combined with h-refinement strategy, for improving the accuracy and con-
vergence rate of the HDG solution.



(a) (d) (g)

(b) (e) (h)

(c) (f) (i)
Fig. 5. Example 3: Sequence of adaptive meshes refined toward the entrant corner. The meshes in (a), (b) and (c) are used in computation for k = 1. The
meshes in (d), (e) and (f) are used in computation for k = 2. The meshes in (g), (h) and (i) are used in computation for k = 3.
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8. Conclusion

We have presented two hybridizable discontinuous Galerkin (HDG) methods for the numerical solution of the time-har-
monic Maxwell’s equations. The first HDG method is developed for the mixed curl–curl formulation and is named HDG-I,
while the second HDG method is developed for the vector wave equation and is named HDG-II. The HDG methods retain
the strengths of standard DG methods and have the following advantages:

� The globally coupled unknowns are the approximate trace of the tangential component of the vector field for the HDG-II
method and, in the case of the HDG-I method, the approximate trace of the Lagrange multiplier. Since the approximate



Table 7
Example 3: Summary of basic information of the meshes displayed in Fig. 5.

Mesh # Elements # Nodes # Edges hmin hmax

(a) 48 32 79 1.77e�1 1.0
(b) 540 295 834 6.90e�4 0.5
(c) 5746 2971 8716 2.70e�6 0.125
(d) 28 21 48 3.54e�1 1.0
(e) 108 65 172 2.21e�2 1.0
(f) 392 219 610 8.63e�5 0.5
(g) 28 21 48 3.54e�1 1.0
(h) 88 54 141 4.42e�2 1.0
(i) 274 157 430 1.73e�4 0.5
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traces are single-valued across the inter-element boundaries, the HDG methods have considerably less globally coupled
unknowns than standard DG methods and thus result in significant savings in both the computational time and memory
storage.
� The numerical solution can be postprocessed at the element level to yield a new approximate vector field which is

Hcurl(X)-conforming and converges with order k + 1 in the Hcurl(X)-norm for problems with smooth solutions. For prob-
lems with nonsmooth solutions, the local postprocessing is also effective in improving accuracy especially when it is com-
bined with h-refinement strategy.
� Both the HDG methods perform well for a wide range of frequencies and produce similar convergence rate and accuracy.

Therefore, the HDG-II method is a method of choice since its global stiffness matrix is much smaller than that of the HDG-
I method. Furthermore, we observe by numerical experiments that for the low range of frequency considered in the
numerical examples the condition number of the stiffness matrix of the HDG-II method decreases as the frequency
increases. Moreover, the stiffness matrix is compact in the sense that only the degrees of freedom among neighboring
elements are connected. These features of the stiffness matrix make the HDG-II method very attractive for iterative solu-
tion methods [38].

Finally, we close by pointing out several possible extensions and directions for further research. First, we note that h/p-
refinement strategy is a better approach for problems with singular solutions because the correct combination of h- and p-
refinements can yield exponential convergence rates, whereas h-refinement can only give algebraic convergence rates
[17,18,24]. Therefore, it is natural to extend the current approach to h/p-refinement. Another possibility is the enrichment
of the polynomial spaces with non-polynomial basis functions to represent the approximate solution in order to capture sin-
gularities and discontinuities. The HDG methods lend themselves very flexible for incorporating non-polynomial functions
into the approximation spaces because the enrichment can be done at the local solvers. We would also like to extend the
methods to eddy current problems on multiply connected domains [25], Maxwell’s eigenvalue problems and time-depen-
dent Maxwell’s equations.
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Appendix A. Proof of Lemma 3.2

Proof. We first note that the local solvers (24) can be expressed explicitly as follow. The first local solver is given by
lwg
h ; r

� �
K � ug

h ;r� r
� �

K ¼ g; r � nh i@K ;

r�wg
h ;v

� �
K þ stu

g
h � n;v � n

� 	
@K � pg

h ;r � �v
� �

K � �x2ug
h ;v

� �
K ¼ stg;v � nh i@K ;

r � �ug
h ; q

� �
K þ snpg

h ; �q
� 	

@K ¼ 0;

ðA:1Þ
the second local solver is given by
lwf
h; r

� �
K � uf

h;r� r
� �

K ¼ 0;

r�wf
h;v

� �
K þ stuf

h � n;v � n
� 	

@K � pf
h;r � �v

� �
K � �x2uf

h;v
� �

K ¼ � �f;v � nh i@K ;

r � �uf
h; q

� �
K þ snpf

h; �q
� 	

@K ¼ snf; �qh i@K ;

ðA:2Þ



(a) (d)

(e)

(f)(c)

(b)

Fig. 6. Example 3: Plots of the errors in the L2-norm and Hcurl-norm for uniform meshes (left) and adaptive meshes (right) versus the number of global
degrees of freedom N for the HDG-II method. Results in (a), (b) and (c) are obtained on uniformly refined meshes described earlier, while results in (d), (e)
and (f) are obtained on adaptively refined meshes displayed in Fig. 5.
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and the third local solver is given by
lwj
h; r

� �
K
� uj

h;r� r
� �

K
¼ 0;

r�wj
h;v

� �
K
þ stu

j
h � n;v � n

D E
@K
� pj

h;r � �v
� �

K
� �x2uj

h;v
� �

K
¼ ðj;vÞK ;

r � �uj
h; q

� �
K
þ snpj

h; �q
D E

@K
¼ 0:

ðA:3Þ
We use the above local solvers to prove the identities in (28) as follows.

The first identity I1 � � n�wn

h þ st ut
h

� �n � n
� �

;g
D E

@T h

can be derived as follows� �D E

I1 ¼ lwn

h;w
g
h

� �
T h
� ug

h ;r�wn

h

� �
T h
� st ut

h

� �n � n ;g
@T h

¼ lwn

h;w
g
h

� �
T h
� pn;r � �ug

h

� �
T h
� �x2un

h;u
g
h

� �
T h
þ st ut

h

� �n � n
� �

; ut
h

� �g � g
D E

@T h

¼ lwn

h;w
g
h

� �
T h
� �x2un

h;u
g
h

� �
T h
þ sn�pn

h;p
g
h

� 	
@T h
þ st ut

h

� �n � n
� �

; ut
h

� �g � g
D E

@T h

;

by the first, second, and third equations of the local solver (A.1), respectively.

For the second identity I2 � � n�w.
h þ st ut

h

� �.
;g

D E
@T h

we note thatD E D E

I2 ¼ lwg

h ;w
.
h

� �
T h
� ug

h ;r�w.
h

� �
T h
� st ut

h

� �.
;g

@T h

¼ u.
h ;r�wg

h

� �
T h
� ug

h ;r�w.
h

� �
T h
� st ut

h

� �.
;g

@T h
by the first equation of (A.1) and the first equation of (A.2), respectively. Then we have
I2 ¼ �x2ug
h ;u

.
h

� �
T h
þ pg

h ;r � �u
.
h

� �
T h
� st ut

h

� �g
; ut

h

� �.D E
@T h

� ug
h ;r�w.

h

� �
T h

¼ �x2ug
h ;u

.
h

� �
T h
� st ut

h

� �g
; ut

h

� �.D E
@T h

þ pg
h ;r � �u

.
h

� �
T h
� �x2ug

h ;u
.
h

� �
T h

þ st ut
h

� �g
; ut

h

� �.D E
@T h

� p.
h ;r � �u

g
h

� �
T h
þ �.;ug

h � n
� 	

@T h

¼ snpg
h ; �p

.
h

� 	
@T h
� snpg

h ; �p
.
h

� 	
@T h
þ snpg

h ; �.
� 	

@T h
þ �.; un

h

� �g � nD E
@T h
by the second equation of (A.1), the second equation of (A.2), and the third equation of (A.1) and (A.3), respectively.

For the third identity I3 � � n�wj
h þ st ut

h

� �j
;g

D E
@T h

we note that� � � � D E � � � � D E

I3 ¼ lwg

h ;w
j
h T h

� ug
h ;r�wj

h T h

� st ut
h

� �j
;g

@T h

¼ uj
h;r�wg

h T h

� ug
h ;r�wj

h T h

� st ut
h

� �j
;g

@T h
by the first equation of (A.1) and the first equation of (A.3), respectively. Then we have
I3 ¼ �x2ug
h ;u

j
h

� �
T h

þ pg
h ;r � �u

j
h

� �
T h

� st ut
h

� �g
; ut

h

� �j
D E

@T h

� ug
h ;r�wj

h

� �
T h

¼ �x2ug
h ;u

j
h

� �
T h

� st ut
h

� �g
; ut

h

� �j
D E

@T h

þ pg
h ;r � �u

j
h

� �
T h

� �x2ug
h ;u

j
h

� �
T h

þ st ut
h

� �g
; ut

h

� �j
D E

@T h

� pj
h;r � �u

g
h

� �
T h

� j;ug
h

� �
T h

¼ snpg
h ; �p

j
h

D E
@K
� snpg

h ; �p
j
h

D E
@K
� j;ug

h

� �
T h
by the second equation of (A.1), the second equation of (A.3), and the third equation of (A.1) and (A.3), respectively.
The last three identities in (29) can be easily derived in a similar manner. This completes the proof. h
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