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ABSTRACT

With the advances in telecommunications, and the introduction dhtémnet, information
systems achieved physical connectivity, but have yet to e$tdblitcal connectivity. Lack of
logical connectivity is often inviting disaster as in theeca$ Mars Orbiter, which was lost
because one team used metric units, the other English whiareging a critical maneuver data.
In this Thesis, we focus on the two intertwined sub problems afdbgonnectivity, namely data
extraction and data interpretation in the domain of heterogeneous infarrspdiems.

The first challenge, data extraction, is about making it pless$d easily exchange data
among semi-structured and structured information systems. \Weriloke the design and
implementation of a general purpose, regular expression basedéGaméapper engine with an
integrated capabilities-aware planner/optimizer/executioner.

The second challenge, data interpretation, deals with themsgsbf heterogeneous contexts,
whereby each source of information and potential receiver tirtfemmation may operate with a
different context, leading to large-scale semantic heterogenéfty extend the existing
formalization of the COIN framework with new logical foriisahs and features to handle larger
set of heterogeneities between data sources. This extension, namete&x@entext Interchange
(ECOIN), is motivated by our analysis of financial informatigstesms that indicates that there
are three fundamental types of heterogeneities in data soureetextual, ontological, and
temporal.

While COIN framework was able to deal with the contextual rbgneities, ECOIN
framework expands the scope to include ontological heterogenadtievell. In particular, we are
able to deal with equational ontological conflicts (EOC), whieflerrto the heterogeneity in the
way data items are calculated from other data items imstexf definitional equations. ECOIN
provides a context-based solution to the EOC problem based on a ppradch that integrates
abductive reasoning and symbolic equation solving techniques in a unified frdmewor

Furthermore, we address the merging of independently built EGNications, which
involves merging disparate ontologies and contextual knowledge.rdlagonship between
ECOIN and the Semantic Web is also discussed.

Finally, we demonstrate the feasibility and features of owrgmtion approach with a
prototype implementation that provides mediated access to heterogarfeomaiion systems.

Thesis Supervisor: Stuart Madnick
Title: John Norris Maguire Professor of Information Technology
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“And the whole earth was of one language, and &f gpeech... Therefore is the name of it called Babel,
because the Lord did there confound the languagd tife earth...”
Genesis 11:1-9

Chapter 1

Introduction

In the Biblical story of the Tower of Babel, mankind stamtduild a city and a tower
to stay centralized forgetting the command of God on replegighe earth. Then, God
prevents their endeavor and confuses their speech by introduaittglicity of
languages. Unable to communicate, they terminate the consirwatd spread all over
the earth. Today, thanks to the advances in transportation and ihforregstems, the
world has turned into a global village, and we are somewhattalcommunicate with
each other despite the diversity of our languages and cultures.

A similar story is unfolding in the genesis of computers, imctv the confusion of
languages already happened, and information systems withplauléinguages and
assumptions are spread across organizations, and countries. h&/itadvances in
telecommunications, and the introduction of the Internet, informatystems achieved
physical connectivity but have yet to establidbgical connectivity. Lack of logical
connectivity is often inviting disaster as in the case ofsMarbiter, which was lost
because one team used metric units, the other English while ngxahaa critical
maneuver dafa Even the ominous events of September 11, could perhaps be pdevente
had there been connectivity between the databases of varioesngewnt agencies
including airport security, FBI, and CfA

This problem of attaining logical connectivity among compussistems is
traditionally known as achievingemantic interoperability among autonomous and
heterogeneous systemm this Thesis, we focus on the two intertwined sub problems of
logical connectivity, namelylata extractionand data interpretationin the domain of
heterogeneous information systems.

! The ability to exchange bits and bytes

2 The ability to exchange meaningful information

3 Mars Climate Orbiter Team Finds Likely Cause O$&0by Douglas Isbell, Mary Hardin, Joan
Underwoodhttp://mars.jpl.nasa.gov/msp98/news/mco990930,Haeptember 1999.

4 Joint Inquiry into Intelligence Community Activisebefore and after the Terrorist Attacks of Sepemb
11, 2001, by The House Permanent Select Committekm®@®lligence And The Senate Select Committee
On Intelligence, December 2002.
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The first challenge, data extraction, is about making it plessibeasily exchange
data among semi-structured and structured information systenfissit#e, for example,
contain huge amounts of data, yet operational systems cannotusastlyem because of
the heterogeneity in the protocols used to reach and extrac{edgt SQL vs. http). As
described in this Thesis wrappers can be used to overconpdhlem, by providing an
artificial (and usually third-party) interface to the data sesr

The second challenge, data interpretation, deals with theeeeésbf heterogeneous
contexts, whereby eadourceof information and potentiakceiverof that information
may operate with a different context, leading to largges semantic heterogeneity. A
context is the collection of implicit assumptions about the contefinition (i.e.,
meaning) and context characteristics (i.e., quality) of the nmdton. As a simple
example, whereas most US universities grade on a 4.0 scale, MiTauS® scale.
Another typical example might be the extraction of pricenmiation from the Web: but
is the price in Dollars or Yen (if dollars, is it US dollarsiong Kong dollars), does it
include taxes, does it include shipping, how current is it, - and impsttantly does that
match the receiver's assumptions? With the global readtedhternet, contexts of data
sources are no longer obvious to their users: they have to beedealad exchanged
together with the data, and be reconciled whenever a coeflists. The Context
Interchange (COIN) group at MIT has investigated the excst of and reasons behind
various forms of context challenges and developed a strategy, any finerepresenting
context knowledge, andantext mediatioengine for mitigating the problem.

COIN strategywas inspired from earlier work reported in [Siegel and Mddqrii®91,
Sciore et al., 1994], and later studied by Cheng Hian Goh iRti3. thesis [Goh 1997],
which introduced the formal definition of a COflamework COIN strategy rests on the
notions ofcontextthat allows users to furnish a logical specification of hova dae
interpreted in sources and receivers, amhversion functionsthat specifies how
conflicts, when detected, should be resolved. This approach is funi@disnelifferent
from classical integration strategies, as it does not insist @s ossystem administrators
to determine what conflicts exist a priori between any two systems

While Goh’s study was an important first step towards solhmey problem of
interoperability among heterogeneous systems, it alsooléfta number of important
topics and problems. First, and foremost, there was not a cleaatioie of concepts such
ascontext, conversion function, and ontolo@gcond, the COIN framework was unable
to deal with many types of heterogeneities that surfaced aforking with several
industry information-providers in attempting to apply the C@dshnologyto the “real
world” problems encountered by them. COIN framework, forngda, was silent on
equational ontological conflict¢EOC) that refer to the heterogeneity in the way data
items are calculated from other data items in terms of definiteqations. Third, Goh'’s
study did not address merging independently developed, ontology baséd CO
applications Finally, there have been significant developments in thentlgcemerging
Semantic Web research, many of which have important ¢atpins for database
integration. There is a need to explain the relationship betithee@OIN strategy and
Semantic Web efforts and to exploit the synergies between them.
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1.1 Summary of Contributions

The primary objective of this Thesis is to provide approachesheuiyt --coupled
with a robust and flexible software platform-- to the dataaexibn and interpretation
problems, thereby contributing to the solution of #enantic interoperability among
autonomous and heterogeneous systamilem.

In the data extraction part of this Thesis, we introducelantdogy and infrastructure
to support the effective flow of information among sourcessamndices on the web and
their interconnection with legacy systems that were designegérate with traditional
relational databases. This technology, named Caméléon [Fieat2€00], is designed to
work as a relational front-end to semi-structured data sowasewell as traditional
relational databases. It can extract data from web pageg declarative specification
files that define extraction rules. We use regular expressiotasfining extraction rules,
that segment and iteratively extract attribute data gallibe users can then issue SQL
gueries and treat web sites as if they were traditida@bases. This allows software that
can open connections to Web, (e.g. Excel, Visual Basic, etc.), aasMeiditional user
application software to directly query the Web. As a sepagpdication, using a post-
processor, this technology has also been used to generatetaged pages from
"legacy" HTML Web sites.

The rest of the contributions are in the data interpreta@onof this Thesis. First, we
extend the existing formalization of the COIN frameworkhwitew formalisms and
features to handle larger set of heterogeneities betwatnsdurces. This extension,
which will be referred to as Extended Context Interchange (B ®amework from
now on, is motivated by our analysis of financial information systérat indicates that
there are three fundamental types of heterogeneities in stateces:contextual,
ontological, and temporal

ECOIN framework transforms ontological heterogeneities (liferences in the
definitions) into contextual heterogeneities, thus builds on top of xtstingg COIN
model. In particular, we are able to reason watfuational ontological conflicts by
extending the reasoning engine with symbolic equation solving itiipabConsider for
example, financial concepts such as “profits after taxes” anditptodfore taxes” that
are ontologically distinct but have interdependencesdaiatbe expressed as equations,
such as “profits after taxes = profits before taxes — tagesh conflicts in accounting
methods are quite widespread not only between different countriea)sbutvithin the
same country [Firat et al. 02]. For example, The Wall $tdeernal and S&P use
different methods to calculate the P/E Ratios for the Standddd's 500-stock index.
The Wall Street Journal divides the combined market caatain of the 500 companies
currently in the index by their most recently reported fquarters of earnings, while
S&P updates earnings statistics for the index just once dequamd doesn't revise
earnings from previously reported quarters to account for additiomkletions to the
index> Therefore, this extension by itself covers a wide range of problems.

° Moving Target: What's the P/E Ratio? Well, Depeod$Vhat Is Meant by Earnings --- Terms Like
“Operating”, “Core”, “Pro Forma” Catch Fire, Lealrvestors Muddled --- “Earnings Before Bad Stuff',
Jonathan Weil, Wall Street Journal, Aug 21, 2001.
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ECOIN provides a context-based solution to the EOC problem by makicgritext
of the data items of each source explicit (i.e., how they areedeirom other data items)
and adjusting their values to different contexts by recdioglahem when necessary
using the contextual knowledge — including the definitional t&ops associated with
each context. Equational ontological conflicts are not handled kynghahanges to the
ontology, for example by introducing new types and defining egpeltirelationships
between their values. Making changes in ontologies is lilkehe a time-consuming and
difficult process, and is better avoided as much as possintiaefmore, in many cases,
such an approach would result in an explosion of new ontology types to la#irafl¢he
possible variations. In ECOIN framework we use modifiers, aiabg/pe of attributes
that collectively define the context of a data source, toifgpthe implicit aspects of an
ontological term. We claim that ECOIN approach is an elegad low cost way to
represent equational ontological conflicts.

Second, query mediation in ECOIN, is a novel approach that itesgadductive
reasoning and symbolic equation solving techniques in a unitedefvork. We build
on top of the abductive inference approach of COIN framework withatlaition of
symbolic equation solving capabilities by using constraigiclprogramming techniques.
Our combination of symbolic equation solving with abductive reagoodamstitutes an
interesting example for the emerging work under the nabtiictive constraint logic
programming (ACLPJKakas et. al 2000]. We think of symbolic equation solving axioms
as constraints to be satisfied by the abducted equational ansingla: ® how integrity
constraints behave in COIN query processing, equational constsaimify, combine
and transform the abducted equational answers. In addition congisteacks for
equations can sometimes prune query branches and demonstrates riaditionally
known assemantic query optimization

Our choice of solving equations symbolically as opposed to transfprtine data at
run time is consistent with query processing in COIN framkwahich constructs the
intensional answeras opposed textensional answetat would be obtained during run
time. ECOIN, like COIN, accepts raive queryi(e. query with the assumption that no
conflicts exist between source and receiver contexts) rewrites it into anediated
query (i.e. query with all conflicts between sources and receivemcded) with the
extra processing capability of equations that originate fronedhgersion functions used
to transform query terms from one context to another.

Third, we address the merging of independently built ECOIN apilitg so that
gueries covering multiple applications can be answered. Fremser point of view, it is
usually more advantageous to merge already existing capphs with their
accompanying ontologies, instead of creating a new applicaitbnavbroader ontology
from scratch. The challenge of merging multiple applicatibes in the existence of
modeling differences between independently developed ontologigberdnergence of
new contextual conflicts because of using different applicatiogstiter. We adopt a
virtual context centered approach to merging ECOIN applicatidfes.call it virtual
because we do not create a materialized application frompiblecations to be merged.
Instead, we create an application with articulation axiom#idef the relationships
between the context definitions, and related ontology elementscaNeit context
centered, because the motivation behind the merging is to actmevexchange of
contexts between different applications. Since our goal is tableto answer queries
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that cover multiple applications, it is sufficient to telacontext definitions between
applications rather than linking all ontology elements. In otdevoid the cluttering of
articulation axioms, we adopt a hierarchical approach based myngnéwo applications
at a time. The merger application becomes an independentadiopliby itself, and the
user need not be aware of the fact that it is a virtuaicgtigin created by merging other
applications. This approach with its simplicity and requirenzérinimal articulation
axioms constitutes a powerful approach to merging independentloped ECOIN
applications for query answering purposes.

Fourth, we initiate the process of finding a mapping between thdNE@&mework
and the Semantic Web. As pointed in [Manola 2002], much of the SemAfeic
research activity is taking place in areas somewhat gegdram the traditional database
and information systems communities. One of the main reasahss (feparation is the
insufficient articulation of the relevance of heterogeneotsbdae research to Semantic
Web research. One of our aims in this Thesis is to explain holiM Gategy is relevant
to Semantic Web. To make this relevance concrete, we discagpinmgs from our
internal representation of ECOIN framework to Semawteb languages such as RDF,
RDFS, and OWL.

Finally, we remark that ECOIN framework has been realineani actual prototype
implementation demonstrating the feasibility and features of approach. This
prototype provides mediated access to traditional databasesell as semi-structured
web sites, and web services; creates and maintains metadatarftologies, context
descriptions) that are used in ECOIN through graphical inesfaand supports merging
multiple applications.

1.2 Thesis Outline

The rest of this Thesis is organized as follo@lapter 2 is a self-contained study of
data extraction in which we describe the Caméléon approacte timtéroperability of
Web sources and traditional relational databases. This claapieto provide a flavor of
infrastructural issues that have to be dealt with before goitaghigher level issues
related to data interpretation in the following chaptehe &hapter starts with an analysis
of different approaches to data extraction and compares ouraappwoth the existing
approaches in the literature. Then, the architecture of Camélédrthe structure of
declarativespec filesthat describes schema and extraction rules are explainedaih de
We provide an airfare aggregation example to illustrate atieanced features of
Caméléon web wrapper engine. Finally, we discuss the archigeand features of next
generation data extraction tools based on the latest develapfeemt XML and Web
Services).

Chapter 3 delves into the data interpretation aspects of information irttegrhy
first categorizing the dimensions of data heterogeneitgoasextual, ontological, and
temporalbased on a case study we conducted in a financial settieg. Wé provide a
literature survey on data heterogeneities and major approaclehigving semantic
interoperability among autonomous and heterogeneous systemabjdutive of this
chapter is to familiarize the reader with existing appreado information integration,
which will hopefully lead to a better understanding of the sub#etif our approach
described in the following chapters.
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Our aim inChapter 4 is to explain what has already been done within the COIN
group, and what new contributions we are offering with this Th&¥s. provide a
comprehensive summary of the COIN approach for readers who honagecto skip the
eloquent but detailed presentation in [Goh 97]. We use illustrativemga to explain
the features of the existing COIN approach, and to underscore taeenldes between
ECOIN and COIN. We end the chapter with a comparison of EC&ItN COIN to
highlight our contributions that extends and complements teaéqus approach in our
group.

Chapter 5 is devoted to explaining the core concepts of ECOIN approadHaging
out the complete ECOIN data model. We aim to convey the philgsbphind the
central constructs of ECOIN such esntextand ontology by summarizing insightful
works from the literature. We then position these conciepthe formal ECOIN data
model, which culminates in the description of ECOIN framewddCOIN framework
specifies a template that can be used to integrate autonomouetanodgeneous data
sources. Our formal description of the ECOIN data model is dgeedxamples, and
intuitive explanations. The reader interested in implemertiege COIN approach will
hopefully find formal statements precise enough, whereas dldergvho is interested in
a high level understanding may generate the big picture nauttive explanations and
examples.

Chapter 6 focuses on query answering in the presenceqofational ontological
conflicts using abductive constraint logic programming (ACL.Ryhich is the primary
difference between ECOIN and COIN. We first clarify wha mean by equational
ontological conflicts and then present the theoretical foundationabdiictive and
constraint logic programmingparadigms. Our aim in this chapter is to describe how
ACLP provides an elegant way for query mediation in the EC@#nework. In
particular, we focus on the representation of a simultaneous sgndgpiation solver in
constraint logic programming which integrates nicely with thleductive logic
programming framework already employed in the COIN framkwtlYe proceed to
explain the building blocks of symbolic equation solving usiagstraint handling rules
and its interaction with abductive inference during query pratgs3ihe chapter ends
with an example that illustrates how a sample query involeqgational ontological
conflicts is mediated. The material in this chapter ugiel for readers who are interested
in building an inference engine that can mediate SQL queribstie help of metadata
from the ECOIN framework.

In Chapter 7, we consider how one could proceed to merge multiple ECOIN
applications, which involves merging disparate ontologies@ntexts. We begwith a
review of ontology merging, and schema integration literatorprovide the relevant
background in this area. Next, we extend our airfare example fr@apt& 4 with a car
rental application and illustrate the concept of merging udueget two applications.
After algorithmically explaining how virtual context centere@gderging works, we
formally describe the incremental elements of our mergiagndwork. Our primary aim
in this chapter is to demonstrate the extendibility of ougnatgon approach with context
driven merging, which is low cost and scalable.

In Chapter 8 we present the ECOIN prototype that demonstrates the feasibility
ideas described in previous chapters. While the chapter desallibleee processes--the
client, mediation and server processes-- that make up theyp@tot focuses on the
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implementation of mediation, particularly the abduction algorithiduction is
explained with a step by step evaluation of a query sub-sectiontr&dtment of client
and server processes is brief and refers readers to detaldd of several master
students.

We discuss the relationship between ECOIN and Semantic W&€hapter 9, and
explore mappings between the two frameworks. In particula, aonsider the
relationships between ontologies, and the representation of contid Semantic Web.
We end this chapter by mentioning future directions for rebehat relates ECOIN and
the Semantic Web.

Finally, we conclude il€hapter 10 by pointing out some promising research areas to
pursue in the future.

16



Chapter 2
Data Extraction

With the advent of the Internet, the volume of on-line data dkgsocketed. Yet,
much of these data are structured primarily for human congumpind it is difficult for
computer programs to gather, and operate on data that do not aledafinedand
agreed-uponstructure designed for machines. Luckily, it is possible toodescsome
level of structure by analyzing the data prepared for hurmasuenption. Data extraction
is about artificially imposing a well-defined structure eovsemi-structured data
[Abiteboul 97]), therefore enabling the exchange of data amotegdgeneous types of
information systems (e.g. SQL vs. http).

In this part of this Thesis, we introduce a technology and infictstre to support the
effective flow of information among the sources and services enlkb and their
interconnection with legacy systems that were designed to tepeigh traditional
relational databases. This technology, named Caméléon, is desmgnedrk as a
relational front-end to semi-structured data sources. It egtdaté from web pages using
declarative specification filesgec filefor short) that define extraction rules expressed in
regular expressions. The users can then issue SQL queriesntdéOn and treat web
sites as if they are traditional databases. This alloB©@compliant package software,
such as Excel, Visual Basic, etc., as well as traditional agplication software to
directly query the Web. As a separate application, using goposéssor, this technology
has also been used to generate XML-tagged pages from "legacy” HTMLit&&b s

We start with a review of literature related to data extwa. Our aim is to provide
the necessary background to ensure the smooth flow of iddas ihhiesis, while aiding
the reader to understand where and how this work differs gromtar studies. Then, we
go into the details of Caméléon wrapper engine design and impleioentat

2.1 Literature Review

During the first boom years of the Internet, especially with emergence of
aggregators [Madnick and Siegel 02], there has been a pratifei@it data extraction
technologies, often-calle@eb wrappers (or wrappers for shdrt}o absorb Web data

® Also called “screen scrapers” based on simildgtiechnologies of the 1980’s and 1990’s
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into the information food chain. These wrappers, developed both by wdastr
academia (see [Firat et. al 00] for a list), either suppartquery languages such as SQL
or OQL ([Roth & Schwarz 97], [Abiteboul 97]) to query the web sosiroe emphasize
conversions from HTML to XML (e.g. XWRAP [Liu et. al 99], W4B4dhuguent &
Azavant 99]), thus making the aggregation of Web sources easier.

A typical web wrapper responds to some type of query bieveig a web page,
applying extraction rules specified irspecification filecorresponding to the query, and
presenting the extracted data in a structured format. The pralereating a wrapper is
defined more precisely in [Laender et. al 2002], as follows:

“Given a Web page S containing a set of implicit objects, determine a mayppihgt
postulates a data repository R with the objects in S. The mapping W must edgmabke
of recognizing and extracting data from any other page S' similar to S.”
Wrappers retrieve web pages by using a web client, whose ildsgmlhave great
practical importance. A comprehensive web client supports:

* http methods such as get and post,

* responses to standard HTML headers such as automatic refreshes antiaeslire
* automatic cookie handling,

* secure socket layer (SSL),

* authentication,

» certificates, and

* interpreting script languages such as JavaScript.

Ideally, it would be best to employ http clients used in bersvsuch as Internet
Explorer and Netscape. They are not, however, always exposedpobiieecompletely,
or their use is not convenient in every programming envirotniozilla, .NET and
Java libraries are some popular choices, which may be turtiedamprehensive clients
with some extra programming.

Wrappers treat Web pages either as a document treeadat stream. Wrapper
engines like W4F [Sahuguent & Azavant 99], and Lixto [Baumgartheal 01] parse
Web pages using Document Object Model (DOMJo a tree, and the extraction rules
are expressed primarily in terms of the DOM. Other wrappgines such as TSIMMIS
[Garcia-Molina et. al 95] and Caméléon [Firat et. al 200@pig the HTML tag-based
hierarchy and treat Web pages as a sequence of char&teection rules in this
category are usually expressed in terms of regular expnsssi Advantages and
disadvantages of these two approaches are shown in Table 2.1 and Table 2.2 below

In theWeb pages as a document tree (WAP)roach, HTML pages are parsed into a
document tree, and the hierarchical relations between diffét@ML elements are
preserved. In WAD approach, it is easy to construct extracties hy using the DOM.
For example, one can refer to the contents of first row of tisé tible in an html
document witH'doc.table[0].tr[0].text” . The major disadvantage of this approach is that
more than 80% of the HTML pages do not conform to the HTML standart extra
tools such as HTML Tidy are needed [Sahuguent & Azavant 99] to mitigate the
problem. In addition, when HTML and DOM are extended with new etsn parsers
have to be updated, thus increasing the maintenance cost of systdimthis way.

" http://lwww.w3.0rg/DOM/
8 http://www.w3.org/People/Raggett/tidy/
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Finally, we should mention that parsing HTML pages is an expewogigetion, which
may affect the performance adversely.

ADVANTAGES DISADVANTAGES

Easy rule construction: Irregularity:

Extraction rules are easy to construct by Less than 20% of the pages are conforming
utilizing the HTML tag hierarchy. to the HTML standards; therefore HTML
Concise rules: parsers need error recovery mechanisms.
Allows powerful yet concise extraction Currency:

rules by the using the DOM model. Parser has to be updated with changing
Preservation of Hierarchy: HTML versions.

Associations among hierarchical elemen®Berformance:
(i.e. column name and column elements)Parsing HTML into a tree is expensive.
are possible.

Table 2.1. Advantages and Disadvantages of Web Pages As A Document Tree pproac

ADVANTAGES DISADVANTAGES

Generality: Independent of HTML, thusComplexity: Regular Expressions are harder
not affected by the Web languages. v form and understand by regular users
would work just fine with XML or compared to HTML as a document tree

anything else. approach.
Granularity: Matching with any level of No-nesting: In order to be efficient regular-
granularity is possible. expression pattern matching does not

Performance: Regular Expression pattermacktrack.

matching is significantly faster tharLimited Association: Hard to associate

parsing. hierarchical relations, i.e. inferring column
elements from the column name or number.

Table 2.2 Advantages and Disadvantages of Web Pages As A Data Stream A\pproac

In the Web pages as a document tree (WAPproach, HTML pages are parsed into a
document tree, and the hierarchical relations between diffét@ML elements are
preserved. In WAD approach, it is easy to construct extracties hy using the DOM.
For example, one can refer to the contents of first row of tisé tible in an html
document witH'doc.table[0].tr[0].text” . The major disadvantage of this approach is that
more than 80% of the HTML pages do not conform to the HTML standart extra
tools such as HTML Tidy are needed [Sahuguent & Azavanto9gitigate the problem.

In addition, when HTML and DOM are extended with new elementsersaave to be
updated, thus increasing the maintenance cost of systems hbsilivalyi Finally, we
should mention that parsing HTML pages is an expensive operation, whighaffect
the performance adversely.

The Web pages as a data stream (WABproach treat Web pages as a sequence of
characters. Wrappers can be generated not only for HTML plagjealso for other text
data sources including XML pages, and e-mail documents. Mastiylar expressions
are used in specifying extraction patterns, which increasesponeer of pattern
specification. Unlike the pure DOM model approach whose granularityited by the
granularity of HTML elements, regular expressions can be tosggecify patterns at any
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level of granularity. For example, while one cannot expressfifse tivo digits in bold in
the first row of the first table” using DOM, it is possiliteexpress the same thing with
regular expressions as “.*?<table>.*?<tr>.*?<b>(\d\d).*?</b>". Raglexpressions
based pattern matching is fast, but expressions are difficédrto and understand for
beginners.

Wrappers can also be classified into three categories badeaw their specification
files are generated: manual, semi-automatic and automatibrief survey on this
classification with additional pointers can be found in [Tatbuale2000]. In the manual
approach (e.g. Jedi [Huck et. al 98]), users create generatiom rules by analyzing a
representative set of web pages, and they are responsible for ugHatisygecification
files when necessary. In automatic generation, users fivst tsaannotate a number of
training examples through a visual interface (e.g. SoftMghisu and Dung 98]).
Machine learning algorithms, such as inductive learnirgtteen applied to generate the
specification files (e.g. Wien [Kushmerick et. al 97], StalRduslea et. al 99]). Semi-
automatic approaches do not use any machine-learning algotihinisy to make the
spec file creation easier through mappings between the asdakxt or DOM views, by
making suggestions on patterns that need to be approved or mdulfitie user.
Manual approaches are known to be tedious, time-consuming ancersqumie level of
expertise concerning the wrapper language. In addition, whesiteslbchange, updating
of specification files have to be done manually as well. Gihenstate of the art in
automatic wrapper creation, however, manual and semi-automppiaghes are
currently better suited for creating robust wrappers thanatitomatic approach. The
maintenance costs of current automatic approaches arecaigmm@ble to manual and
semi-automatic approaches, since in the automatic approaakdahbas to annotate new
training samples when the wrapped web pages are modifiedactpn ds noted by
[Knoblock et al. 00], it is unrealistic to assume that a usevilling and has the skills to
browse a large number of documents in order to identify afsgiformative training
examples. While new approaches are being suggested that ragsmall number of
training samples [Knoblock et al. 00], their applicabilityimsited to simpler Web pages
that do not contain various sorts of exceptions. On difficult web pdgedatk of
informative examples would lead to low accuracy.

A third grouping can be made on whether the wrappers are dedavanot. In this
context, declarative means that there is a clean separatiextrattion rules from the
computational behavior of the wrapping engine. Non-declaratrapper engines mix
extraction rules with a programming language (e.g. W4F widta) or offer a
programming language of their own (e.g. Compaq's WebL). Eigid shows an
example of a non-declarative WA4F specification file createdCiér fact book. In
declarative wrapper engines, extraction rules are separatedtifie computation logic
and do not require any compilation of the rules into executaide. In Figure 2.2, we
show such an example, a logical description of the data to bectextrixom an eBay
page for the Lixto wrapper engine.

In Table 2.3, we map the existing academic wrapper enginesha three meta-
categories we discussed above: whether the wrappers areatieelar not; whether they
view Web pages as a document (WAD) or as a data streahs)Vand whether the
wrapper creation is manual, semi-automatic or automatic.
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SCHEMA({ String capital;}
EXTRACTION_RULES{
capital = html.body.pl[i].b[0]->pcdata[1].txt
where html.body.p[i].b[0].txt =~ "National capital";

}
RETRIEVAL RULES{
getCountry(String ciaCode){
METHOD: GET ;
URL: "http://www.odci.gov/cia/publications/factbook/$ciaCodeS$Ititm
}

}
JAVA_CODE{

public static void main(String argsl])
throws Exception{
CIA_Country country = CIA_Country.getCountry("fr");
System.out.printin(country);
}
}

Fig. 2.1. W4F Extraction Rules for CIA Fact book (attribute Capital)

ebaydocument(S, X) —getDocument(S = $1, X).

tableseq(S, X) —ebaydocument(_, S),
subsq(S, (*.body.*.center, []), (.table, []), (.table, []), X),
before(S, X, (*.tr, [(elementtext, Current, substr)]), 0, 0,_, ),
after(S, X, (*.img, [(src, spacer.gif, substr)]), 0, 0,_, ).

record(S, X) ~tableseq(_,S), subelem(S, .table, X)

itemdes(S, X) ~ record(_, S), subelem(S, (*.td. * .content, [(href, , substr)], X)

price(S, X) ~ record(_, S), subelem(S, (*.td, [(elementtext, \var[Y]._, regvar)]), X),
isCurrency(Y).

bids(S, X) ~ record(_, S), subelem(S, *.td, X), before(S, X, .td, 0, 30, Y, ),
price(_,Y)

date(S, X) ~ record(, S), subelem(S, *.td, X), notafter(S, X, .td, 100)

currency(S, X) ~ price(_, S), subtext(S, nvar[Y], X), isCurrency(Y)

pricewc(S, X) ~price(_, S), subtext(S, [0 _ 9]+\.[0 _ 9]+, X).

Fig. 2.2 Elog Extraction Rules for a a single eBay page
(adopted from [Baumgartner at. al 01])

Declarative Non-Declarative

WAD WAS WAD WAS
Manual Mobie(Tsimmis)  Jedi Araneus, WebL
Semi-automatic  NoDoSe Caméléon WA4F
Automatic Lixto WIEN, Stalker XWrap

Table 2.3. Classification of Web wrapper projécts
Commercial wrapper engines are not as easily analyzsbtbe academic ones as
they usually require purchase of the system. For that reasonij/lwalwprovide a list of
these wrapper engines in Table 2.4.

° This list primarily covers systems whose sourcgesowere available for testing
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Company Tool
AT&T Whirl
Connotate Technologies vTag
Crystal Software TextPipe
Data Junction Content Extractor
Extradata Technologies Unwwwrap

Fetch Technologies
firstRain
IBM
ItemField
Kapow Technologies
Knowmadic
Lencom Software

Lixto

Loton Tech
Orsus Solution

QL2 Software
(Formerly: Caesius Software)

Republica
Sagent
ShueTech

Temis Group

Thunderstone
WebMethods
XSB
Yodlee

AgentBuilder
firstRain Studio
Garlic, Intelligent Miner
ParserStudio
RoboSuite
WebActivity Integration Suite
Visual Web Task

Lixto Visual Wrapper,
Lixto Transformation Server

WebDataKit
UnoStudio
WebQL

(Web Query Language)
X-Fetch Wrapper
ETL

Mine The Web

Online Miner, Insight Discoverer

Extractor
Webinator
Integration Platform
Xrover
Yodlee

Table 2.4 Commercial Wrapper Proddtts

2.2 Cameéléon Wrapper Engine

Data extraction research in the COIN group dates back to 199@aaliet. The first
wrapper engine, Generic Screen Scraper (GSS) was develodedrli using regular
expressions and finite state automata [Qu 96]. Later JakOhis@kmented a wrapper
generator with minor changes and constructed a multidatabesesdsrto provide a
single query interface to heterogeneous sources [JakébisjaKtg8h came Grenouille
[Bressan & Bonnet 97] with a slightly different approach. In n@ulle regular
expressions applied to the whole page and were defined for altafge Grenouille was
converted from Perl to Java keeping the same design [Ambrose 98].

% part of the table is adopted from http://www.wifioi-mannheim.de/~kuhlins/wrappertools/

22



In 2000 we developed Caméléon in Java based on a new design, withitle
explained in detail in this section. Finally, in 2003, we moved fdawva to C# taking
advantage of the tools provided in .NET library and made some minngehao the
Caméléon engine. From a design and implementation perspdécsreléon, is superior
to all previous efforts in our group, and was in fact licensed pIf to a technology
start up.

2.2.1 Caméléon Architecture

Cameéléon is a wrapper engine with a dual personality. To webrset is like any
other Internet browser; to its users it is like a relaiotatabase system with some
restrictions. There are two major components that make Camadlgirtual relational
databasethe relational query front-end, and the core data extractiomendrelational
front-end consists of a planner, optimizer, and an executioner (MDEN brings major
performance improvements with the parallel execution of malifgeb queries. We will
leave the details of POE to [Alatovic 02], and sufficeoisay here that it takes an SQL
guery, creates a plan considering the capability declaratiothe sources, optimizes the
plan based on cost characteristics, and then executes sub-quemnigsthes core
Caméléon. In this section, we focus on the design and implementation of thagioee e

The core of Caméléon is composed of theery handler extraction andretrieval
modules as shown in Figure 2.3. Based on input queries in SQL aratiime with a
registry! the query handler determines which spec file needs to rievest and where it
should look for those files, which attributes need to be extlaand how to display the
output. The Query handler module uses a spec-parser to validgtararca spec file. In
the Java version of Caméléon, we implemented the spec-parser aiscompiler-
compiler language (i.e. javacc and jjtree), and in C# imphkatien we shifted to XML-
based spec-files, thus utilized the built-in XML parser and X-Path expnsssi

The scope of the extraction module is limited to applying etitracules to a data
stream. As we mentioned before, some wrapper engines treatdtelas a document
tree and utilize special-purpose parsers coupled with cletooiglike Tidy at this stage.
Since Caméléon treats web data as a sequence of chardstesdraction module is
simpler and only responsible for executing regular expressioerpathgainst web data.
In the Java version, we utilized a third party regular expressigme (OroMatcher) to
implement this module, whereas in the C# version we adopted\&&E library for
regular expressions.

The retrieval module is perhaps the most important module of a &rappine, as its
capabilities constrain the range of Web pages a wrappefeteim In Caméléon, the
retrieval module deals with get and post methods, authenticatiarectemh, cookies,
and SSL, therefore maximizing the range of accessible Web pages. &ivdhe=dsion we
utilized a third party web client (HTTPClient) with somedifications, whereas in the
C# version we employ the built-in .NET web client with soméssions. Retrieval
module is also responsible for interpreting script langaaguch as Java Script, which
may be essential in retrieving a Web page (e.g. when aealget through a Java
Script). The C# version capitalizes on the language independeattee of .NET and
directly invokes the Microsoft script interpreters to eselthe essential script operations

1 Registry is a collection of metadata, analogoufi¢ocatalog table of traditional database systems.
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Figure 2.3. Caméléon Architecture

in web pages. Furthermore, the retrieval module is able towfadl number of pre-
requisite web pages, (e.g. to obtain a link, to store cookies, swapphentication
information, etc.), before arriving to the desired page.

2.2.2 Caméléon Spec File Structure

One of the important properties of a desirable wrapper engitiee isimplicity and
expressiveness of its specification language. Logic basedispgaii languages such as
Elog are highly expressive but they are not easy to unddrsiia Cameéléon spec files,
we aimed to balance expressiveness with simplicity. Havirsppad hundreds of web
sites in the past years, we believe that Caméléon spdarfdeage is easy to learn, and
its expressiveness is satisfactory for the vast majority of cases.

Each Caméléon spec file can be thought of as a relation or italtkee virtual
database of Web. Patterns in a Caméléon spec file are basleel imple idea of first
segmenting a Web page, then applying a pattern to extedatta values within that
region. Consider, for example, the following example pattsgrecification to extract
“Coordinates” attribute from the cia fact book web page:

<ATTRIBUTE name="Coordinatestype="String">
<BEGIN>Geographic\s*coordinate$BEGIN>
<PATTERN><td[*>]*><font[*>]*>\s*([\0-\377]*?)\s*<</PATTERN>
<END></tr></END>
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</ATTRIBUTE>"?

The specification above is given in terms of XML, which is usethé .NET version
of Caméléon, and starts with tatribute tag specifying the name (Coordinates) and type
(String) of the attribute to extract. The followibgginandendtags identify a sub region
in the page. This region is the segment between the indexks phttern matches after
applying thebeginand endpatterns to the page sequentiakbyd pattern applying after
the index of begin pattern match. The pattern specified ipdtterndeclarationapplies
to this region as many times as possible, and the part platteyn match designated by
the enclosing parentheses is saved as an attribute valeenotion of regions makes it
easier to create patterns by limiting their scope. Conmalgilar expressions are applied
only to a small portion of the page, which increases the efficiency oktizegon.

One problem with the above approach of extracting attribute vahdependently is
identifying the tuples after all data is extracted (i.ewlstould the attribute values be
merged to obtain the records). We make two assumptions in teenpsppecification that
solves this tuple identification problem. First, we assumaé the pattern matches will be
ordered, i.e. if two attributes have equal number of extlada¢a values then th value
of attributes will be merged to obtain tfferecord. This makes tuple identification trivial
when the match numbers across attributes are equal. Secorsfunseahat théhj(index
starting at 0) data value of an attribute with k dataesis calculated gsnodulo k This
provides a match-up when the extracted data value numbers for attatitberent.

In Figure 2.4, we present a complete spec file for yahoo tvaedl site. Some of the
features shown in Figure 2.4 are explained in detail in thewimip subsection that
summarizes the features of Caméléon spec files. As sdegure 2.4, we express spec
files using XML to benefit from the availability of XMparsing tools. A spec file starts
with a relation name declaration that will be used to reféng¢alata elements defined by
that spec file. Then one or more source declarations with thefpust extraction rules
are defined. In Figure 2.4 we show some of the advanced featurespet &ile such as
using the post method, parameter replacement, prefix and sufiikese and other
features of Caméléon are explained next.

Spec Files

1. Disjunction

Sometimes it is not possible to discover a single pattertwould match the desired
data across all similar pages. In these types of casedlome disjunctive patterns to
specify multiple patterns. The following is an example wfhsa situation in which two
disjunctive patterns are specified for a single attribute.

<ATTRIBUTE name="LastTrade' type="String">
<BEGIN><![CDATA[Last\s*Trade]]></BEGIN>

<END><![CDATA[</TR>]]></END>
<PATTERN><![CDATA[<B>\s*(.*?)\s*<FONT\s*SIZE=1>(.*?)</FONT>]]></PATTERN>
<PATTERN><![CDATA[<B>\s*(\d+)\s*</B>]]></PATTERN>

</IATTRIBUTE>

12 The pattern specification is simplified by exchgliCdata elements.
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URI="http://edit.travel.yahoo.com/configauel >——>—> Source declaration
<POST method="POST"> > Post method
:AR:T—M— ource" value="YG"/>
<PARAM name="module" value="tripsrch"/>
<PARAM name=".intl" value="us"/>
<PARAM name=".src" value="trv" />
<PARAM name=".service" value="YHOE" />
<PARAM name=".tcycgi" value="airgcobrand.ctl"/>
<PARAM name=".smls" value="Y"/>
<PARAM name=".resform" value="YahooFlightsR"/>
<PARAM name="trip_option" value="roundtrp"/>
<PARAM name="num_count" value="9. Parameter
<PARAM name="dep_arp_cd_1" v; Replacements
<PARAM name="dep_dt_mn_1" .
<PARAM name="dep_dt_dy_1" Jalue="#Dayl1#"/> (input from query)
<PARAM name="arr_arp_cd_1" Yalue="#Destination#"
<PARAM name="dep_dt_mn_2" W
<PARAM name="dep_dt_dy_ 2" valOs
<PARAM name="adult_pax_cnt" value=
<PARAM name="num_cnx" value="1"/>
<PARAM name=".finished" value="Search"/>
</POST>
<ATTRIBUTE na ype="String" link="true">
<BEGINA# [http-equiv="refresh"]]></BEGIN>
<PAJTERN><![CDATA[url="(["*)"]]></PATTERN>
</ATTRIBUJE>
</SOURCE> Rarameter Replacgment
(input from extraction)
<SOURCE URI Regular
i e expression
<ATTRIBUTE name="Price" type=_Siung= tt for
<BEGIN><|[CDAT&View\s*Results\s*by\s*Airine]p</BEGIN> PAUEMS
identifying the
<END><![CDATA: boundaries of a
regior

<PATTERN><I[CDATA ]></PATTERN>
</ATTRIBUTE> Pattern for

<ATTRIBUTE name="Airline" type="String"> extractior

FIX><I[CDATA|<img
src=http://rg.travelocity.com.edgesuite.net/loges[PREFIX> Prefix and
<SUFFIX><|[CDATA[>]]></SUFFIX> suffix to be
<BEGIN><!/[CDATA[View\s*Results\s*by\s*Airline]]></BEEGIN> attached to
<END><![CDATA[/b></div></a></td>]]></END> the resu
<PATTERN><![CDATA|<img src=http://rg.travelocity.cn.edgesuite.net/logos([\0-
\377]*?)\s*border=0\s*alt="Airline Logo">]]></PATTBN>

</ATTRIBUTE>

</SOURCE>
</RELATION>

Figure 2.4 Caméléon Spec-File for Yahoo Travel
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We should note, however, that these disjunctive patterns areutaalip exclusive and
occasionally special care must be taken to construct pattdrase intersections are
empty. Otherwise the same item will be matched meltijphes and repeated in the
output.

2. Conjunction

In spec files it is possible to define conjunctive patterns,iitmplg denoting them
with enclosing parentheses. The semantics of conjunctive rmatie Caméléon
corresponds to the concatenation of pattern matches. The firsnpalg@nent in the
example above that extracts stock prices has such a césewwigroups of enclosing
parentheses, the first one matching the whole part of th&dale value, the second one
the fractional part. The matched elements are then conadetmatorm a single price
value. This feature is very useful, when data to be ertlas not atomic, and separated
by unwanted tags.

3. Multi-page transitions

When wrapping web pages, we sometimes need to traverse mpéiges to locate
the page we want to extract information from. This siturmbccurs when the URLs are
created dynamically (e.g. a session ID is assigned for eaxdssato the page), or a
cookie needs to be established before you can go to the desired page,ismheieple
way of deducing the desired URL without visiting a particpage, or the data is spread
through multiple pages. To handle these kinds of cases Caméléarfdatare that lets
us wrap multiple pages for a relation.

In Figure 2.4 for example the link to the second page is esttdodm the first web
page. We need to perform this step in this case becauseighece simple way of
deducing in advance what the link is supposed to be. Then thie Bakplied to the next
source element, which takes us to the page where we wartréet the values of price
and airline.

4. Parameter Replacement

Parameter replacement is the use of input or extracteudtrvalues within the
subsequent elements in the spec file. In the multiple page ssh\wearse, we have seen
one example of this. The value of attribute “Link” was useithénnext source element. It
is also possible to supply any extracted or input attributeeveithin the attribute
definitions. Consider for instance the following SQL query to the Yahoo MTVdeb site:

Select Airline, Price from yahootravel where Departure="BOS” dbdstination="SFO”
and Month1="5" and Dayl= “19” and Month2= “6" and Day2= “1"

When this query is executed, the input attribute values speafier the where clause
replace the same name attributes enclosed between # iging post parameters as
shown in Figure 2.4.

5. Get, Post Methods & Authentication

Caméléon spec files support baibt and post methods when connecting to Web
pages. A post example is shown in Figure 2.4. Method attributbeofpost tag
determines which method is to be used.

Most web pages perform authentication through forms. In connectittgpse Web
pages, get or post methods with parameter replacement casetefor authentication
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purposes. In some other pages, however, the authentication is rdonght pop-up
password windows. We handle these kinds of cases with tlwviio) scheme: (The
username and password values have to be inputted within the SQL. sjneeythey are
coded as references in this spec file.)
<SOURCE URI=" http://game.etrade.com/cgi-bin/cgitrade/Tstory ">
<AUTHENTICATION>
<Realm>E*Trade Player (game)</Realm>
<Username>#username#</Username>
<Password>#password#</Password>
</AUTHENTICATION>

6. Custom Cookies

In Caméléon cookie handling is automatic as long as the coakéeset through
headers. In some cases, cookies can be set in a non-staredafdr example using
Javascript APIl. To handle these cases we allow customecaaiing as shown in
example below (custom cookies used geript=1;path=/)

<SOURCE URI="http://www.expedia.com/pub/agent.dll">

<COOKIE name="jscript">1</COOKIE>

<COOKIE name="path">/</COOKIE>

7. JavaScript Interpretation

JavaScript is used frequently in Web pages in creating thedttoument on the
client side. In most cases, JavaScript does not pose ampraoblerapping Web pages,
because it is usually used for cosmetic reasons. In some kbas&ver, not being able to
interpret JavaScript may block the wrapper engine inngeto a desired page. One real
example is the Expedia Web site, which requires intergyefiavaScript code and
supplying the result as a post parameter. Caméléon spealfidesthe interpretation of
JavaScripts as shown in the following example.

<SOURCE URI="http://www.expedia.com/pub/agent.dll">

<JSCRIPT name="Time">

var d; d = new Date(); print(d.getTime());

</JSCRIPT>
In this example, the output of the JavaScript snippet isresigp the Time attribute. We
should note that the JavaScript code to be interpreted does notohheestatic, and
parameter replacement can be used in JScript tags as well.

8. Prefix and Suffixes

Figure 2.4 shows an example of prefix and suffix declarations ivése constructs
it is possible to add static text before and after the erttagata values. The extraction
engine returns the concatenation of prefix, pattern match and thz. $8§f using
parameter replacement feature, it also becomes possildgué multiple extractions
together.

9. Delays

Finally, we should mention another useful feature in spec fileiocreatelays. This is
used when the wrapper engine requests data from a Web site, latvkai$ a certain
amount of time before getting an answer. We cover this basgpecifying a delay
element in the source declarations specifying the walting in terms of milliseconds.
We show an example below:
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<SOURCE URI="http://www.qixo.com/#Link#" DELAY="65000">
More details on writing spec files can be found in Caméléon uaauah [Firat et. al.
03].

2.3 IWrap: Instant Wrapper Generator

IWrap was our first effort in semi-automatic wrapper gemamnatvith the objective of
automatically creating spec files with some minimal usgut. We designed a
WYSIWYG interface as shown in Figure 2.5, allowing users tdllght sample data
items and request auto generation of spec files. Pleasea¢fierfigure for the following
operational description of IWrap.

In IWrap, the users first enter the URL of the page they wamirap. The URL in
most cases will include input parameters such as ticker dgns®arch texts, etc. Page
name and the input attributes are automatically insertedhetanput table. Input table
also contains the relation attribute, the method used in congdotithe page (GET or
POST), which are expected from the user.

In the output table the user provides regional identifiees BEGIN and END), and
then highlights the text to be extracted with an associateutifier (i.e. the attribute
name). It is also possible to highlight the extraction canelidsing the source code pane
when information to be extracted is hidden in an HTML tag.

When the user supplies all the information and clicks on the awdp hwutton, the
spec file creation begins with system messages explainingréigeess in the messages
window. If the creation is successful the user can immedliatatt issuing SQL queries
to the wrapper engine.

In IWrap we did not adopt a learning algorithm, because weletkthat annotating
training data would be more costly than manual creation. Insteadxperimented with
creating regular expression patterns from a single exapgge. Our initial results were
promising for simple Web sites, but needed better success fra more difficult ones.
The operational details of IWrap with the algorithms used imeging the regular
expressions are provided in [Firat et. al 1999].

2.4 Sample Applications

We wrapped numerous web sites using Caméléon and made somm @lveiable
online for demonstration. The samples can be reached from our demait¥2 We
have also developed demonstration applications that aggregatiasatenultiple web
pages and present them in a unified interface. lllustrative exampleda:

* Summarization and reorganization of seminar information by fftate multiple
separate departmental and local universities’ online calendars

» Comparison of interest rates offered by various online Japanese banks

» Aggregation of personal financial information from all of your onlin@nking,
brokerage, and credit card accounts.

» Aggregation of air fare, hotel and car rental prices from popular onlineesour

» Aggregation of entertainment sources such as TV programs, enentswn, dating
sites, etc.

13 Currently at http://context2.mit.edu/
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* Aggregation of educational sources such as online paper repositdiesi@ersity
web sites
Below, we give more detail on two of these applications.

2.4.1 Personal Investor Wizard

Personal Investor Wizard (PIW), aggregates data from tdareht web sources
including cnn, fox, yahoo, quicken, fortune and edgar. PIW continuously ssciailly
headlines (extracted from FoxNews and CNNTfn), lets users adempanies in a selected
industry (obtained from yahoo), and display the competitorsleteel companies (taken
from quicken). A snapshot of this screen is shown in Figure 2.@eluser wants to
compare a set of companies, PIW displays in a second stregmdfile info for each
company (extracted from yahoo), the analyst recommenddgatracted from quicken),
financial figures (extracted from edgar-online), and repemis (extracted from fortune).
A snapshot of this screen is shown in Figure 2.7.

We built PIW using Java Server Pages (jsp) and simply @teloeSQL queries in the
jsp page. It is important to note that once the spec file feelasite is set up, it can be
used by many applications and the developer of any of theseaiguig merely views
the web site as a traditional relational database. Develdgmenof PIW, therefore, was
quite short.

Because Caméléon accepts SQL queries and has a Java \B#sitet, it is also very
easy to call it from other applications. The Java version @f, Rin example of this
flexibility, is also available in our web site for download

2.4.2 Airfare Aggregation

Airfare aggregation application displays price and airline médion from nine
different airline and aggregator sites given departure anthatsh locations and dates.
We show snapshots from this application in Figure 2.8. This apphcaias built very
easily by embedding SQL queries in an ASP.NET applicatibesd SQL queries were
sent to the Caméléon wrapper engine as if it was ametdtdatabase system, which
returned results as data sets.

In addition, the airfare application can send complex queries aghaselational
front end, to search intervals rather than fixed dates. Theyatfild wrapper engine to
handle complex queries with its relational capabilities fiibesapplication developer
from having to go through the planning

2.5 Discussion & Conclusion

Caméléon wrapper engine is unique in combining data extraafithntraditional
database techniques, thus allowing easy interoperabilityelat semi-structured and
structured data sources. The core wrapper engine is ablevidepeorobust infrastructure
for web automation as defined in [Allen 97]. Specifically:

* It has full interaction with HTML forms, i.e. it supports both get and pathaus;

* It handles both HTTP Authentication and Cookies;

* Both on-demand and scheduled extraction of targeted web data are ep@ssibl
demonstrated by PIW Java version;

» It facilitates aggregation of data from a number of web sources;
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» It can extract data across multiple web sites through chaining;
* It is very easy to integrate with traditional applicatidevelopment languages and
environments as it provides a SQL interface to web pages.
* Our declarative way of specifying extraction rules prosideclean framework for
managing change in both the locations and structures of Web documents.
It can, however, be improved in a number of ways with additi@ssarch. Some of the
areas that need more work are:
* Increasing the expressiveness of spec files (@gdling non-deterministic multiple
page traversals)
* Improving the semi-automatic wrapper creation work wéhrhing approaches
using minimal examples.
» Creating monitoring tools, that would auto update spec filpes§ible, or at least
detect the need to update spec files.

From here on, in this Thesis, we will assume that web sowaede viewed as
databases through the use of data extraction technologies suaméé@r and focus on
the problems related to data interpretation in the coming chapters
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"England and America are two countries separatetthdépame language.”

George Bernard Shaw

Chapter 3
Data Interpretation

In the previous chapter, we focused on data extraction, an effodotacrketechnical
and interface heterogeneitiefBusse et. al 99] among information systems. Many
information systems cannot communicate meaningfully, howeseen when these
syntactical heterogeneitiesre eliminated. Real challenges of achieving interopksabi
among autonomous and heterogeneous systems lie in dealingssuts irelated with
interpretation of data.

Data interpretation involves combining data with contextkabwledge that
collectively determine the frame of meaning for that d&ansider, for example, phone
numbers, which are often exchanged without the area code, and almags without
the country code. Without the contextual knowledge which detesnilme area codes
from spatial information, the frame of meaning for phone numirmeng be too broad to
be useful (it may belong to hundreds of users in different area)c@heseven worse,
may be misunderstood (could be taken as a number within the in¢eiprarea) if
contextual borders are trespassed.

When data originating from different contexts are brought togetheany
heterogeneities are observed. In this chapter, we providessificiation of semantic
heterogeneities we observed in a financial case study inhwhiee examined data
collected from various sources. Our primary objective in thipteinas to familiarize the
reader with existing approaches to dealing with these heteritigs in information
integration, which will hopefully lead to a better understanaifhthe subtleties of our
approach described in the following chapters.

3.1 Dimensions of Semantic Heterogeneity

In our past information integration research projects, we were oftefeduzz seemingly
contradictory data within one database or across multiplgbds¢s. In one of these
projects, we examinelrimark's WorldscopeDataStreamandDisclosuredatabases and
data definition manuals as well &ecurity Exchange Commissi¢8EC) Company
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Filings and several other web-based financial sodfdeshave a deeper understanding of
the reasons behind semantic heterogeneities.

We compared Net Sales”, “Net Income”, “Total Assets”, “Number of Employees”,
and “Five-Year Growth in Earnings per Sharedccounting data items for a given
company across these data sources and found significamtiiosasi In Table 3.1,
variations between Disclosure and Worldscope databases rangé to82 percent for
these five accounting data items for the same set of companies.

ACCOUNTING DATA ITEMS % OF VARIATIONS
Net Sales 20

Net Income 20

Total Assets 4

Number of Employees 40

Five-Year Earnings Growth per Share 92

Table 3.1.Variations between Disclosure and Worldscope databases

We reviewed our findings with Primark representatives to gecthat variations
could be attributed to different reporting standards, namatg dem definitions and
representations, used by different databases. Different tyijpasers prefer to view

company financial data in different ways depending on their job functialissisated in
Figure 3.1.

‘__ 1 Analyst
SEC Filing

Auditors, Regulators \ni
. & Investors : ‘
) 3
—_— \ - — 5 T f /
REM - % o
SR Local accounting Analyst
Company N Reports

Pro-forma

Figure 3.1 Different people need different forms of data

Including Hoovers, Yahoo, Market Guide, Money Cehtand Corporate Information
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As seen in the figure, a company may provide data to public through:

« official filings (e.g. to Security Exchange Commission (SEC) using Generally
Accepted Accounting Principles (GAAP));

» pro-forma press releases a management interpretation of financial results; or

» the use ofocal accounting principlege.g. using UK GAAP)

Furthermore analysts may process these statements aagkrplecessed and aggregated
data in yet other forms to allow for meaningful performance analysis

When we tried to integrate data sources adopting differenswiéwlata, we noticed
several semantic heterogeneities. Below, we elaboraterea d¢imensions of semantic
heterogeneity.contextual, ontological and temporal The relationship between these
heterogeneity types are illustrated in Figures 3.5 and 3.6, anairegblin the following
subsections

Before going into the details we should briefly explain what wamiy the terms we
will frequently use in the next sub sections: primarily, the semtensional and
extensional By intensionalwe refer toabstract descriptionsvhich identify concepts
without enumerating its membeExtensionals the antonym of intensional, and refers to
enumerative descriptionsf concepts with its physical members. For example, as shown
in Figure 3.2, the physical collection of records in a databslaéian is known as the
extensional relation, where as the schema of a relation wrkmas the intensional
relation. We will delay the formal definition of ontology to Chepb, and suffice it to
say that an ontology is a collection of intensional descriptions.

______________________

\ r1(Product, Price) ! Intensional Relation

______________________

r1(A, 20,000)
r1(B, 10,000) Extensional Relation
r1(Z, 15,000)

Figure 3.2 Intensional vs. Extensional Relations

3.1.1 Contextual Heterogeneity

Often times, an intensional description is not specific enoughtérndi@e the exact
form of its extension. Consider for instance the following intensideacription of a
concept called “price”the amount as of money, asked for or given exchange for
something else withodihe inclusion of tax”.This definition leaves out “price” attributes
such as currency, and scale allowing disparate adoptions ehcyrand scale for price
entities in data sources and receivers. This is illustratédgure 3.3, with the multiple
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mappings of the intensional relation r1(Product, Price) to extealsirelations with
different currencies and scale factors.

| r1(A, 20,000) ! ! ri(A, 20) L 1 rl(A, 18)
| r1(B, 10,000) .1 ri(B, 10) 1 r1(B, 9) !
' 11(z, 15,0000 | | rl(z, 15) o 1r1(Z,135)
i currency: USD ii | currency: USD i: :i currency: EUR :i
! ' il 1 scale: 1000 !

i scale: 1 " ii scale: 1000 ¥

Figure 3.3 Multiple Extensions of an Intensional Relation

These are heterogeneities that [Batini et al. 86] sdfelas the two or more not identical
representations of the same concept. In information systems, weveltsis type of
variations when entity type definitions corresponding to the saaleworld entity are
flexible enough to allow data sources and/or receivers chooseotheirepresentation.
We show an example in Figure 3.4, in which the sales numb&i&®f an Italian motor
company, are represented differently in Worldscope and Market Guidsalmtzes.

WorldScopg

93,719,340,54
/

Currency: Local Currency: USD
Scale Factor: 1000 Scale Factor: Millions

Market Guide

\

Figure 3.4 Contextual Heterogeneity in Worldscope and Market Guide Data Source
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3.1.2 Ontological Heterogeneity

Ontological heterogeneity is the heterogeneity in the intensidascription of
concepts that are somewhat related. For example, if Weedanother price concept,
“price (+tax)” as‘the amount as of money, asked for or given in exchange for something
else withthe inclusion of tax’this would constitute an ontological heterogeneity with the
concept “price (nominal)” described in the previous section bedaese is a definitional
conflicts concerning the inclusion or exclusion of tax in the prids.shown in Figure
3.5, the price amount®1,000 USDand 17K EUR exhibit ontological heterogeneity
because they belong to extensions of different intensional descriptions.

................................................................... Ontology B
""""" Ontology A ______________.
Rkt DN
' Price (nominal) 1 i1 Price (+tax) |
\ 1 S |
_____________ / ] ]
AN Riniiiaiel il
................. / \\ ;
Y AR e /
/ N S
N T L
// \ // ......................
/ N /
/
/
/ .
/ Ontological
// Heterogeneity
/
Intensional Domaj’
7 N .
/ ,/ \ Extensional Doma
/ / AN
/ 7 \
/ / N
¥ N
20,000 21,000 4
18K
Source 1 Source 3
"""""""""""" ! Source 2 |7 TTTTommTTo o TTTTTTTTITTTT
currency: EUR

' currency: USD : ! i
! format: numbers | 1 format: number+ abbreviation
i scale: 1 : 1 scale: deduced from abbreviation

Contextual
Heterogeneity

Figure 3.5 Contextual and Ontological Heterogeneities

In information systems, we observe this type of heterogervaitgn databases differ on
entity type definitions. For example, the majority of definitionaliateons in financial
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information systems could be attributed to the inclusion or exclusiovarious
accounting items such a®épreciation and Amortization”, “Excise Taxes”, “Earnings
from Equity Interests”, and “Other Revenudéfom the financial data items. Similarly,
variations in Total number of Employeegould be attributed to inclusion or exclusion
of “Temporary Employees”“Employees of Subsidiariesas well as the time of
reporting. In addition, some of the variations #Year Earnings Growth per Share”
numbers could be attributed to the lack of accounting for fluctuations igriczarrency.

Equational Ontological Conflicts (EOC)

Despite having differing definitions, entities can usually be rekatedch other when
one or more entities uniquely determine the value of one or otber entities. For
example, for certain companies, thBrétax Income”can be derived fromPfretax
Profit” and“Assoc. Pretax Profit”attributes in another, as shown below:

“Worldscope. Pretax Income”= “Datastream. Pre-tax Profit” — “Datastream.
Assoc. Pre-tax Profit”

We label the heterogeneity in the way data itemsal®ilatedfrom other data itemis
terms of definitional equationas equational ontological conflicts. We show more
examples of EOC in Table 3.2 below.

Source A Source B
# of customers = # of end_customers + # gfof customers = # of end_customers + # of
distributors prospective customers
Profit = Net Sales — Cost of Goods Profit = Net Sales — Cost of Goods —

Depreciation

P/E Ratio = Price / Earnings(last 4 Qtr) P/E Ratio = Price/ [Earnings(last 3 Qtr)
+Earnings(next quarter)]

Price = Nominal Price + Shipping Price = Nominal Price + Shipping + Tax

Table 3.2 Example Equational Ontological Conflicts

3.1.3 Temporal Heterogeneity

As shown in Figure 3.6, temporal heterogeneities are orthogorattocontextual
and ontological heterogeneities and arise because of changée imténsional or
extensional descriptions of concepts over time. In Figure 3.6, Ontologyt8fstim one
intensional definition of price to another, and the extensiohpdct represented by the
21,000 USDshifts to a different currency, scale factor and format byieny 17K
EUR The first shift is the combination of ontological and tempordérogeneities,
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Figure 3.6 Temporal Heterogene

whereas the second one is a combination of contextual and temporal hetitiesgen

In information systems, temporal variations arise when entilyesaor definitions
belong to periods that exhibit contextual or ontological heterogeneDefinitions of
data terms, for example, may change over time as seeneaxdh®le below. The three-
way dependency between the Worldscope, Disclosure, and SEC dafabdSeson is
different before and after 1996.

For Exxon after 1996:
“Worldscope. Revenues” = “Disclosure. Net Sales” —* SEC. Earnings from Equit
Interests and Other Revenue” = SEC. Excise Taxes”

For Exxon before 1996:
“Worldscope. Revenues” = “Disclosure. Net Sales” — “SEC. Excise Taxes”

Temporal heterogeneity should not be mixed with contextual orlogntal
heterogeneities involving temporal concepts across infmmaburces. For example,
two sources reporting financial numbers quarterly vs. annuadly have contextual
heterogeneity, but a single source shifting from quartergnnual reporting at a certain
year is said to have a temporal heterogeneity. Temporabhgetezity is about temporal
changes in the intensional or extensional descriptions of data sources.
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3.1.4 On the Relationship between Contextual and
Ontological Heterogeneities

The primary distinction between ontological and contextual heteedtigs is that the
former refers to heterogeneity éxplicit knowledgdi.e. ontological definitions), whereas
the latter refers to heterogeneityimplicit knowledge(i.e. contextual knowledge). This
distinction between ontological and contextual heterogeneifeslso a mode of
connection between them, allowing us to transform one to anothaaking knowledge
implicit or explicit.

If we could make everything explicit in an ontology --which maynieither possible
nor desirable-- by defining every term with uttermost di€&ag. price in USD with a
scale factor of 1 including tax...), there would not remain angtimmplicit about data
once they are mapped to the ontological terms. In such a aas®nflicts would be
ontological in nature and no contextual heterogeneity would exist (seeRBgJ)

| ri(ProductPrice;) | 1 ri(ProductPrice;) | | ri(ProductpPrice;) !
i Price=Price in i | Price =Pricein ! | Prices=Price in :
| USDscalel i 1 USDscalel000 ' i EURscalel000
I N e (oo Pl S .
RN A CTTTIIIIIIII L A SR AS—— ,
' r1(A, 20,000) | ! ri(A, 20) i1 r1(A, 18) !
' r1(B, 10,000) | r1(B, 10) . 1 11(B,9) |
ri(z, 15,000) ri(z, 15) |1 rl(z, 13.5) |

Figure 3.7 Extreme Example for Ontological Heterogeneity

The other extreme would be mapping all datattonty’ (i.e. the most basic term in an
ontology) in the ontology and treating the rest as contektu@avledge. In such a case,
we could only talk about contextual heterogeneity, since no defialtiogterogeneity
exists at the ontological level.

When we integrate data sources with their respective ongslagve will accept
schemas as ontologies here) by using a shared ontology, weeciaie how much to
make explicit in the ontology. Take for exampbeice (nominal) and price(+tax)
ontological heterogeneity between two data sources. Thiohetezity may be treated as
a contextual heterogeneity, by adopting a more generalititafi of price that subsumes
both concepts, and by leaving their difference to be artexilas part of the contextual
knowledge. In fact, this is the approach we take in this Thesstreat ontological
heterogeneities as contextual heterogeneities by uslatyvely generic knowledge in the
ontologies, and relatively particular knowledge in contexts.
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3.1.4 Related Work

There have been several attempts in the literature to gladsih heterogeneities
[Kim & Seo 91, Kashyap & Sheth 96, Goh 97, Busse et. al 99]. Almost aleske
attempts are primarily from the database perspectiveyigenced by major focus on
schematic conflicts. Kashyap and Sheth, for example, classiéyytbing under
schematic conflicts (corresponding to ontological heterogemedyr classification), and
view conflicts such as scaling and units as schematic confiEtaining to domain
definitions. Kim and Seo have the additional category of data canflictwhich they
draw attention to the heterogeneity in the quality of data (ecorrect, obsolete data) as
well as different representations of the same data (e.ganghiscale differences), which
corresponds to contextual heterogeneities in our framework. In [GohG®H| talks
about naming, scaling & units, and confounding conflicts. Confounding ctenfivhich
is particularly interesting, refers to those arising fittven confounding of concepts, which
are in actual fact distinct (e.g. latest trade pricefasow vs. latest trade price with a 20
minute delay). We would categorize confounding conflicts under ontolagpadlicts in
our framework.

It is beyond the scope of this Thesis to come up with a syntbési semantic
heterogeneities in great detail. Our classification ofas#in heterogeneities in section
3.1 is based on a practical concern that affects the design oftegiration framework.
We knew, for instance, how to handle contextual heterogemaitseng the COIN
framework [Goh 97], but did not have a way to handle ontologidalbgeneities. In this
Thesis, we transform ontological heterogeneities into cordexteterogeneities as
described in the preceding sub section and use an extended versiba GOtN
framework, ECOIN, to reason with them. Handling temporal hgesreities will require
further enhancements and is left as future work.

3.2 Major Approaches to Achieving Interoperability

Over the last two decades there have been several studidatabase integration
under a variety of titles such as multidatabase systenesplgeneous database systems,
and federated information systems [Busse et. al 99]. These approachbsérmmgeouped
in the literature as static vs. dynamic [Kuhn et. al 91], globabesl kchema [Litwin and
Abdellatif 87], and tightly vs. loosely coupled [Goh 97, Arens and Knoblodk 96
approaches. These groupings can roughly be thought of referrihg same distinction
characterized in [Goh 97] by:

* who is responsible for identifying what conflicts exist and hogytbhan be
circumvented; and
* when the conflicts are resolved.

In the following subsections, we analyze these approaches undéedbdengs of
tightly and loosely coupled approaches with the exception of our predecgstem
COIN, which adopts a unique, and in some ways a hybrid approachbla 3.8, we
provide a grouping of some of the existing prototype systeewdiag to this criterion
[partially adopted from Goh 97].
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Tightly Coupled Loosely-coupled

Systems Systems
Logic-based Information Manifold [Levy 98] VIP-MDBMS [Kuhn and Ludwig 88]
Data Model InfoMaster [Duschka and Genesereth 97]

HERMES [Subrahmanian et al. 00]
Carnot [Collet et al. 91]

Object- DISCO [Tomasic et. al 98] TSIMMIS [Garcia-Molina et al. 95]
Oriented SIMS [Arens and Knoblock 96] O*SQL [Litwin 92]

Data Model Pegasus [Ahmed et al. 91]

Functional Multibase [Landers and Rosenberg 82]

Data Model

Relational ADDS [Breitbart and Tieman 84] MRDSM [Litwin and Abdellatif 87]
Data Model Mermaid [Templeton et al. 87]

Garlic [Carey et. al 95]

Table 3.3 A Categorization of Existing Prototypes
3.2.1 Tightly Coupled Approaches

In tightly coupled approaches, the objective is to insulate thes usem data
heterogeneity by providing a unified view of the data sourcesledimty them formulate
their queries using that global view. A system administrai@stéhe task of creating a
global schema before the system can be usdmzbttom upapproaches the global schema
is constructed out of heterogeneous local schemas by going hhtteeigedious process
of schema integration [Batini et al. 86]. op-down approaches global schema is
constructed primarily by considering the requirements of a dotoefare corresponding
sources are sought.

Virtually all data integration systems in this category lsarviewed as a triple (G, S,
M) [Lenzerini 03], where G is the global schema, S is thecsosget, and M is the
mapping between G and S as illustrated in Figure 3.8 The prichallenge of these
integration systems is to rewrite a user query expressgadtive global schema (q(A',B")
in the figure), in terms of queries spanning the source s&} &Q(B) in the figure) by
using the mappings between them. Mappings in these systentsecexpressed in two
ways: local as view (LAV) or global as view (GAV). In LAVaeh source is described
through the global schema (A A'), whereas in GAV, global schema is expressed using
the sources (A'- A). A concrete example is given in Table 3.4. In this example, the
global schema consists of three predicates {car(C), price(@®&Jel(C,M)} and there
are two sources {s1(C,P), s2(C,M)} reporting the prices and moflelars respectively.
The problem of rewriting queries posed on the global schema in trtiee local
sources has been coinedaswering queries using views the literature [Halevy 00],
and studied extensively [Pottinger and Levy 01]. Researchsratba focuses more on
the mechanics of answering queries using views problem thaifydenand conquering
challenging semantic issues.
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Figure 3.8 Tightly Coupled Approaches

Global As View Local As View
car(C) — s1(C). s1(C, P)~ car(C), price(C, P).
car(C) — s2(C). s2(C, M) — car(C), model(C,M).

price(C,P)~ s1(C,P).
model(C,M) —~ s2(C,M).

Table 3.4 GAV vs. LAV

In tightly coupled approaches, data heterogeneities between savecessolved by
mapping conflicting data items to a common view. In the Pegasiem, for example,
supertypes and functions are used for this purpose. To circumventiatdmifveen two
data types a supertype, and a function that acts on the instantes sfipertype is
created. The function provides a mapping between the data in togfBources and the
canonical form adopted by the global schema. An ontologicaldysteeity example in
which two data sources have conflicting price definitions is shown below:
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CREATE SUPERTYPE trip of trip1, trip2;

CREATE FUNCTION price (trip x) >

Real r AS

IF trip1(x) THEN airfare(x) + servicecost(x) + shippingcost(x)
ELSE if trip2(x) THEN airfare(x) + tax(x)

ELSE ERROR,;

In this example, th&ip supertype subsumes tripl and trip2 types, and imposes a standard
price definition by using a function to map conflicting dataueal to this standard
definition.

3.2.2 Loosely Coupled Approaches

Loosely coupled approaches object to the feasibility of creatuifged views on the
grounds that building and maintaining a global schema woulddeastly. Instead they
aim to provide users with tools and extended query languagesstdve conflicts
themselves as illustrated in Figure 3.9. The approach relidseoassumption that data
with the same meaning usually have the same or similaesyarhich can be identified
by the users easily [Kuhn et al. 91]. Furthermore, the gssassumed to understand and
resolve conflicts with the provided tools. One of the best repiesess of this approach
is the MRDSM system that introduces the conceptlyofamic attributeso deal with
conflicts between data sources [Litwin and Abdellatif 87]. A dynamic at&ils a virtual
column with a dynamically assigned value by using arithmetic opsrdtmctions and/or
gueries. The example we have given in the tightly coupled vasdd be expressed in
the loosely coupled case as follows (assuming that the dateesoare Orbitz and
Travelocity and the user wants to see the final pricedufimy taxes, service and
shipping charges) of tickets from both databases):

USE (orbitz o) (travelocity t)

D-COLUMN HOLD (t.price)

t.price = t.airfare + t.shippingcost + t.servicecost

D-COLUMN HOLD (o.price)

o.price = o.airfare + o.tax

SELECT airline, price FROM orbitz WHERE Destination= “BOS” and
Arrival= “IST” and Ddate= “8/1/03” and Adate = “9/1/03"

UNION

SELECT airline, price FROM travelocity WHERE Destination= “BOS” and
Arrival = “IST” and Ddate= “8/1/03” and Adate = “9/1/03”

In the above MSQL (a variant of SQL used in MRDSM) D-COAN declaration
denotes dynamic columns followed by the arithmetic expresbsatrdefines the value of
the virtual column. Later, these virtual columns can émembered and used in the
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Figure 3.9 Loosely Coupled Approaches

standard SQL statements. Thus, when the SQL query againstotrgvé) is executed
the system automatically adjusts the value of price asuprtb the pre-specified
formula. Note that airfare definitions between Travelocity aruit@are different, as the
latter includes shipping and service costs but excludes the tax.

As opposed to the tight coupling approach, loose coupling allows tosges the data in
more than one view with the provision of appropriate mappings.naises the loosely-
coupled approaches more flexible compared to tightly-coupled one&elné tightly
coupled approaches, however, the user, not the system admbimjstras the burden of
writing mapping functions in every query constructed.

One of the interesting aspects of MSQL is that it attertgpapply a limited form of
symbolic and numeric manipulation techniques to automaticailgrinand simplify
equations specified in dynamic attribute declarations [Litwnd &/igier 87]. For
example, a dynamic column could contain the following formula:

2*balancé + 2*balance — 24 = 0
and the system would determine that the balance is 4 or rRiaking calls to Macsyma
equation solver with the above equation. (A method for choosing one séltit®ns is
explained in [Litwin and Vigier 87]) In Chapter 6, we explain hows thpproach
compares with the approach we adopted in soleagational ontological conflicts
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3.2.3 Short-comings of Existing Approaches

While both tightly-coupled and loosely-coupled approaches offer sofutito
semantic interoperability among autonomous and heterogeneousodatas, they also
pose significant problems.

The fundamental problem with tightly coupled approaches is treatks Iflexibility in
providing multiple views of data sources. As we have discueadg in this chapter,
different people may want to view data sources in different wdpstightly coupled
approaches user views can only be constructed manually by ansysteinistrator. In
loosely coupled approaches, users can construct their own viewsignithe system
more flexible and responsive, but they have to understand the toiiétween their
views and those of data sources. In our ECOIN approach, we combibesthef these
two worlds, and allow the automatic construction of multiplevgievith the help of
declarative data semantics and a mediator that autothatdmtects and reconciles
conflicts between data sources and receivers. Compared to locos@led approaches,
our approach lessens the burden of the user.

In tightly-coupled systems the detection and reconciliation af danflicts are not
optionally visible to the user. Semantic conversions are buns&de the wrappers and
not easily inspectable. Loosely-coupled approaches provide sorheflénaasparency as
the users define the semantic conversions themselves, riigher system service that
optionally provides a list of the detected and resolved conbieteeen the data sources
and user views. In ECOIN, conflict detection and resolution is opljorelible to the
user with the provision of an intensional answer in addition to &nsonal answer.
This will be explained in more detail in the coming chapters.

Finally, in adopting a tightly coupled approach, system developecs the
complexities of building and maintaining a global schemghfly coupled approaches
suffer from the scalability problem, as it becomes maowk rmore difficult to maintain a
schema with large number of sources.

ECOIN combines the best aspects of both tightly and looselyexaplproaches and
provides a hybrid approach. In the coming chapters we explain tladsdet our
approach.
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Chapter 4
Context Interchange Strategy

In the previous chapter we explained various approaches to achisgmantic
interoperability among heterogeneous information systemthi$ chapter, we describe
the Context Interchange (COIN) strategy, which is the foundatioouofapproach to
achieving semantic interoperability among autonomous and getexous systems.

COIN strategy first articulated in [Siegel and Madnick 91, Sciore et al. &4, later
founded on a formal conceptual basis in [Goh 97] has the basic tenets that

» the detectionandreconciliation of semantic conflicts are system services which
are provided by &ontext Mediatagrand should be optionally visible to the users;
and,

» the provision of such a mediation service requires only that the data sources and
receivers (i.e. users) furnish a logical (declarative) speciticati how data are
interpretedin their contexts, anddow conflictswhen detected, should be
resolved butnot what conflicts exists a priobetween any two systems.

These novel ideas signify an important departure from tharexisghtly and loosely
coupled approaches to semantic interoperability. Unlike jigtdlupled systems (e.g.
Pegasus [Ahmed et al. 91]), COIN strategy does not burden sgdt@mistrators witta
priori detection and reconciliation of semantic conflicts, but onlyireguhe creation of
a shared ontology that enables the declaration of conflictatg semantics; and the
provision of conversion functions that will be used when these candiietautomatically
detected.

COIN strategy also differs from the loosely coupled systée.g. MRDSM [Litwin
and Abdellatif 87]) in which the user is responsible for identifyang resolving conflicts
before issuing queries. This responsibility is shifted tocthrgext mediatoin the COIN
strategy. Instead, the receivers (i.e. users) and data scaneezssigned the lesser
responsibility of furnishing a declarative specification of how theypnét data.

COIN strategy was materialized through the description d&ta model, reasoning
algorithm and a prototype (collectively called COIN) in [Gdf]. Both the data model
and the reasoning algorithm were, however, silent on sewsmdcts of the COIN
strategy. In particular, the case of dealing with ontologicaérbgeneities was not
thoroughly examined. Our work in this Thesis provides an exteridedal re-
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conceptualization of COIN strategy (ECOIN) which improves @@IN data model,
reasoning algorithm, and system prototype.

We start this chapter with two examples that illustthgefeatures of COIN strategy
from the user perspective. We, then, continue to explain the stiuelemzents of COIN
from the system perspective, and also provide an overview ok#senming algorithm.
Finally, we compare ECOIN with COIN, and outline the newursst introduced by our
work that paves the way for a more detailed account of ECOIN imfiokpchapters.

4.1 COIN Strategy by Example
4.1.1 Air Fare Scenario

In Chapter 2, we mentioned that with the use of Caméléon wrappeéreeairfare
providers on the Web could be treated as if they were datalf@asesider now the
slightly dramatized scenario shown in Figure 4.1. A prigesitge Turkish student is
looking for a round trip airfare from Boston to Istanbul, fiesy bn June®land second
on August 8 2003 from Yahoo travel site. The contexts of the data sources @ngeh
(i.e. the way they interpret data) are shown in the figurest the user wants to know
which airlines are available for his trip and formulates his SQL quefgilaws:

Q1. SELECT Airline FROM Yahoo
WHERE DepDate = “01/06/03” and ArrDate= “01/08/03”
and DepCity= “Boston” and ArrCity= “Istanbul”;
Without any mediation, this query would return an empty answeaulsecYahoo expects

city codes instead of city names and dates in American forrnifathis query was
submitted to COIN, however, the query would be rewritten inéofollowing mediated

query:

MQ1: SELECT Airline
FROM yahoo,
(select Airport from cityAirport where city= “Boston”) depCode,
(select Airport from cityAirport where city= “Istanbul”) arrCode,
WHERE DepDate = “06/01/03” and ArrDate="08/01/03" and
DepCity= depCode.Airport and ArrCity= arrCode.Airport;

and the system would return the following result set:

Airline

British Airways

Lufthansa
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Context of Yahoo

Price meansne waynominal price
Ticket shipping cost is $20

Service fee of $5 is charged

Date is expressed in American style

Departure and Destination times are expressed
as three letter airport codes

Currency is US dollar

ID Airline Price Tax DepDate ArrDate
DepCity CxnCountry  ArrCity

fromCur | toCur exchangeRate date

sein

El

City Airport
Boston BOS
Istanbul IST

Context of User

Price meansound-trip final price
(including taxes, ticket shipment, and visa fees)

Date is expressed in European style

Departure and Destination times are expressed
as city names

Currency is US Dollar

Direct air transit fee is applied if the plane has
connecting flight from Great Britain

Round trip price is twice the one-way
price/tax/visa fees

uer
SELECT Price FROM yahoo
WHERE DepartureDate = “01/06/03” and ArrivalDatég1/08/03"
and DepartureCity= “Boston” and ArrivalCity= “Istaul”;

)

=

\é\

=

/

\

Context of VisaFees

Currency is British £

VType VisaFee

Figure 4.1 Airfare Example Scenario

51



This is an example of mediation in the case of contextual lysteetties. The date
and city name entities werepresentedlifferently in the source and user contexts, and
the mediation engine detected and reconciled these conflitckee mediated query MQ1,
we see examples aflynamic and static conversions. Date conflicts were resolved
statically by converting the data values into the sourcesgbbefore the query is issued
(e.g. 01/06/03 in Q1 became 06/01/03 in MQ1). City name conflicts, howeese
resolved dynamically, with the help of cityAirport table, whics used to convert
between city names and airport codes. Dynamic conversions &venpedt during query
execution.

COIN prototype successfully deals with contextual heterogeseaits exampled here.
It would not, however, be able to process ontological heteies such as the
conflicting definitions of price entity as shown in Figure 4.1 (price has conflictin
definitions in yahoo and user contexts).

Despite knowing this limitation of COIN, let us assume tha user wants to learn
the prices in addition to airlines and formulates the new query Q2 as follows:

Q2: SELECT Airline, Price FROM Yahoo
WHERE DepDate = “01/06/03” and ArrDate= “01/08/03"
and DepCity= “Boston” and ArrCity= “Istanbul”;

When this query is submitted to the COIN prototype, it returns the follpreisult sét:

Airline Price
British Airways 495
Lufthansa 525

This result set, however, is not semantically correctalee it fails to address the
ontological conflicts concerning the terpmice. Yahoo reports prices as one-way and
does not include extra costs such as taxes, shipment cost of dreipkgt, service fee,
and any possible visa fee. The user, however, is expecting to see tipei¢malf a round
trip ticket including all kinds of costs.

In this case, our price sensitive friend would make a midstgkehoosing British
Airways over Lufthansa, because flying over Great Britaith British Airways would
cost him a transit visa fee of £27, which would be more than the $30 diferenc

If query Q2 were to be submitted to ECOIN system, it woukt fie rewritten into
the following mediated query:

MQ2: SELECT Airline, 2* (Price+Tax+ VisaFee*exchangeRate) + 25
FROM yahoo, visafees, currencyconvert,
(select Airport from cityAirport where city= “Boston”) depCode,
(select Airport from cityAirport where city= “Istanbul”) arrCode,
WHERE DepDate = “06/01/03” and ArrDate="08/01/03” and

!5 Since it does not have the capability to deal wijbational ontological conflicfsee Chapter 6]
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DepCity= depCode.Airport and ArrCity= arrCode.Airport

and CxnCountry= “Great Britain”;

UNION

SELECT Airline, 2* (Price+Tax) +25

FROM yahoo, visafees,

(select Airport from cityAirport where city= “Boston”) depCode,
(select Airport from cityAirport where city= “Istanbul”) arrCode,
WHERE DepDate = “06/01/03” and ArrDate="08/01/03" and
DepCity= depCode.Airport and ArrCity= arrCode.Airport

and CxnCountry <> “Great Britain”;

and then would return the following answer, which is adjusted fiectethe user
expectations:

Airline Price
British Airways 1198
Lufthansa 1176

In the above mediated query MQ2, in addition to date and citye ramflicts, the
ontological price conflict is also resolved. The mediated giseayunion of two queries
because the price calculation depends on whether Great Britath imnposes a transit
visa fee for our usét, is part of the flight or not. The first sub query in MQ2 cqucesls
to the case of having a connecting flight from GreataBrjtthus adds the visa fee,
adjusted in terms of currency, to the price along with tax, stgpgial service fees. The
price is then converted into a round trip price based on the coakexformation
provided by the user as shown in Figure 4.1. Note that the systeagatgyl the service
fee and shipping cost by simplifying the arithmetic expressioniamuysadded 25 to the
price value.

As we will explain in more detail in the coming chapters, taipability of dealing
with equational ontological conflicts is an important featimeoduced by ECOIN
through the use of symbolic equation solving techniques. Belewcantinue with
another scenario that illustrates the issue of ontologicrdgeneity in a corporate
accounting setting.

4.1.2 Corporate Householding Scenario

In today’s rapidly evolving business environment, corporate grouptstes and the
relationships between corporate entities are becoming moremanel complex and
difficult to understand. For legal purposes the corporate definithay include its
branches, divisions, subsidiaries, and for tax purposes it may naprététions of
corporate structures depend on the context. In Figure 4.2, we illustrate such aleexamp

16 See user context definition in Figure 4.1
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in which the user interprets the financials of a comparth@asum of financials of itself,
its subsidiaries, branches and divisions. The data sources, érpwaport financials of a
company byexcluding subsidiariesas the sum of financials of itself, branches and
divisions. The user in Figure 4.2, poses the following naive query:

SELECT Revenue FROM Financials
WHERE CorporateEntity = “IBM”;

Q3:

Context of FinancialsDB

Financials of a corporate entity is the sum of fiitials

of itself, branches, and divisions not including
subsidiaries.
Se—
CorporateEntity Revenue

IBM 77,966,000
IBM Global Services 36,360,000
Lotus Development 970,000
IBM Far East Holdings 550,000
International Information Products 1,200,000
IBM International Treasury Services 500,000
General Motors 177,828,100
Hughes Electronics 8,934,900
Electronic Data Systems 21,502,000

Context of User

Financials of a corporate entity is the sum of
financials of itself, its subsidiaries, branches
and divisions.

uer
SELECT Revenue FROM Financials
WHERE CorporateEntity = “IBM”;

S——
|

ChildEntity ParentEntity Relationship % Ownership
Lotus Development IBM Subsidiary 100
IBM Far East Holdings B. V. IBM Subsidiary 100
International Information Products IBM Far East ¢iofys B. V. Subsidiary 80
IBM Global Services IBM Division 100
IBM Enterprise Investment IBM Division 100
IBM Software IBM Division 100
IBM Hardware IBM Division 100
IBM Global Financing IBM Division 100
IBM Germany IBM Branch 100
IBM France IBM Branch 100
IBM Finland IBM Branch 100
IBM Denmark IBM Branch 100
IBM Switzerland IBM Branch 100
IBM International Treasury Services IBM Germany bSidiary 33
IBM International Treasury Services IBM France Sidiary 14
IBM International Treasury Services IBM Finland bSidiary 10
IBM International Treasury Services IBM Denmark bSidiary 18
IBM International Treasury Services IBM Switzerland Subsidiary 25

Figure 4.2 Corporate Householding Example Scenario
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The financials database would then return the following result set:

Revenue

77,966,000

This result above, however, is brought without paying any aitetd the user context. If
the same query were posed against the ECOIN mediation erggrfe]lowing mediated
query would be executed:

MQ3:

SELECT i.Revenue +xRevenue + 0.8 *3rRevenue +4Revenue+gRevenue

FROM (select Revenue from r where CorporateEntity= “IBM;) r

(select Revenue from r where CorporateEntity= “Lotus Develoginent

(select Revenue from r where CorporateEntity= “Internationakintion Products”)sf
(select Revenue from r where CorporateEntity= “IBM Far Eastitngsd) ry,

(select Revenue from r where CorporateEntity="IBM Internatidin@asury Services”)r

with the following result:

Revenue

116,756,000

The above-mediated query sums up the revenues of IBM, itsderies, and the
subsidiaries of its branches and divisions. This sum is corsfruecursively by
adjusting the financials of each corporate entity whethsratcorporate, branch, division
or a subsidiary. The relationship and percentage of ownershipnation is obtained
from Relationsdb, and the relevant part of the relationship tree is showgune B.3.
Legend

S: Subsidiary, B: Branch
Numbers correspond to percentages

International Informatiol IBM International
Products Treasury Servict
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In these two examples, we explained how context mediation operatedheuser
perspective The users (i.e. data providers and receivers) simply pravideclarative
specification othow data are interpreteh sources and receivers, and a context mediator
performs the reconciliations of conflicts. Next we explain howtext mediation works
from thesystem perspective

4.2 Structural Elements of COIN Framework

In Chapter 3, we referred to Lenzerini’s formalization of diatagration systems as a
triple (G, S, M) where
* G was the global schema, domain model, or ontology
* S was the source set, and
* M was the mapping between G and S [Lenzerini 03],
Using this notation, COIN framework can be roughly thougtgsoé quintuple (G, S, M,
C, u), where the additional two elements C anare defined as follows:
» Cis the context multi-set, and
* uis a mapping that assigns a context to each source.
In Figure 4.4, we show the interaction between the eleme@©Utfl framework. In this
figure the domain model G, context set C, and the source setshawe in rectangles
with rounded edges.

/~ CONTEXT SET (C) \ 4 DOMAIN MODEL (G) "\

&
Cay s

Q==& Q=
< ig T~ T,

' . cvt

s’

€
©
N

J

Semantlc Relatlons

A
o N\
Fout(Ca,C2)
ntegrity | e AT ey _ ...................
|\ Constraints | p==—g—=—=—==—nN /0
\SOU RCE SET (S) Extensional Relations

Figure 4.4 COIN Framework as quintuple (G, S, M,

As shown in figure, mapping M (calleglevation axiomsn COIN), maps extensional
relations from thesource seto semantic relations with the use of semantic types and
attribute relations from théomain model Context multi-setontains labeled sets of
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context rules based on a framework defined indivaain modelEach labeled context
set is assigned to a source according to their data semay functionp.Below we
explain each element in more detail to clarify the structleahents of COIN.

4.2.1 Domain Model (G)

COIN has an object centric view of the world: it models imfation units as objects
with unique and immutable object-ids. The domain model identifiestyjpes (called
semantic typgsin a generalization hierarchy using tlsea relationship;some of the
properties of objects usingttributes and modifiers and methods usingonversion
functions While the domain model in COIN has a less elaborate tiolteof constructs
than ontology languages such as Semantic Web’'s OWL clage€su[nness and Van
Harmelen 03], it nevertheless qualifies as an ontologyulzge In the rest of this Thesis,
we will use domain model and ontology interchangeably.

As opposed t@rimitive types(e.g. strings, integers, and reals), semantic types in
COIN are more abstract, and less implementation-orieriEgdmples of semantic types
in the form of rectangles with rounded edges can be seen in HBigyn&hich depicts an
ontology corresponding to the air fare example we provided in ¢genfing of this
chapter. Instances of semantic types are cakledantic objectéshown as circles within
semantic relations in Figure 4.4), and their properties aresesexl by attributes and
modifiers. Is-a relation defines the subtype-supertype relationship betwemansie
types.

Attributes define the state of an object or the relationshipilés to relationships in
entity-relationship data modeling) between objects. For examplebjact of a trip type
would have a destination and origin city by definition, and thaticeiship is captured by
the appropriate attributes as shown in Figure 4.5. Note théusdts are represented by
solid arrows and their predictable names are omittddgare 4.5. Modifiers are special
type of attributes used to capture sources of variations et #ie interpretation of a
semantic object valié They are shown with dashed arrows in Figure 4.4. For example,
moneyAmounsemantic type has a currency modifier, which is a sourear@tion for
the values of its objects. Depending on the value of currencgeyAmounbbjects may
take different values. In COIN, modifiers are assumed ttbependent of each other
(i.e. orthogonal). This assumption simplifies the algorittesign permitting unordered
application of conversion functions, which are defined per modifier. Where tare
dependent modifiers (i.e. conversion functions defined for those modifarsot be
applied in any order), they have to be modeled as a single modifier.

Unlike primitive objects, semantic objects have values ipeziSed context. These
values may be different depending on the modifier values, tiey have to be
semantically equivalent. This equivalency is establisheth wie use of conversion
functions that may also be viewedrasthod definitionor semantic objects. Conversion
functions of a semantic object are defined per modifier, and areausethsform object
values from one context to another. This is briefly illusttate Figure 4.4, with the
depiction of conversion function,f In the figure, §is shown in the domain model box
to denote the method definitions, and also in the source set boxustraile the
conversion of values from one context to another. For exampler@ncy conversion

" Semantic object values are of primitive types, emlespond to values used in extensional relations
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function defined as a method of the semantic type moneyAmount andgteraed on
its currency modifier values could be used to convert the vafuaeneyAmount objects
from one context to another.

destination _origin departureDate |returnDate stopOver
\ 4 \ 4 v \ 4 \ 4
type :
traveler —P[ airport ]—P[ date ] seenes price f ------ fliqD—;
: priceType —

. format  : coverage
8 o ] (0
! provider

format dv |7 e
gcitizens h|p -~ alrportName _m ...............

SFTTTTleecettttetcetttttccstetescstrtcststsstscssosnne

Istin
» dl

: > country < v l l ¢
M [ duration ][ airline ][ onTimeProbability
e | :
e _ e ;
Attrll-)l.,lte_> currency | [ durationType ]
: Mod|f|er__*
: > currency  f--------- >[ currencySymbol ]

format

Figure 4.5 Airfare Ontology Diagram

Finally, we should mention that domain model language allows non-manoton
inheritance i(e. inheritance with overriding between semantic types. Conversion
functions, attribute and modifier values can be polymorphicallynel@ using this
feature. For example, a conversion function defined for moneyAmount vapply to
objects of its subtype (e.g. price). Similarly, modifiernes defined for moneyAmount’s
currency modifier would be inherited by the objects of priceessmlthey are explicitly
overridden with its own definition of modifier values.

4.2.2 Source Set (S)

In COIN the canonical representation chosen for convenience ilitional data
model. For that reason, the source set in COIN corresponds tooa dagtiabases with
their relations as shown in Figure 4.4 as extensional relatesii-structured data
sources can also be used, but they have to be first convetdeckiational sources, for
example, with the use of Caméléon wrapper engine. Domaimsegtity constraintsof

58



these relations are also represented within the soures sebwn in Figure 4.4, and used
for semantic optimization purposes. If for example, airfare peswahoo did not sell
tickets when the flight date was not in the current yeas,itibegrity constraint could be
used to return an empty answer to the following query when posed before year 2004

Q4: SELECT Airline, Price FROM Yahoo
WHERE DepDate = “01/06/04” and ArrDate= “01/08/04”
and DepCity= “Boston” and ArrCity= “Istanbul”;

4.2.3 Elevation Axioms (M)

Elevation axioms are used to relate sources and the domain. read@lprimitive
relation (i.e. ordinary database relations) in the source set is etkvat asemantic
relation. This is accomplished by mapping each primitive object dag¢a cells) in the
primitive relation to a semantic object in the semantic ielatSkolen® functions are
used to assign unigue object ids to each semantic object. dlemskunction has the
following general structure:

fskoten{X )= skolem(Semantic_Type(X), X , Context(X), Colunmdef@X), Primitive_Relation(X))

For example the primitive price object of type number fronptimitive relation Yahoo
shown in Figure 4.1, would be assigned the following unigue object id:

fskolen{Price)= skolem(price, Price, c_yahoo, 3, yahoo{PAce,T,D,AD,DC,CC,AC))

where ILA, Price,T,D,AD,DC,CC, and AC are logical variables correspotitetphysical
values of the yahoo relation.

Semantic relation Yahoo would then be constructed in COIN withahmination of
each semantic object derived from a primitive relation as follows:

yahoo’(fskolen(lD)afskolen(Air”ne)_v fskolen(Price)a Ekolen(TaX)y Ekolen(DepDate)a ;kolen(Aerate)a Ekolen(DepCity)a
fskolen(cxncountry)a Jkolen(ArrClty))

4.2.4 Context Set (C)

As we mentioned in the domain model section modifiers areiadpetributes that
affect the interpretation of a semantic object value. Theadlto model in COIN defines
what types of modifiers apply to which semantic types. Contxssa multi-set, which
contains sets of rules that determine the values of mecslifin a particular context. For
example, the modifier values for context of Yahoo (refer to Eiguf) based on the
ontology from Figure 4.4 is shown in Table 4.1. The table shioavsémantic types with
their modifiers, and modifier values. Note that modifieluga can be described via a

18 Skolem functions are used to transform existdytigualified logical variables into universally diiied
ones. Refer to [Goh 97] for more details.
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variety of ways, but they must come from a shared domain thatalataes and receivers
agree.

Semantic Type Modifier Value

Price Type Nominal
Coverage One Way

Date Format American

MoneyAmount Currency uSD

Currency Format 3 character

Duration type hours

Table 4.1 Extensional Context of Yahoo

The table corresponds to tertensionatontextof yahoo for it is a collection of physical
values.Intensional contextf yahoo is the labeled set of rules in the context multikext t
describe the context with logical expressions. For examplentitifier values for price

in the yahoo context (c_yahoo is used as the identifier) would be defined as:

modifier(price, Object, type, c_yahoo, Modifier)
cste(priceType, Modifier, c_yahoo, "nominal®).

modifier(price, Object, coverage, c_yahoo, Modifier)
cste(coverage, Modifier, c_yahoo, "one-way").

These definitions above correspond s@atic modifier declarations whose values are
constant (i.e. “nhominal” and “one-way”). It is also possible tandefmodifiers whose
values are variables. Below is an example afyaamic modifier declaration for the
currency modifier of moneyAmount semantic type:

modifier(moneyAmount, Object, currency, c_intl, Modifier)
attr(Object, provider, Provider),
attr(Provider, locatedin, Country),
attr(Country, officialCurrency, Modifier).

In this modifier declaration the value of currency modifgeobtained by finding the
provider from the price object, the country from the provideratpgnd finally finding
the official currency from the country object. Note that medif themselves are
semantic objects, therefore may have their own modifiers. An erawhfhis is shown in
Figure 4.5 and Table 4.1, in which the currency type has a modifier caltedtfor

4.2.5 Context Assignmentsy)

Contexts labeled in the context set are assigned to relationsweithappingt. In the
elevation axioms section we have shown how the sources arahtiblegy are linked
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with the construction of semantic objects. Context assignmemetsdone during the
semantic object construction as seen in the example we repeat below:

focoien(X )= skolem(Semantic_Type(X):®XContext(X), Column_Order(X), Primitive_Relation(X))

For example, c_yahoo context identifier is assigned to tloe piata cell from the yahoo
primitive relation as follows:

fskolen{Price)= skolem(price, Price, ¢_yahoo, 3, yahoo{PAce,T,D,AD,DC,CC,AC))

With this mapping structure data cells within a single i@tatan be assigned different
context identifiers.

4.3 Query Answering in the COIN Framework

Queries in COIN are formulated in SQL in a receiver odfité’ and refer to
individual database schemas and/or views. SQL queries inpugdry are translated into
clausal form (i.e. Datalog, which is thagical equivalent of SQL) in COIN. For example
query Q2 would be translated into CQ2 shown below in Datalog like ndtation

(Naive query) NQ2— answer(Airline,Price)

answer(Airline,Price)-
yahoo(_,Airline, Price, _, “01/06/03”, “01/08/03" , “Boston”, _, “Istanbul”).
Context: c_user

This query is named asnaive querybecause the direct execution of it would ignore
potential semantic conflicts and would most likely returrconmate answers. Therefore,
this query is converted intowell-formed® query, through steps explained in [Goh 97].
This well-formed query refers to semantic relations insteagdriofitive relations, and
therefore uses thealue(X, C, Y)notation to refer to the primitive value Y of semantic
object X in context C. The example query, NQ2, can be written &l &onmed query as
follows:

(Well formed query) WQ2:- answer(VAirline,VPrice)
answer(VAirline,VPrice)—
yahod(_?* Airline’, Pricé, _, DDaté, ADate , DCity, _, ACity),
value(Pric& c_user, VPricéy,
value(Airliné,c_user, VAirline),
value(DDat&c_user, “01/06/03),

9 This value refers to primitive relation

20 Can also be called user or query context

2L | ike data sources, users have their own contesttaetl by modifier value assignments

% For easier readability we will use Datalog stylstéad of the style adopted in [Goh 97].

% This name is adopted taken from [Goh 97].

% in logic programming corresponds to anonymouiaisées whose names are not needed.
% Read as “the value of semantic object Priceontext c_user is Price”.
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value(ADatéc_user, “01/08/03”)
value(DCity, c_user, “Boston”)
value(ACity, c_user, “Istanbul”).

The above well formed query incorporates the receiver context, anitesetlie naive
guery using the semantic relations corresponding to primitive relatainsgys. yahoo).
Because the objects of semantic relations are semantidplifezy are mapped to their
primitive values in the user context (c_user) through the use of valliegise

This well formed query then needs to be rewritten into a restiguery to obtain the
intensional answertto the original queryAbductive reasonings chosen here for it
provides the desired intensional answer, as opposed to the extensswat that would
be obtained from deductive reasoning. Next, we explain the|gatéi abductive
reasoning from operational point of view.

4.3.1 Overview of Abduction in COIN

Like induction, and deduction, abduction is an inference technique usmgidnit is
a form of hypothetical reasoning that offers explanatory faots bbserved ones and a
set of rules [Denecker and Kakas 02]. In the simplest gasm the rule “Y implies X",
and the observation X, abduction infers Y as a possible explanation of X.

An abductive programming framewgr&onsists of a set of rules known as the theory
(e.q. {"Y implies X"}), possible explanations known as abducil{eg. Y) and integrity
constraints (e.g. Y must be integer) Given a query Q, the abelueasoning task is to
find a set of explanations from the set of abducibles such thaateeyonsistent with the
theory and integrity constraints.

In order to use abductive reasoning, COIN framework (G, S, My)Qs first
converted into an abductive framework by constructing the

* theory from the union of domain model G, mappings M, contextCseand

context mappingg, which constitute a set of rules;

* integrity constraints from the integrity constraints defined irsthece set S; and

* abducibles from extensional predicates (e.g. yahoo relation) bald in

predicates that is admitted by the query language (e.g. +, >, etc.)

Then given a well formed clausal query Q, abductive reasoningthlggorogresses
to find a set of extensional and built in predicates as an an3Wherdetails of how
abductive reasoning works can be found in [Denecker and Kakas 02¢n@heesult of
abduction in COIN is a mediated query expressed only using thesetal relations,
and built-in features that are admitted by SQL. It is atmesidered as the intensional
answer to the query issued by the user, for it expressesisiesr in terms of predicates
not with a set of facts. This intensional answer can then benigptl, and executed
against the sources to retrieve extensional answers.

4.4 ECOIN compared to COIN

As we explained in this chapter COIN is a realization of @uatext Interchange
strategy first articulated in [Siegel and Madnick 91, Scito.€94] in the form of a data
model, reasoning algorithm, and a prototype implementation. EC{SI another
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realization of the same strategy, with differences in reprasent reasoning and the
prototype. Below we analyze these differences one by one.

4.4.1 Representational Differences

ECOIN improves COIN by providing a solution for representang reasoning with
equational ontological heterogeneities. We introduce a concefaraformation of
ontological heterogeneities into contextual heterogeneities g Usosely defined
terminology in the shared ontology. Yet, the way ontological conlicgsrepresented in
ECOIN is not unlike the way contextual heterogeneities apmesented in COIN.
Representational differences between the two can be found in thecamaersion
functions are represented in ECOIN. Unlike COIN, conversion functionSCOIN
constitute a bidirectional graph. Combined with the new reagarapabilities, this new
representation considerably cuts down the need to define new conversitoninct

In ECOIN, we address the merging of disparate applications viicbn-existent in
COIN. We define a completely new and backward compatibleseptation of merging
axioms, which allows scalable construction of ECOIN applications.

4.4.2 Reasoning Differences

The major novelties introduced by ECOIN are in the reasosiggrithm and
prototype implementation. ECOIN introduces a symbolic equatitwersencoded using
a declarative custom constraint definition language called t@amis Handling Rules
(CHR). We combine abductive and constraint logic programminigtéstwine query
mediation with symbolic equation solving, which is essential inoreag with equational
ontological conflicts. ECOIN also provides the functionality torafgeon the conversion
graph with the integration of Dijkstra’s scalable shortest pgthrithm into the reasoning
process.

Furthermore, the reasoning algorithm is expanded to deal withetivedemands of
merging disparate ECOIN applications. This expanded reasotgogtiam is a first
attempt in dealing with virtual applications that do not physiaaiytain ECOIN axioms,
but links other applications using the ECOIN merging framework.

4.4.3 Prototype Differences

ECOIN offers numerous improvements over the prototype mgtgation of COIN.
First, it actually implements many of the missing featuné COIN prototype such as
inheritance between semantic types, context identifiers, aifiers. Second, ECOIN
prototype implementation is more modular compared to COINit ds&s a cleaner
separation between different system components. This ma&asidér to understand and
build on top of the ECOIN prototype for future students working on the girojée
guery optimizer and execution engine of ECOIN is built on a nevalibty based
optimizer, and has been more reliable compared to COIN optingind execution
engine. Furthermore, ECOIN offers graphical metadata maredgenapplication
building and merging tools for end users.

In the coming chapters we provide a detailed account of the featUe€XaiN.
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Chapter 5
Extended COntext INterchange

Extended Context Interchange (ECOIN) provides a knowledge espiadi®on
framework and a reasoning platform for integrating hetereges information systems.
In this chapter, we describe the ECOIN knowledge reprasamttiamework in detail.
Before doing that we find it useful to provide background on some déeyeoncepts
behind the ECOIN representation framework, namelyntext ontology and logic
programming.

5.1 Context

With the globalization of information over the internet, recougzthe role of
context in achieving semantic interoperability among hgeeous and autonomous
systems has become an important endeavor. In this sectionowidepan overview of
studies on context that can be found in the literature of philosophy, réfidiah
intelligence (Al), including knowledge representation, natiaajuage processing, and
intelligent information retrieval.

According to Collins Cobuild English Language Dictionary the condéxstomething
consists of “the ideas, situations, events, or information thatergéd it and make it
possible to understand it fully” [Akman 02]. In [Sperber & Wilson &jtext is defined
as “the set of premises used in interpreting an utteranceycagbsgical construct, a
subset of the hearer’'s assumptions about the world”. In [McC&a8hyno definition of
context is offered, for they are viewed as rich objects that ciaencdmpletely described
[Guha 91].

In the field of philosophy, study of context goes back to 1898 to philos@jtaetes
Peirce, who describes making meta level assertions aboatiqespositior® as well as
the rules of inference for importing and exporting information into and oteafdntexts
[Sowa 97]. Another philosopher Mario Bunge provides a formal definiticcoonfext in
[Bunge 74] as follows:

2 This is known aseification in the Al community.
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“DEFINITION 2.10 The ordered triple C=<S,P,D> is called a (conceptual) cobext
frame) iff S is a set of statements in which only thedigae familyP occur and the
reference class of every PIns included in the universe or domainx.”

This definition defines context as set of statementsonstructed by using a set of
designated predicateand adomainthose predicates draw upon. Consider for instance
the conceptualization of the price of an airfare with theipagel set P={price, currency,
scalefactor}, and domain D ={f}arein, Dprice Dcurrency Dscatefactg Which corresponds to
domains used in the predicate declarations (esgrefdy= {USD, EUR, ..., JPY}. The
context as defined by Bunge in this case would correspond tool esgiations that can
only be constructed with a designated set of predicates aindidmeains. One example
would be:

C = qcurrency(LH421, USD), scalefactor(LH421, 1}, {price, currency, scalefactor
{LH421,LH422, NWO030,..., 0,0.01,0.02,..., USD, EUR,...ITL,1,1p90

where S describes the currency and scalefactor of edaheaiP is the set of predicates
that can be used in S, and D is the domain of the predicate diedsrdhis definition
constitutes the basis of context representation in [Lee 96].

In Al, the main motivation for studying formal contexts is tootes the ‘problem of
generality’ [McCarthy 87]. Although computers can beat thet haman player in chess,
they lack the ability to generalize specialized knowleddpis, the study of context in Al
concentrates on finding a unified formal framework for repr@sgrand reasoning with
context. This may be quite challenging (and even arguably unpreelyeétirst 00]),
given that context is used for different purposes in diffesari fields of Al. In
knowledge representation and reasoning, for example, contéxiLight of as an agent’s
partial representation of the world, whereas in natural larggpagcessing, context is
conceived of as a collection of features of the location in whitlagent produces a
linguistic expression, and is therefore assumed to be refatdte state of the world
[Bouquet et. al. 01]. Along the same lines, Akman, drawing fromahgetheory and
social sciences, views context as a social construct andsafisattinterpretation is
possible only within shared contexts [Akman and Surav 97].

The formalization efforts of context are categorized into tveugs by [Bouquet and
Serafini 03]:the Propositional Logic of ContePLC) [Buva and Mason 93] antocal
Models SemanticLMS) [Ghidini and Giunchiglia 01]. The comparison of these two
approaches is analogous to that of tight vs. loose coupling apean database
integration and we find it useful to explain each in more detail.

5.1.1 Tightly Coupled Contexts

PLC is an example of this approach, which was also called &l conquer” in
[Bouquet et. al. 01]. We call this approach tightly coupled becaii#®e existence of a
unique global vocabularthat ties all the contexts together. McCarthy’s efftalisunder
this category, and so does the approach used in CYC [Lenatl&9);, Guha, 1991], as
a way of partitioning a global theory of the world with twodksvof nesting: micro-
theories and the default outer level.

65



In this approach axioms and statements are true only in extomhis is expressed
by amodality?’ called ist(c,%. For example,

Co: ist(context-of(“Sherlock Holmes stories”), “Holmes is a devel].
means that the statement “Holmes is a detective” is itrue context of Sherlock
Holmes stories. The preceding denotes that this statement is asserted in an outer
context, thus points out to the nested composition of context dependemhesits.
Formulas between contexts can be related together with the usengfdifioms.

In [Buvac 98], one of the best representatives of this approach, an lexamp
reasoning with Navy and General Electric (GE) databasepven. In this example,
databases differ on the definition of engine prices, which inclsderment of spare
parts and warranty in the Navy database, in addition to GE’s egppldin engine price.
Contexts defined in this example argg.Cciay corresponding to the GE and navy
databases andsthe problem solving context. The details of this example tifieequery
posed in the problem solving context, the existing factsesspd in their own context,
and lifting axioms that define translations between differentexts) are shown in Table
5.1.

Query

Cos iSt(Gavy Price(FX-22-engine, $3611K))

Facts

ist(cgg, price(FX-22-engine, $3600K)).

ist(ceg, price(FX-22-engine-fan-blades, $5K)).

ist(ceg, price(FX-22-engine-two-year-warranty, $6K)).

ist(Chavy Spares(FX-22-engine,FX-22-engine-fan-blades)).

ist(Ghavy Warranty(FX-22-engine,FX-22-engine-two-year-warranty)).

Lifting axioms

value™(cag, price(x)) = GE-price(x)

value(Gavy price(x)) = GE-price(x) + GE-price(sparegsffy, X)) +
GE-price(warranty(favy, X)).

Table 5.1 Navy and General Electric Integration Example

5.1.2 Loosely Coupled Contexts

LMS is an example of this approach, which was also catleshpose and conquer”
in [Bouquet et. al. 01]. We call this approach loosely coupled betheseisno such a
thing as a global theoryf the world, but only many local theories. Unlike the tight
coupled approach, contexts in loosely coupled approach are autonomous thidiomes
predefined common vocabulary. Relations between contexts, apéiststd on a peer-to
peer basis, as a collection of constraints on what can (or cannoighe & context given
that there is some relation with what holds in another ganidis is depicted in Figure
5.1, with each rectangle corresponding to local theories withreliffeontexts and dotted
arrows establish the links between their contexts.

" The classification of propositions on the basisvbéther they assert or deny the possibility,
impossibility, contingency, or necessity of theintent.

% Read as “p is true in context ¢”

# value(c,t) is a function which returns the valdiéeom t in context ¢
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Figure 5.1 Loosely coupled contexts (adopted from [Bouquet et. al. 01])

This approach has been used in [Ghidini and Serafini 98, 00], in itteEgra
information systems. They provide an example that integrageddtabases of four fruit
sellers with different contexts. Conflict resolution betweentexts is done pair wise for
each database, since they do not subscribe to a common globgl theible example,
one of the sellers (1) provides fruit prices without includinge$a the other denoted as
the mediator (m) considers prices with taxes (7% perceni3. cinflict is resolved by
defining a view constraint as following:

1: has-price(x,y)» m:Ly" has-price(x,y) Oy =y +(0.07*y)

This view constraint establishes the link between differingepaefinitions of source 1
and mediator m.

While loosely coupled approach to modeling contexts offers morebiliexiin
dealing with contextual disparities among data sources, iersuffom the scalability
issues since constraints that relate context of each sslwocéd be defined on a peer to
peer basis. This requires each source to know about allsmieces, which may be quite
costly. Tightly coupled approach to modeling contexts, on the other éaalles one to
relate contexts of sources (i.e. by using lifting axiomejargenerally with the power of
a shared language, but it suffers from the flexibilityéssas the language evolution has
to be coordinated between sources.

5.2 Ontology

In recent years, the study of ontology, with its roots in philosppiag become
intertwined with the development of artificial intelligen@nd of information systems
science [Smith and Belty 01]. Although the term ontology assumeseaetiffimeaning in
philosophy (i.e. the metaphysical study of the nature of beingasigmce), in computer
science it corresponds roughly to an “agreement about a sharewl,fexplicit and
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partial account of a conceptualization” [Gruber 93, Guarino and t&uB&, Ushold and
Gruninger 96, Spyns et. al 02]. Ontologies can range from simpleagies or relational
database schemata to a hierarchy of concepts related by suiosunelationships to
formal logical theories that specify relations and conssaistween terms as well as
inference rules.

In information integration, ontologies are increasingly being use@ amifying
framework for translating between different models of fogfeneous data sources to
achieve semantic interoperability. Information integrationqmtsj such as SIMS [Ariens
et. al 96], CARNOT [Collet et. al 91], InfoSleuth [Woelk and nilimson 94],
OBSERVER [Mena et. al 96], Information Manifold[Levy et. al 95], I8{®oh 97] are
all ontology-based approaches [Wache et. al 01]. A detailed sttidyntologies in
information systems can be found in [Smith 03] and [Guarino 98].

Among various studies found in the literature we find Guarino’s epthd study
insightful and most relevant to this Thesis. In [Guarino 98], an agyois defined as
follows and illustrated in Figure 5.2:

Conceptualization

J—

Models of q_ptdibgy 0

----------

---------------
.......

s 0

T o

Intended models ¥ 4 Models of language [

., * Q
* - » *
...........
-------------
----------------------------
------------------------

Figure 5.2. Ontology as a coarse specification of a conceptualization

“An ontology is a logical theory accounting for the intended nmgaof a formal
vocabulary, i.e. its ontological commitment to a particulanceptualizatiotf of the
world. The intended modéfs of a logical language using such a vocabulary are

30 4 set of informal rules that constrain the strienfra piece of reality

3L A model is an interpretation (i.e., an assignnuéntuth values to symbols) of a set of sentences s
that each sentence is “true”.
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constrained by its ontological commitment. An ontology indirectéflects this
commitment (and the underlying conceptualization) by apprdxigahese intended
models.”

The formal details of this description are beyond the scopesftiesis, and can be
found in [Guarino 98]. Intuitively, however, this definition underlines an inaadr
property of ontologies that they are imprecise specificationsooiceptualizations;
therefore they also admit unintended models of a language degemdimow fine-
grained they are specified. In Figure 5.2, an ontology is showestrict the models of a
language, yet this restriction is not precise enough to gxemtiespond to the intended
models of the conceptualization it specifies. In Figure 5.3gme an example involving
multiple conceptualizations and one ontology to approximate teedatl models of both
conceptualizations.
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Figure 5.3. Ontology as a coarse specification of a conceptualization

The ontology in this example has to be less restrictive thdher of the
conceptualizations, since it has to be able to specify both.xaonpe, even though the
two conceptualizations may have different definitions for priceminal vs. including
tax) in their intended models, the ontology created to approximheset
conceptualizations may instead adopt a more general defimtignice that subsumes
both variations as special cases. We further advancedéés and suggest that the
variations can be represented using contexts, as will be egglan more detail in
coming chapters.
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5.3 Logic Programming

Logic programming, developed in the early 1970s, is a declaratiethod of
knowledge representation and programming based on first-ogier[Kowalski 1974].
A general logic program can be viewed as a collection esr(dr clauses) of the form
[Baral and Gelfond 94]:

Ag <« Aq, ..., Am, NOt Ap+e,..., NOL A,
Each A s a literal (or atom) in the form(gs, ..., an), where pis a predicate symbol and
a; are termsNotis a logical connective called negation as failure iRflCI78], A is the
head (or conclusion), the right hand side of the rule is the bodprémnise). In the
special case of body being empty, the head is also cditexd a

Rules or literals that do not contain any variables areaghlound The set of all
ground literals in the language of a logic program is calkedetbrand baseThe set of
all possible terms that the theory can make assertanosit are called itslerbrand
universe An interpretationis an assignment of literals to truth valuesnAdelof a logic
program is an interpretation, which satisfies all of its rules.

General logic programs that do not have negative literalsaflezl definite programs,
also known as, Datalog. Database relations can be defined in &® iw Datalog:
extensional databasgDB) relation is the set of ground facts often stored in abdae,
whereasintensional databas€IDB) relations are defined by logical rules. In the
relational model all relations are EDBs and view definitions are goaoto IDBs.

The semantics of a logic program depends on how they define thigabdiiy of the
rules. The meaning of a Datalog program is defined in theges \m [Ullman 91]Proof
theoreticinterpretation is the set of facts that can be derived trenrules in a logic
program (i.e. forward chaining). Theodel theoretic interpretation corresponds to
finding an assignment of truth values to all variables thakes all rules true. The
computationalinterpretation is about designing an algorithm for executingsrub
determine whether a predicate is true or false. For defiogic programs all of these
interpretations coincide with one another.

The semantics of a general logic program, however, is coatgd by the
interpretation of negation [Apt and Bol 94]. Namely, how does ~aduate “not Q?
One of the first attempts for the interpretation of negatiorClark’s Completion
Semanticswhich, informally stating, replaces the implications by eapeinces [Clark
78, Lloyd 84]. Innegation as finite failurenot Q is a consequence of a program if Q
finitely fails [Clark 78]. Finally, using theclosed world assumptionnot Q is a
consequence of a program if Q cannot be proven. The relationships metvese
interpretations are examined in detail in [Apt 90].

Due to some inadequacies of the above stated approaches tiiomegéher
approaches have been suggesketfect modesemanticsfor example, is defined for
stratified programs (i.e. programs which can be decomposed in¢oedifflayers), where
predicates defined in a given layer cannot depend negatively dicgies defined in
lower layers [Castro and Warren 08}able model semantiemdwell founded semantics
try to extend the perfect model semantics to general fwgigrams, the first one taking a
possible worlds approach by assigning a set of models to aaprpghe latter by
assigning a unique three-valued interpretation to each program.
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In logic programming languages such as Prolog, definitec Ipghigrams extended
with negation, built-in predicates (i.e. =, <, and so on), anditmsymbols are allowed.
Inclusion of built-in predicates and functions require that a logigraro is safe (i.e.
derives a finite set of answers), which is easily verified usindetysariteria discussed in
[Ullman 91]. Queries can be evaluated bottom up or top-down, byingenew facts
from the existing facts or recursively transformingaalginto a series of subgoals that
terminate in a fact. Detailed analysis of query evaluatamhriques can be found in
[Dantsin et. al. 01].

ECOIN data model is based on Datalog with negation extenddd hwuilt-in
predicates and function symbols. We explain the details of ECOIN next.

5.4 ECOIN Knowledge Representation

In this section we formally introduce knowledge represeaniatt ECOIN, which is
built on top of COIN. For completeness, definitions which areritdéd unchanged from
COIN will be stated here as well.

ECOIN uses first order logic (FOL) as the language of reptation, departing from
COIN'’s use of F-Logic and Gulog inspired language (COINL) [Goh 97]. We eheGs.
for a number of reasons. First, (FOL) has been around longer thlarFiamgic and
Gulog, and is better understood theoretically. Second, FOL can lok bhatle for
knowledge representation and programming, allowing us tdyeasike the transition
from theory to implementation. Furthermore, this choice waituanced by the
experience and familiarity of our research group members vith éompared to the
COINL.

As mentioned in the previous section, it is difficult to come wath an all-
encompassing definition for context and ontology, for they may tiéfezent definitions
depending on the purpose. The definitions in this section are givehef@urpose of
formalizing ECOIN, and do not intend to provide generalized definitions.

Our structure of introducing knowledge representation in ECQIN be by
providing the syntax and semantics of its language, which wilnioate in the
construction of an ECOIN framework. Definitions will be followdxsy informal
restatements when need be, and also by examples to clarihetdreng. This framework
introduced in this chapter is further extended in the Chapteritid, merging related
constructs.

5.4.1 Basic Concepts

In this section we provide the definitions of basic constructs used in ECOIN
Definition (Construct}

* A sourceis a set of predicates intensionally describing database relations.

* A context identifieis a unique constant.

* A primitive typeis a data type with a materialized domain in native ssurc
Instances of primitive types are calledmitive objects Thevalue of a primitive
objectis equivalent to itself (i.e. object identifier and value are the same)

* A semantic typdas a conceptual data type without a materialized domain. A
semantic objecis an instance of a semantic type. Ta&ieof a semantic object
is obtained by a functiorf:CxSo— Po, where % is the domain of semantic
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objects (identifiers), C is a set obntext identifiersand B is a set of primitive
objects.

An attribute specifies a property of a semantic type, and can be viewed as
functionf: S-S, where S is the set of semantic types.

A modifier m is adesignatedattribute. The decision to designate a certain
attribute as a modifier depends on whether that attributepiscitty specified in
some sources as contextual knowledge and if the value of thddutattr
functionally determines the value of a

Examples:

An example source would be the yahoo database shown in the aktarple,
with yahoo, cityAirport, crcyconvert relations.

An example context identifier would be ¢_yahoo as in the airfare example

An example of a primitive type in SQL would be varchar, rea, iateger. Their
values such as “Smith”, 2.1, 1 would be examples of primitive objects.

An example of a semantic type would be the concept of numbependent of
its representation. Similarly, number two without any #gmecepresentation
would be an example of a semantic object. The object identfiar semantic
object will be described later. The value of the semantiecoBBpumber two” in
context ¢_yahoo would be 2.

Example attributes would be thmice property of semantic type product, and
currency attribute of semantic type price. (Note that price isduseth as a
property and semantic type identifier in this example, whschegitimate in
ECOIN)

An example modifier would be thairrencyattribute of price semantic type. The
currency modifier of price could take different values (dJ$D, EUR) in
different contexts, which would affect the value of semantic pricectdj

5.4.2 Declarations

This section contains basic declaration syntax used in @@IE framework. In
definitions belowt,T' are semantic types; t, &re semantic objects; a is an attribute
symbol; m is a modifier name; c is a context identifigr;t,, mvs mv; are primitive
objects; Ly, ..., Lyare atoms or user defined literals.

Definition (DeclarationsA declaration is defined as follows

A sub-type relationshifr is a sub-type of'):
is_af,t’)
In this caser,t' can also be context identifiers.
Attributesof a semantic type
attributest, [ay,...a))
Modifiersof a semantic type
modifiers@,[my,...,mJ]):
A source relation
relation(D,R,A,S)
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where D is the database identifier, R is the relation namspeXkifies if the
relation is abducible, S is the schema of R as a set of pairs in the form of
[primitive object, primitive type].
* An attribute atom
attribute(t,a,;) — Lg, ..., Ln.
* A modifier atom
modifier(t,t,m,c,t) - Ly, ..., Ln.
* A value functiorf:SoxC - Po where $ is a set of semantic objects, B a set of
primitive objects and C is a set of context identifiers:

value(t, c, )
Examples:
* is_a(product, basic): basic is a supertype of product (or product is a subtype of
basic).

* is_a(price, monetary value): monetary value is a supertypecef pri

* is_a(c_yahoo, c_usa): c_yahoo context is a subtype of c_usa context

» attributes(product, [country, price]): semantic type product has tilguadts
country and price.

* modifiers(price, [currency, type]): semantic type price hasmodifiers currency
and type(specifies whether the price is nominal or includes tax etc.)

* Relation: relation(yahooDB, cityAirport, i, [[city,string],[airgostring]]).
where yahooDB is the database name, cityAirport is a relation iddtabase, i
denotes that the relation is abducible, (e would denote that the retatioin
abducible -- e.g. a view--), city and airport of type string are thenaolhames of
the cityAirport relation.

» Simple attribute declaration:

attribute(Product, price, Price) r';(Product, Price).

where h isa semantic relation, price is the attribute name, Product and Price are
semantic objects
This declaration defines how the price attribute of semantectBjoductcan be
obtained from the semantic relatiory. YWe call it simple since it involves only
one semantic relation.

» Complex attribute declarations with semantic joins:

attribute(Product, country, Country) r';(Product, Price),
I'>(Product, Country), value(Product, ¢, Prodg)et
value(Produgt ¢, Produg), value(Produet c, Produg).

where f;,1'; aresemantic relations, ProdudProducg, Country are semantic
objects, Produgts a primitive object, c is a context identifier.
This declaration means that the country attribute of a product can beecobibgi
joining two semantic relation$ randr’; on the Produgtand Produgtsemantic
objects. Value functions are used to enforce that the join objects (i.e. Rraddct
Product) and the object under consideration (i.e. Product) have the same
primitive values in the same context.

» Static Modifier:
modifier(price, Price, currency, c_usa, M)
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cste(currencyType, M, ¢c_usbeSD”").
where cste is a utility function that builds a semantic object &tatic values. The
required inputs for this function are the type of the modifier objecteoayiType),
the modifier identifier (M), context in which the modifier valudeng declared
(c_usa), and the static value of the modifier in that context (“USD”).

» Dynamic Modifier:
modifier(price, Price, currency, c_world, M)

attribute(Price, product, Product),

attribute(Product, country, Country),

attribute(Country, officialCurrency, M).
In this example, the modifier represented by the semantic objestbdirig assigned
a semantic object directly (as opposed to building one through the use of cste
functiong by using the attribute functions. Given the semantic objed, First its
product? attribute is obtained

5.4.3 Context

This section contains context related definitions. Most of ethe&finitions
computationally specify how to construct the definitional elasm&om the declarations
in the previous section.

Definition (Context Frame of a Semantic Type

Let T be a semantic type, the context frame, (1), is defined as a set as follows:
M(basic) =0J.

i=1..n, m O M(1) — modifierst,[my,...,my]).

m 0 M(T) —is_af,ts) m O M(ty).

Informally, the context frame of a semantic type is recursivelinddfas the union of its
modifier set and its parent context frame. The context drafnsemantic type basic
constitutes the base case, and has empty context frame.

Intuitively, the context frame of a semantic type corresponds to its [Shicadlifier set.

Example:
* The context frame of semantic type price is {type, coveragezroty} (see
Figure 5.5)

Definition (Extensional Context of a Semantic Object

Let t be a semantic object of typethe extensional context ¢ of object £(Cc), is
defined as a set as follows:

Cg(t,basic) =[1.

{m,t,} O Cg(t,c) « m O M(1), modifier(t, t, m, c, t'),value(t',G}.

{m,t,} O Cg(t,c) < is_a(c,g, {m,ty} O Cg(t,c), {m,t'} O Cg(t,c).

32 While this may seem like a counter intuitive &tite function, each data cell is uniquely represir .
With that in mind, it becomes reasonable to segce jplata cell referring to its product.
33 Referring not only to physical, but also to infelaitems.
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Informally, given a context c the extensional context of a semantic abjtw set of
modifier, value tuples in that context. Modifiers are aledifrom the context frame of
its semantic type. Modifier values are derived from modifietatations for the semantic
object in context c, or any of its supertypes, the sub contex¢walerriding the parent
ones.

Intuitively, the extensional context of a semantic type is its cotfitarie appended
with modifier values.

Example:
Extensional context for the objects of semantic type Price in yahoo conasxitakows:
{<type, “nominal” >, <coverage, “one-way”>, <currency, “USD">}

Definition (Intensional Context of a Semantic Object
Let t be a semantic object of typet' be a semantic object, the intensional context ¢ of
object t, G(t, ¢), is defined as a set as follows:
Ci(t,basic) =[1.
(modifier( 3 t, m, ¢, ) Ly, ..., L) O C(t,c) « mO M(1).
(modifier(_, t, m, g t) < Ly, ..., Ly) O C(t,c) — is_a(c,e),
(modifier(_,t, m, g t) < Ly, ..., Lyy) O C(t,cy),
(modifier(_, t, m, ¢, t) Ly, ..., Ly) O C(t,c).

Informally, intensional context ¢ of a semantic object t is recurgigefined as the
union of its modifier atoms corresponding to the context framts gemantic type, and
the intensional context of t, where gis a supert-type of context c. Sub context modifier
atoms override super type modifier atoms.

Intuitively, the intensional context of a semantic object is the logieabf modifier
atom declarations.

Definition (Semantic Object Set of a Primitive Relajion

Let r be a relation in source s, I¢the the elevatioRl of t, the semantic object set of this
relation $(r) is defined as follows:

t' 0 So(r) « relation(s, r, _, S),ijti] O S.

Informally, semantic object set of a relation are those obtained duravatiein. See
mapping definitions for more detail.

Intuitively, the semantic object set of a primitive relation is theofesemantic objects
corresponding to columns in a relation.

Example: The semantic object set of the cityairport relation from the aiggaample is
{City',Airport'} as shown in Figure 5.5.

Definition (Context Identifier Set of a Primitive Relatjon
The context identifier set of a primitive relation r, Clg),the set of context identifiers
used in elevating r to semantic relation r

Example: The context identifiers of the cityairport relation from the airlatample is
{c_us} as shown in Figure 5.5.

3 means “any” in logic programming.

% Refer to mapping definitions.
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Definition (Context of a Relatign

Extensional and intensional contexts of a relation r, denoteg (), Ci(r) are defined as
follows:

{t.c,mv} O Cg(r) « t O So(r), ¢ CI(r), {m,v} OCg(t, c).

Ci(n) OC(t c) « tOS(r), cCl(r), G(t, c).

where %(r) is the semantic object set of primitive relation r.

Informally, the extensional/intensional context of a relation r is theorurof its
extensional/intensional contexts defined for the semantic objedtsantext identifiers

of that relation.

Intuitively, extensional/intensional context of a relation is the union of the
extensional/intensional contexts of its semantic types.

Example: Theextensional context of cityAirport relation is

{< Airport’, c_us, format, “airportname”>}

Theintensional context of cityAirport relation is

{modifier(airport, Object, format, c_ us, Modifier)
cste(airportName, Modifier, c_ us, “airportname”).}

Definition (Context of a Sourge

Extensional and intensional context ¢ of a source s, denotegd(®y G(s) is defined as
follows:

Ce(s) O Cg(r) — relation(s, r, ).

Ci(s)O Ci(r)  relation(s, r, ).

This is simply the union of contexts of relations that are includadsource.

Definition (Context Referred by Identifier

Extensional and intensional context referred by an identifieg(c) G5 (c) is defined as
follows:

{t,m,v} OCg(c) « {m,v} OCg(t, c).

Ci(c)OG(t, c) « G, c).

where t is of semantic type

Informally, the extensional context referred by a context identifies the set of
semantic type, modifier, and modifier value triples whére modifier and its value are
obtained from the extensional context definitions referring aatext identifier c.
Similarly, intensional context referred by a context idesrtifc subsumes all the
intensional context elements referring to context identifier c.

Intuitively, context referred by identifiers is the set of all contsfinitions with the
same (logical) identifier.

Example: Extensional context of c_us is as follows:
» {< airport, format, “airportname”>; moneyAmount, currency, “USD">g
currency, format, “3char">}
Intensional contexts from the airfare example are shown in Figure 5.4.

Definition (Context Frame of an Ontolopy
Context frame of an ontology O, is a set defined over the semantic types $mblogy
as follows:
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{1, C()}IC(O) - C(1), Cr) 20,10 S.

Intuitively, context frame of an ontology is a collection of all of non-empty context
frames of its semantic types.

Example: Context frame of the airfare ontology is as follows:

{

{moneyAmount, {currency}},

{currency, {format},

{airport, {format}},

{price, {currency, coverage, type}},

{date, {format}}

}

Definition (Extensional Context of an Ontolggy
Let S be the set of sources that subsétiteean ontology O, the extensional context of
an ontology is defined as follows:

Ce(0O) O Cg(s) < Ce(s), s S.

Informally, this is equivalent to the union of extensional source contivds
subscribe to the ontology.

5.4.4 Sources and Constraints

This section contains definitions relevant to sources and their cornstraint

Definition (Relations of a sourge
Relation set of a sourceg R(S) is defined as
relation(g, R,_, S) R(S) ~ relation(s R, _, S).

Example:

R(yahooDB) = {relation(yahooDB, yahoo, |, [[...,...]....]) , relation(yahooDB,
cityAirport, i, [[city,string],[airport, string]])}

Definition (Integrity Constraints of a relatign
Integrity constraints of a relation r, SC(r), is a collection of
» Kkey constraints that express the keys of a primitive relation
» foreign key constraints constraining the links between relations

% Refer to mapping definitions.
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C_us context
modifier(moneyAmount, Object, currency, c_us, Modifier)

Modifier = skolem(currency, “USD” , ¢_us, 1, constant("USD")).
modifier(currency, Object, format, c_us, Modifier)

Modifier = skolem(currencySymbol, “3char” , c_us, 1, constant("3char")).
modifier(airport, Object, format, ¢c_ us, Modifier)

Modifier = skolem(airportName, “airporthame” , ¢c_ us, 1, constant("aigrod")).
c_uk context
modifier(moneyAmount, Object, currency, c¢_us, Modifier)

Modifier = skolem(currency, “£” , ¢_us, 1, constant("£")).
modifier(currency, Object, format, c_uk, Modifier)

Maodifier = skolem(currencySymbol, “1char” , c_uk, 1, constant("1char")).
c_yahoo context
modifier(price, Object, type, c_yahoo, Modifier)

Modifier = skolem(priceType, “nominal” , ¢_yahoo, 1, constant("nominal")).
modifier(price, Object, coverage, ¢_yahoo, Modifier)

Modifier = skolem(priceType, “oneway” , ¢_yahoo, 1, constant("oneway")).
modifier(airport, Object, format, c_yahoo, Modifier)

Modifier = skolem(airportName, “3ltrCode” , ¢_yahoo, 1, constant("3ltr§pde
modifier(date, Object, dateformat, ¢_yahoo, Modifier)

Modifier = skolem(dateType, “American” , ¢_yahoo, 1, constant("Amé&jcan
C_user context
modifier(price, Object, type, c_user, Modifier)

Modifier = skolem(priceType, “final” , ¢_user, 1, constant("final")).
modifier(price, Object, coverage, c_user, Modifier)

Modifier = skolem(priceType, “roundtrip” , ¢c_user, 1, constant("roundtrip")
modifier(date, Object, dateformat, ¢c_user, Modifier)

Modifier = skolem(dateType, “European” , c_user, 1, constant("European"))
modifier(airport, Object, format, c_ user, Modifier)

Modifier = skolem(airportName, “cityname” , ¢_ user, 1, constant("citgt.

Figure 5.4 Intensional Context Declarations for the Airfare Example
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» general constraints that may involve semantic conflicts
These constraints are expressed as constraint rules.

Example:

» Key constraint for the crcyconvert relation
crcyconvert(FromCur, ToCur, ExchangeRaf@ate), crcyconvert(FromCur, ToCur, ExchangeRate
Date) —» ExchangeRates ExchangeRate

* General constraint for the yahoo relation
yahoo(ID,Airline, Price, Tax, DepDate, ArrDate, [#ty, CxnCountry, ArrCity),
DepDate > ArrDate- invalid.

Definition (Integrity Constraints of a sourge
Integrity constraints of a source s, SC(s), is defined as
SC(s) SC(r) — relation(s, r, S)d R(s)

Informally, this is the union of integrity constraints of each relation that belongs t
source s.

5.4.5 Mappings (Elevation Axioms)

This section contains definitions related to mappings betweenotlrees and the
shared ontology.

Definition (Mappings or Elevatior)s
* Given thattis of primitive typet; in relation r(,..., t,), which is in context c, is
elevated to a semantic objecbf typet'; with the following skolem function:
t' = skolem¢’, t, c i, r(ty,..., t))

» Given thatt,...,t,are of primitive typess,...,T,, and g, ...,t, are of semantic
typest'y, ...,TU'nfromontology O, then the sourcgty,..., t,) in context c is said to
elevate to the semantic relatigi(tt, ...,t'), if Jj =1..n, felevates tot'

» Elevation of 1, E(r), is equal to {if(t't, ...,th) < ri(ts,..., t), t.=...,t;= skolemg},
tj’ C.J! ri(tl’---’ tn))’}

* I is said to subscribe to ontology O.

Informally, each semantic object corresponds to a cell in primitive sa&tBecause
the cell is being disintegrated from its tuple, skoferunction is used to uniquely
identify cells with the addition of context and semantic type nmgpgdkolem function
can also be thought of as an oid.

Intuitively, mappings specify how primitive relations are elevated toas&m
relations.

Example:
» Elevation of a primitive relation to a semantic relation:
r'i(t'y,ty)) «  rl(t, t), th = skolem(productatc nr 1, r(t, t)),
t', = skolem(price,zt c_n 2, r(t, t)).

37 Skolem functions are used to convert existentigllglified variables into a universal qualifiedtsta
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* Elevation rules between sources and the ontology for the airfare examaple
shown below in Figure 5.5.
Definition (Elevations of a Sourge
Elevation set of a sourcg E(s), is defined as follows:
el E(s), ~ el E(n), nUR(s).

yahod(ID',Airline’, Pricé, TaxX, DepDaté& ArrDate, DepCity, CxnCountry, ArrCity')
yahoo(ID,Airline,Price, Tax, DepDate, ArrDate,DepQCxnCountry, ArrCity),
ID'" = skolem(flightID, 1D, c¢_yahoo, 1, yahoo(ID,..., Aiit{)),
Airline'=skolem(airline, Airline, c_yahoo, 2, yahoo(ID,Airé, ..., ArrCity)),
Pricé=skolem(price, Price, c_yahoo, 3, yahoo(ID,Airlipece,..., ArrCity)),
Tax=skolem(tax, Tax, c_yahoo, 4, yahoo(ID,...,Price, TaxArrCity)),
DepDaté=skolem(date, DepDate, c_yahoo, 5, yahoo(ID,...,TaepDate,..., ArrCity)),
ArrDaté=skolem(date, ArrDate, c_yahoo, 6, yahoo(ID,... ,DeeDArrDate,..., ArrCity)),
DepCity=skolem(airport, DepCity, c_yahoo, 7, yahoo(ID,... Bate, DepCity,..., ArrCity)),
CxnCountry=skolem(country, CxnCountry, c_yahoo, 8, yahoo(IDZxnCountry, ArrCity)),
ArrCity'=skolem(airport, ArrCity, c_yahoo, 9, yahoo(ID,...,@ountry, ArrCity)).

crcyconverFromCut, ToCuf, ExchangeRateDaté) —
crcyconvert(FromCur, ToCur, ExchangeRate, Date),
FromCuf = skolem(currency, FromCur, ¢_yahoo, 1, crcycotfiFeomCur, ..., Date)),
ToCur = skolem(currency, ToCur, ¢_yahoo, 2, crcycon¥aiCur, ToCur, ..., Date)),
ExchangeRate= skolem(basic, ExchangeRate, ¢_yahoo, 3, creyadfv,, ExchangeRate,...)),
Daté = skolem(date, Date, c_yahoo, 4, crcyconvert(FramToCur, ..., Date)).

cityAirport'(City', Airport)
cityAirport(City, Airport),
City' = skolem(basic, City, c_us, 1, cityAirport(Cityjrport)),
Airport’ = skolem(airport, Airport, c_us, 2, cityAirport(@j Airport)).

visaFee{VisaTypé, VisaFe§
visaFees(VisaType, VisaFee),
VisaTypé = skolem(basic, VisaType, c_uk, 1, visaFees(Vig&El WisaFee)),
VisaFeé = skolem(visaFee, VisaFee, c_uk, 2, visaFees(VWiga,TVisaFee)).

Figure 5.5 Elevation Rules for AirFare Example

5.4.6 Ontology

Definition (Attributes of a Type

Let T be a semantic type, the attributeg,0A(1), is defined as a set as follows:
A(basic) =0J.

i=1...m, a0 A(1) — attributet, [ay, ...,an]).

alA(T) ~is_af,1s) all A(ty).

Informally, attributes of a type are the union of its direct attrdusand any of its
supertypes.
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Definition (Ontology in ECOIN framewojk

The ontology O in ECOIN framework is(TCO H O A 0 M, where
» Tis a set of semantic typébk{basic}
» Cis a set of context identifiefs$ {basic}
* His a set of clauses defining the sub-type relationships
0 between semantic typesin T, and
0 between context identifiers in C
* Alsthe set of declarations of &A(T), T T
* Mis the set of declarations of @fM(t), T O T

Example:
* The ontology graphically depicted in Figure 5.6 is expressed in Figure 5.7.

destination origin departureDate [returnDate stopOver
\ 4 \ 4 v h 4 v
type :
traveler —>[ airport ]—P[ date ] feenee price |- ------ fliqD—;
: priceType —

: 'format g'_[fcoverage
' f----- coverage 1D
' o) L2 ]
] provider

format dv |7 e
gcitizens h|p == alrpOrtName _m ...............

Istin
» dl
: > country N ¥ ¢ i ¢
M} [ duration ][ airline ][ onTimeProbability }
N vl N | :
IR _ e ;
i Attribute , ,
B currency [ durationType ] :
i Modifier __
: > currency  f--------- >[ currencySymbol ]
format
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semantic_types([trip, airport, traveler, airport, date, price,tfligineZone,
priceType, coverage, flightID, month, day, year, airportName, provider,
paperFee, serviceFee, country, dateType, duration, airline, onTimePrgbabi
visaFees, moneyAmount, currency, durationType, currencySymbol, tax])basi

contexts([c_yahoo, c_user, c_uk, c_us]).

is_a(price, moneyAmount).
is_a(paperFee, moneyAmount).
is_a(serviceFee, moneyAmount).
is_a(visaFees, moneyAmount).

is_a(c_yahoo, c_us).
is_a(c_user, c_us).

attribute(trip, destination, airport).
attribute(trip, origin, airport).

attribute(trip, traveler, traveler).
attribute(trip, departuredate, date).
attribute(trip, returndate, date).
attribute(trip, price, price).

attribute(trip, flight, flight).

attribute(trip, isin, country).

attribute(flight, stopOver, airport).
attribute(flight, flightlD, flightID).
attribute(flight, duration, duration).
attribute(flight, airline, airline).
attribute(flight, onTimeP, onTimeProbability).
attribute(country, officialCurrency, currency).
attribute(country, visaFees, visaFees).
attribute(traveler, citizenship, country).
attribute(provider, isin, country).
attribute(provider, paperFee, paperFee).
attribute(provider, serviceFee, serviceFee).
attribute(date, day, day).

attribute(date, month, month).
attribute(date, year, year).

attribute(price, tax, tax)

modifier(moneyAmount, currency, currency).
modifier(currency, format, currencySymbol).
modifier(duration, type, durationType).
modifier(date, dateFormat, dateType).
modifier(price, type, priceType).
modifier(price, coverage, coverage).
modifier(airport, format, airportName).

Figure 5.7 ECOIN Airfare Ontology
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Conversion Functions

Definition (Conversion function
A conversion function for an ontology O is a mappfn@xPxMxCxM,(m)xM,(m) - P
where

» Sis adomain of semantic objects in O

* P is adomain of primitive objects

* Mis a domain of modifier names in O

» Cis adomain of context identifiers in O

*  M,(m) is a domain of modifier values for modifier m defined as follows:

v O My(m) « <t, c, m, v>Cg(O)

Example: The conversion function for modifier currency is as follows:
t's =f (t, t, currency, c, MY, MV,) =
t,* value(exchange(vali&€MV g, c), valug¢(MV4,c)),c)
where exchange and value are external functions.
This conversion function converts the valgeftsemantic object t to valug given the
source and target modifier values adhd MV, (e.g. USD and EUR).

Definition (Commutative Conversion Functjon
A conversion function is called commutative if

V= f (X! Y, Z, p.,q, r) -y :f (X! v, Z, p,f, q)

Intuitively, commutative conversion functions are those that are symnweittic
respect to {source value, source modifier value} and {target vaugett modifier value}
pairs.

Example: The conversion function for modifier currency is commutative if
exchange(x,y) =1/ exchange(y,x) --which is true for currency conversion--,zasddeslow:
v = y* value(exchange(valuq,p), valué(r,p)),p)

y = v * value(exchange(valité,p), valué(q,p)),p)

value(exchange(valiiéq,p), valué(r,p)),p) = 1/ value(exchange(valt(ep), valu€'(q,p)).p)
exchange(valu¥q,p), valué(r,p)) = 1/ exchange(valué,p), valué€(q,p)))

Definition (Representation of a Conversion Funcjion
A conversion functiorf (X, Y, z, p, g, 1) is represented as
cvt (property, X, ¥, z,p, q, ¥ Ly, ..., Ln
where Ly, ..., Lyare atoms or user defined literals, property is commutatif/ésif

Example: The conversion function for modifier currency is represented as:
cvt (commutative, tpf currency, M\, MV, t,')
exchangeRatgCurrency, Currency, Rate),
value(Currency ¢, MVy),
value(Currency c, MV)),
value(Rate, c, Rgig
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multiply(t, ,Rate, t).
In the above example, conversion function is specified using éh®rgic relation
exchangeRatevalue functions, and an arithmetic operator multiply.

Definition (Conversion Functions of an Ontolggy
Conversion functions of an ontology, CF, is defined as follows:
f(xX,y,mp,q,rdCF « <t, C(1)>0C(0), <m,t> 1 C(1)

Informally, this corresponds to the set of conversion functions defined for all
modifiers in an ontology.

5.4.7 ECOIN Framework

Definition The ECOIN framework is 8 OO0 EO CO CFO CS where
* S, the source set, is R(§] R($) ...00 R(x) where sis a source symbol.
* O s an ontology,
* E, the elevation set, is Bfd]1 E(g) ...00 E(%)
* C, the context set, is|€)1J Ci(cy)...[0 Ci(c,) where ¢is a context symbol.
* CS, the conversion functions,
* IC, the set of integrity constraints, is 1Q(8] IC(s,) ...00 1C()

Definition An ECOIN applicationis an instance of the ECOIN framework.

This completes the formal specification of knowledge reptesen in ECOIN.
Applications using the representation framework detailed in $leistion, can take
advantage of the reasoning facilities we provide to achsmreantic interoperability
among heterogeneous and autonomous sources. In the next section, faeusibn the
reasoning framework by considering query answering in IRCQvith a particular
emphasis on equational ontology constraints.
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Chapter 6
Query Answering in ECOIN

We have grouped data heterogeneities into three categoi@sapter 3: contextual,
ontological, and temporal. Query answering techniques in COlNefrark, as briefly
explained Chapter 4, successfully handle a subset of contextusbdesteities using
abductive reasoning. Equational ontological heterogeneities (E@Chhe other hand,
even when they are transformed and represented as contesteralgeneities, require a
reasoning technique that intertwines abductive reasoning withainequation solving.

In this chapter, we describe an extended reasoning approactntizates symbolic
equation solving through the use adnstraint handling rulegCHR) [Frihwirth 98], a
high-level language extension @fnstraint logic programming (CLHdr writing custom
constraint solvers. This extension, coupled with abductive reasprowides an elegant
and powerful solution to the problem of detecting and resolving EOC.

In this section, we, first, describe EOC in more detaiblbyviding examples from
financial information systems. Then, we explain ECOIN approach tuvieg EOC,
which is based oabductive constraint logic programming combination of abduction
and constraint solving techniques [Kakas 00].

6.1 Equational Ontological Conflicts

In Chapter 3, we referred to a financial case study conducted inmarRr and
summarized our findings concerning different types of hetexges in financial
information systems. In that study, we found that many daxasitare derived from other
simpler data items. For exampRyice Earnings Ratias calculated by dividing price per
share by earnings per share. However, this definition isesuljo multiple
interpretations, as it does not specify whether the earniedtrailing”*® or “forward’*®,
or more importantly what is included in the earnings. In fabien we collectedPrice
Earnings Ratiogor a specific companyDaimler-Benz, from several financial sources on
the same dayhe numbers differed significantly, because of the differencethe
interpretation ofearnings (see Table 6.1.) A closer examination reveals that these

* Trailing earnings are earnings in the last 12 msnt
39 Forward earnings are based on future earning atsn
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variations are not caused by erroneous reporting, but attributabldefinitional
differences among data sources.

SOURCE P/E RATIO

ABC 11.6
Bloomberg 5.57
DBC 19.19

MarketGuide | 7.46

Table 6.1 Key Financials for Daimler-Benz (from [Madnick 01]).

Financial concepts such as “Revenues”, “Expenses” and “Prafies’ontologically
distinct but have interdependences that can be expressed as eqsatibnss “Profit =
Revenues — Expenses.” We refer to the heterogeneity in tgedat@a items are
calculated from other data items in terms of definitionalaéiqns, asequational
ontological conflicts Such conflicts in accounting methods are quite widespread tyot on
between different countries, but also within the same country. anme, The Wall
Street Journaland S&P use different methods to calculate tRéE Ratiosfor the
Standard & Poor's 500-stock indeXhe Wall Street Journatlivides the combined
market capitalization of the 500 companies currently in the ibgetheir most recently
reported four quarters of earningsvhile S&P updates earnings statistics for the index
just once a quarterand doesn't revise earnings from previously reported quarters to
account for additions or deletions to the inffex

As long as the context used by each source of financialgl&tewn, there is nothing
wrong with a multiplicity of calculation methods — i.e., of equadl ontologies. Yet,
problems occur once companies’ financial numbers, cruncheddlysss, enter a vast
information food chain, where they are repeated, often withouteafbn, in hundreds
of news sources, and end up being used out of context. This é&c@ren more
challenging when there is the need to combine or compaaeotiédined from multiple
sources with differing contexts.

In ECOIN, equational ontological conflicts are not handled bydhicing new types
in the ontology and defining equational relationships at the agital level. Introducing
new types is likely to be a time-consuming and difficult pes; and is better avoided.
Furthermore, in many cases, such an approach would result @xpdosion of new
ontology types to handle all of the possible variations. We adoptantext-based
solution to this problem by making the context of the data itheach source explicit
(i.e., how they are derived from other data items) and adjusteigvalues to different
contexts by recalculating them when necessary using thextanf@mation — including
the definitional equations associated with each context.

Consider the airfare example we described in Chapter 4. Alththmlontology
corresponding to the airfare example has a single concepd gaice, it assumes
different meanings in different contexts as shown in Figure Bfinitional differences
between different price elements are expressed by usintygbenodifier. Conversion
functions are then used to define the relationships, or in thisfispease equations,

0 Moving Target: What's the P/E Ratio? Well, Depeod&Vhat Is Meant by Earnings --- Terms Like
“Operating,' "Core,' "Pro Forma' Catch Fire, Lelavestors Muddled --- "Earnings Before Bad Stuff',
Jonathan Weil, Wall Street Journal, Aug 21, 2001.
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between different modifier values. In conversion libraries, @nsugh for new additions
simply to establish a connection to the network of conversion ans;tiand then our
system automatically takes care of combining, invgrand simplifying them through
the use of Dijkstra’s shortest path algorithm and the use of ConstraintirtpRdles.

Conversion Rules'

.,.‘--"""Axioms of Mathematical .

orbit o Operators in CHR
: ; div(X A Y), sub(B,Y,X) <=>
No_mmal P_rlce i e
groun y ~=- mu , B, y
Price with tax i oy e Mo T

Congtraint Store

Figure 6.1. Equational Conflict Handling in ECOIN

Below we explain the details of query answering in ECOBMnework by first providing
background on abductive constraint logic programming.

6.2 Abductive Logic Programming

The notion ofabductionwas first introduced by philosopher Peirce [Peirce 1903] as
another form of synthetic inference, deriving flaets from rules and results This is
different both fromdeduction which derives theesults from rules and facts and
induction which derives theules from results and facts Abductive derivations are
possible explanations that are consistent with the observeddiadtthe rules. In that
sense, abductive explanations are hypothetical, as those explanadipfeter have to be
retracted when new facts are available.

Abductive logic programminALP) is an extension of a logic programming (LP) to
perform abduction. It is increasingly being used in many comilgroblems such as in
problems of diagnosis, planning and scheduling, natural languagersiamiing,
database updates, and information integration [Goh 97]. In all of #ygslications the
required goals to be solved are seen as observations to lbmedy abduction (e.g. a
mediated query in information integration is viewed as an aafta of the intended
user query).
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An abductive logic programming frameworik defined as a triple (T, A, IC)
consisting of a logical program T, a set of abducible predigstesid a set of classical
logic formulas IC, called the integrity constraints [Deneciked Kakas 01]. Given a
query Q, its abductive explanation is equivalent to finding afsabducible predicates

A[JA such that:

1. TOA |=Q (i.e theory and abducibles entails the query)
2. T O A satisfies IC

3. T O A is consistent

In general, the set of abducibles, are ground. If non-ground abducibles suchas

{OX a(X)} are allowed the corresponding framework is knowrc@sstructive abduction
[Kakas and Manceralla 93]. The integrity checking of such abdubighetheses can
naturally be understood in constraint logic programming terms, whacexplain next.

6.3 Constraint Logic Programming

Constraint logic programmingCLP) is an extension of ordinary LP, with constraint
predicates, that are checked for satisfiability and sfiegl by means of a constraint
solver. Like LP, a CLP program needs to search a databasetsf lfat it can use
constraints to rule out many possible outcomes and prune awayparts of the search
tree. In CLP the unification algorithm is augmented by aadeeld solver applying
constraint-solving algorithms from other branches of comgusinch as the simplex
method from Operations Research. As a result CLP programgeneral, are more
concise and efficient than ordinary LP. Compare for exampleGitfeand LP versiois
of the N queens probléfshown in Table 6.2 below:

In CLP, aconstraintis like any other logic predicate and when callegastedto the
constraint store. Several types of constraints can be declared using Guinon

* Arithmetic Constraints

€.0.X#=Y (XisnotequaltoY).

* Membership Constraints

€.d. Board[1..N] :: 1..N (=each element of the board arr ay must be
an element of {1,...,N}) ,

* Propositional Constraints
e.g.P#\ Q (= True if the constraints P and Q are both true)
e Combinatorial Constraints

€.g.all_different( Var i abl es) (= True if the variables do not have
identical values)

» User-Defined Constraints
e.g. prime number constraints uscanstraint handling rules
primes(1) <=> true.
primes(N) <=> N> 1| Mis N — 1, prime(N), prime(M)
prime(l), prime(J) <=>0is J mod I | prime(l).

“1 Both programs are in Sicstus prolog.
“2Place N chess queens in aNNboard such that they do not attack each other
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CLP Formulation LP formulation

(from Eclipse Manual) (from Craft of Prolog)
queens_arrays(N, Board) :- queens(N, Queens) :-
dim(Board, [N]), length(Queens, N),
Board[1..N] :: 1..N, board(Queens, Board, O, N, _, ),
gueens(Board, 0, Queens).
(for(1,1,N), param(Board,N) do board([], [I, N, N, _, ).
(for(J,1+1,N), param(Board,l) do board([_|Queens], [Col-Vars|Board], Col0, N,
Board[l] #\= Board[J], LIVR], VC) :-
Board[l] #\= Board[J]+J-I, Col is Col0+1,
Board[l] #\= Board[J]+I-J functor(Vars, f, N),
) constraints(N, Vars, VR, VC),
), board(Queens, Board, Col, N, VR, [_|VC]).
constraints(0, _, _, ):-L
Board =.. [_|Varsg], constraints(N, Row, [R|Rs], [C|Cs]) :-
labeling(Vars). arg(N, Row, R-C),
M is N-1,
constraints(M, Row, Rs, Cs).
queens([] _, []).

queens([C|Cs], Row0, [Row-Col|Solution]) :-
Row is Row0+1,
select(Col-Vars, [C|Cs], Board),
arg(Row, Vars, Row-Row),
gqueens(Board, Row, Solution).

select(X, [X|R], R).

select(X, [H|T], [HIR]) :-
select(X, T, R).

Table 6.2 N Queens formulation in CLP and LP

Enumeration predicatescheck satisfiability of the constraints by instantiating
variables through specific algorithms, such lasnch and boundin the case of
maximize( Goal , X) (i.e. find the solution of Goal that maximizes X) or the ngeaeral
labeling(  Options, Variables) in which a set of search options can be specified. In
the N-Queens example shown in Table 6.1, the default labeling is used, whachiatss
variables starting from the smallest element in its daset.

A constraint solver supports some of the basic operations suchsassfaction,
simplification, propagation, normalization, entailment, and optimizatidhile
constraint solvers were in the beginning black box systimguages such asnstraint
handling rules(CHR) now allow users write their own constraint solvers imgha level
language [Frihwirth 98]. It has been used to construct a widge raf solvers including
terminological and temporal reasoning. Next we provide more detaltHR.

6.3.1 Constraint Handling Rules

The theory of constraint handling rules (CHR), including igplementation, was
proposed by Frihwirth. In this section we provide a summary of the synébgemantics
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of CHR and some important theoretical results concernisg sbundness and
completeness by referring to [Frihwirth 98].

Syntax of CHR
Definition: (CHR Program)
A CHR program is a finite set of CHR. There are three kinds of CHR.
A simplificationCHR is of the form:
Hi...H <=>G,..., G| By, ..., B
apropagationCHR is of the form
Hi...H ==—>G,..., G| By, ..., B
asimpagationCHR is of the form
Hi..., H\His1..., H<=>G,,..., G | By, ..., B,
withi >0, 2 0; k= 0, | > 0 and where the multi-head H, H is a nonempty sequence
of CHR constraints, the guard,G., G is a sequence of built-in constraints, and the body
B, ..., B is a sequence of built-in and CHR constraints.
Above, a simpagation rule is an abbreviation for the following simpliboatule:
H]_’..., H, H1+1,..., H<=>G,..., q | H]_,..., H, By, ..., B
therefore will be dealt as simplification from now on.
Below is an example set of CHR for simplification, propagation andsbef guards:
reflexivity @ X =< Y <=> X=Y | true.
antisymmetry @ X=<Y, Y=<X <=> X=Y.
transitivity @ X=<Y, Y=<Z ==> X=<Z.

The first rule replaces X=<Y with true (an empty sequepoayided that X=Y. Thus
whenever the constraint solver encounters the constraint XttsXsimplified to true.
The second rule means that whenever we find X=<Y, as well=aXYn the current
constraint we can replace it with the logically equivalestyXFinally, the transitivity
adds the new redundant constraint, X=<Z, to the store whenever it ensdaotte X=<Y
and Y=<Z in the current constraint. This new constraint althoedbrmdant may activate
other rules in the constraint store and achieve useful simplofircati

6.3.2 Declarative Semantics of CHR

One of the distinguishing features of CHR compared to anabgukge, such as
Prolog is the allowance of multiple heads in the clausesileWbint reductions of
multiple atoms are analogous to production rules of expert syistegouages such as
OPS5, the similarity is merely syntactical. Rules in pradaatules like systems involve
non-monotonicity, e.g. state changes caused by actions or metlsydasaopposed to
declarative constraint solving.

Declarative meaning of a CHR program is defined as follows:

Definition (Declarative meaning)

Declaratively, a simplification CHR is a logical equivalence ifgbard is satisfied:

Ox (y (G10...0G)) - (H1O...OHi « [z (B.O... OBy))

A propagation CHR is an implication if the guard is satisfied:

Ox (Oy (G:10...0G)) - H1O...0OH - [z (B, O... OBy))

where x denote the sequence of global variables occurring hetiteatoms H ... , H,
y (z) are the local variables occurring in the guard.G G (body B, ..., By) of a rule.

For example the reflexivity constraint:
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reflexivity @ X =< Y <=> X=Y | true.
is equivalent to:

6.3.3 Operational Semantics of CHR

Operationally CHR programs can be thought of as a state inansyistem with the

state defined as:

Definition: (State)

A state is an annotated tuple <F, E, D>

where F is a conjunction of CHR and built-in constraints. (e,drue, false) constituting

the goal store (a.k.a the query), E is a conjunction of CHR reamst and D is a

conjunction of built-in constraints called the constraint stored(pahd v is a sequence
of variables.

Initial state consists of a goal F and empty constraint stores. <F, thuesz, final
stateis either of the form <F,E falseXcalled failed) or <true,E,D>(called successful
answer) with no computation step possible anymore.

In the transition logic, F are the constraints that remabetsolved, and D and E are
the constraints that have been accumulated and simplified sortiar aim of the
computation is to arrive at a state that contains no mores.goélthe four transition
types, one solves built-in constraints, one introduces CHRreantstinto their store, and
the remaining two apply simplification and propagation CHRstralsitions leave the
annotation v unchanged.

Definition: (Transitions)

Let P be a CHR program for the CHR constraints antf 68 a built-in constraint theory
which determines the meaning of built-in constraints. The transilation— for CHR
is as follows. All variables in states stand for conjunctiohsonstraints. x denotes the
program variables occurring in the multi head H.

Solve: (Updates the constraint store D with a new constraint C from thatgoa.)
<COF, E,Dx = <F, E, D>,

if C is a built-in constraint and CF (COD) o D’

Introduce: (Transports a CHR constraint H from the goal store into HHR Constraint
store)

<HOF, E, Dx - <F, HOE, D>,

if H is a CHR constraint

Simplify: (A simplification rule (H <=> G | B) applying to a CHR ctnagnt H removes
H' from the CHR constraints store, adds B to the goal storada&l the equation H=H
to the built-in constraint store)

<F,HOE,Dx - <BOF,E,H=HO D>

if (H<=>G |B)inPand CTED - [k(H=H' 0G)

Propagate: (A propagation rule (H ==> G | B) applying to a CHR constrairadtis B to
the goal store and adds the equation HteHhe built-in constraint store)
<F,HOE,Dx - <BUOF,HOE,H=HO D>

if (H==>G |B)inPand CTED - [k(H=H' 0G)

3 at least including {=, true, false}
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An example transition simulation concerning the reflexivity, isgmmetry, and
transitivity CHR rules with the goal AB 0 C< A OB < C is shown below (v=[A,B,C]
will not be shown):

Transition State

Initial <A<BUOC<AIB<Z<C, true, true>
Introduce (x3) <true, A<BOC< A OB<C,true>
Propagate (Transitivity) <C<B,A<BOC<A[OB<C,true>
Introduce <true, A<BOC<A[OB<COC<B true>
Simplify (Antisymmetry) <B=C, A< B OC< A true>

Solve <true,A<BOC<A, B=C>

Simplify (Antisymmetry) <A=B, true,B=C>

Solve <true,true, A=BO B=C>

Table 6.2 Example transitions in CHR

6.3.4 Soundness and Completeness

The soundness and completeness of CHR programs are establisheunfoating
programs, which trivially follow from the following Lemma:

Lemma Let P be a CHR program and G be a goal. If C is the logeealing of a state
appearing in a computation of G, then
P,CTEO(C - G)
where[JF denotes the universal closure of a formula F.
Theorem (Soundness) Let P be a CHR program and G be a goal. If G hagatation
with answer C then P,

PCTEO(C - G)
Theorem (Completeness) Let P be a CHR program and G be a goal wglast one
finite computation and C be a conjunction of constraints. If P,|=C]ZI’(C - G), then G
has a computation with answer €tich that

P,CTEO(C- C)

While the soundness results can be extended to negated goalsc@ailedtations),
the completeness result can only be extended under specidgiamdn ECOIN, we are
dealing with CHR rules for solving linear arithmetic eguag. In [Frihwirth 99], the
termination of constraints for solving linear polynomial equationsstablished, which
implies their soundness and completeness.

6.4 Abductive Constraint Logic Programming

The integration of abductive logic programming with constraigicl programming
has been pursued based on the view that they can be both understoodheitame
conceptual framework of hypothetical reasoning. In both framesya@k answer to a
query is constructed from special predicates &beluciblepredicatesn ALP; constraint
predicates in CLP) which are constrained eithelinbggrity constraintsin the case of
ALP or by means o& constraint theoryn CLP. For example, the reflexivity, transitivity
and antisymmetry constraints shown before can also be seetegsty constraints for
the abducible inequality predicates. ACLP aims to unify thenreat of abducibles and
constraints.
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While in [Kowalski 92] integrity constraints are used both #dyducible and
constraint predicates, the opposite approach is taken in [Burgierand abduction
without integrity constraints is treated as a special cdseonstrained resolution. In
[Kakas and Michael 95] the hybrid approach is pursued, in whichehtal notions of
the two frameworks are combined, so that abduction and cons$taaidiing cooperate to
solve a common goal. Typically, the goal is reduced figs abduction to abducible
hypotheses whose integrity checking reduces this furtherdet @f constraints to be
satisfied in CLP. Finally, in [Kakas 00] an extension of thisngavork is given, which
makes it possible to compute abductive solutions by intadaconstraint solving to
abduction. In this case, constraint solver not only solves the fordtaint store
generated by the abductive reduction but also dynamicallgtaffeis abductive search
for a solution.

From a formal point of view, ACLP can be seen as an extensf the ALP
framework that supports constructive abduction allowing the abl@ubypotheses to
take the o non-ground form aiX (A(X), C(X)) where A is a conjunction of abducible
atoms and C is a set of constraints defined over the CLP (arithmhetngin [Kakas et al.
98]. An ACLP framework can be defined as follows:

Definition (ACLP Framework)
An abductive CLP (or ACLP) theory is a triple (P, A, IC) where

* P is a constraint logic program.

* Als a set of abducible predicates different from the constraintqatedi

e IC: is a set of closed first order formulae (Integrity Coaists) over the

combined language of CLP and P.
Next we explain, how we utilize the ACLP framework in dealwgh equational
ontological conflicts

6.5 Query Answering with ACLP

Queries in ECOIN are handled similar to the COIN as showngur& 6.3, with the
exception that the ALP framework in COIN is replaced wiGLP framework in
ECOIN. Abduction is now supported by constraint solving capasiliof CLP. In
particular CHR is used to express a set of arithmetic camstrahose computational
meaning is equivalent to a simultaneous symbolic equation solVer solver can
simplify, invert, and combine equations constructed using agtiicroperators addition,
subtraction, division, and multiplication. Its capabilities magily be extended to more
complicated operators such @sd, v , but we will limit our discussion to four basic
arithmetic operators that may be used to defiolynomial equationsWe should note
that symbolic equation solving in ECOIN produgetensional answergs opposed to
extensional answeras in systems like MRDSM [Litwin and Vigier 86]. This diéace
is crucial in our choice of using CHR instead of a generic syimbguation solver such
as Maple or Macsyma. We provide a comparison of ECOIth WIRDSM after
explaining the details of our CHR based solver. Before goirig the symbolic
capabilities of ECOIN, however, we will explain how a naiverus query is translated
into a well defined query and how the ECOIN framework cartréesformed to an
ACLP framework.
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6.5.1 Naive to Well Defined Query Transformation

As shown in Figure 6.2, users formulate their queries in SQL, whitlien trivially
converted into its naive Datalog equivalent. This naive quaowever, does not
correspond to the intentions of the user; and needs to be convertedwetbformed
guery. Below we show the naive query corresponding to the airfare example
answer(Airline,Price)-

yahoo(l,Airline, Price, T, “01/06/03", “01/08/03” , “Boston”, C, “Istanbul”).
Context: c_user
The transformation of a naive query into a well defined queryasnaglished with the
following definition:

Execitioner

2 Naive SQl——> Naive Datalog ——+—> Well Defined Datalog
Mediated <— Mediated Datalog <—— T i """""""
SQL '

FToTTTToTTmommmoomeooes NS

; Ontology L) jTheory

1 . : vioS

i Elevation Set !

i aemmTTTTS re--o > Integrity Constraints
Result 5 Source Setz™ §~> grity

/| Context Set | " “Abducibles
Conversion Functionél Clarks FEQ

[ Query Optimizer] !

Constraints

________________________

VAN ICCE T sl
l’ : == _|'/

Equation Solving i

System Perspective ECOIN Framework ACLP Framework

Figure 6.2 ECOIN Query Answeri

Definition (Naive to well-defined query transformation)

Let <Q, c> be a naive query in an ECOIN framewerk where c denotes the context
from which the query originates. The well-formed query Q' correspgrid <Q, c> is
obtained by the following transformations:

» replace all references to extensional relations with the corresposetimantic
relations with different variables for data elements; and

» value atoms that map those variables to data elements in extdmsiations;
for example,

yahoo(l,Airline, Price,T , “01/06/03", “01/08/03” , “Boston”, C, “Istanbul”).

is replaced by
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yahoO(Xl, X2, X3, X4, X5, X6, X7, Xg, Xg).
value(X, ¢, I),

value(X2, c, Airline),

value(X3, c, Price),

value(X4, c, T),

value(X5, c, “01/06/03"),

value(X6, c, “01/08/03"),

value(X7, c, “Boston”),

value(X8, c, C),

value(X9, c, “Istanbul”).

* Eliminate unnecessary value atoms (i.e. those ones whoseatbuchent is
non-ground and not referred by any other query element except the originating
relation.

This way the original query

answer(Airline,Price)-

yahoo(l,Airline, Price, T, “01/06/03”, “01/08/03” , “Boston”, C, “Istanbul”).

Context: c_user

would be transformed into:

answer(Airline,Price)-

yahoO(Xl, Xz, X3, X4, X5, Xe, X7, Xg, Xg)

value(X2, c, Airline),

value(X3, c, Price),

value(X5, c, “01/06/03"),

value(X6, c, “01/08/03"),

value(X7, c, “Boston”),

value(X9, c, “Istanbul”).

6.5.2 ECOIN to ACLP Transformation

In order to apply ACLP reasoning techniquesrf@diatinga well formed user query,
we need to establish the relationship between an ECOIN frakeamd ACLP
framework.

Definition (Transformation)
An ECOIN framework=7g = {0 © 0 €0 ¥ 0%#0 % }can be mapped to a
corresponding ACLP framework 5 given by <7, o4, oo/> where
« Pis the Datalo§®translation of the set of clausesdrg excepté
» co¥consists of the integrity constraints definedty, augmented with Clark's
Free Equality Axioms, ansymbolic equation solving constraintsCHR; and
» og/consists of non-ground and ground extensional predicates defifgéd in
the built-in predicates corresponding to arithmetic and relationaldanson)
operators, and the system predicate which provides the interface tansyst
calls.

Note that this transformation is very similar to COIN to Aikéhsformation, with the
exception that=# includessymbolic equation solving constraintshich is explained
next.
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6.5.3 Symbolic Equation Solving Constraints

Equation solving in ECOIN is necessitated by the existen@®mfersion functions
that convert values between different contexts. As we explamé&hapter 5, ECOIN
conversion functions form a network among themselves, and functionsedeas
commutative correspond to the bidirectional arrows in FiguB Before conversion
functions between any two contexts are applied, we find the shqédls in the
conversion function network by using Dijkstra’s shortest pagjordghm. Shortest path
between two context nodes is calculated by assigning aogtach arc in the network.
Currently the costs corresponding to each arc is assumed to dle thqs the shortest
path in the network is the path(s) with the least numbercd. A random tie breaker is
used when more than one path exists.

In order to use the symbolic equation solving capabilities, aritbroperations in
conversion functions are built using basic arithmetic constragaligates. The definition
of a basic arithmetic constraint predicate is as follows:

Figure 6.3 A conversion function network for modifier m

Definition (Basic Arithmetic Constraint Predicate)
A basic arithmetic constraint predicate is a prediaattearity 3 corresponding to
arithmetic operators {+, -, *, \}. The third variable is called tesuit variable.
Example:
e sum(X, X2, X3) is a basic arithmetic constraint predicate corresponding to:

X3 = X1+ Xo. Xz is the result variable.
Note that by using basic arithmetic predicatpslynomial conversion functionef
arbitrary complexity can be constructed. For example:

f(x,y,z)=Xy+2z/2-10
can be constructed by the following combination of basic arithmegdiqates:

mul(X,X,R1), mul(Ry,Y, Ry), div(Z,2,R5), sum(R, Rs, Ry), sub(R,10, F).
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While applying ACLP in ECOIN, arithmetic predicates alonghwother predicates is
reduced first by constructive abduction to abducible hypotheseshwdre further
reduced by the application of integrity constraints. Final abtibypotheses of the non-
ground formX (A(X)) are then constrained by the application of integrity symibolic
equation solving constraints.
Before providing a definition of symbolic equation solving constsaiwe have to
explain the notion of intensional and extensional boundness, which is defined as follows:
Definition (Intensional and extensional boundness)
» Avariable isboundif it is intensionallyor extensionallyoound.
* A variable that references a data element in an extensiefaion is
intensionally bound
» Avariable that references a ground atom is calddnsionally bound
» A variable X that is functionally dependent on a set of veeg&aB (shown as
S- X) is intensionally boundf all elements of S areound
Examples:
* In yahoo(X, Xz, X3, Xs4, X5, Xg, X7, Xg, Xg) €ach X(i=1..9) is intensionally
bound.
* In {X3=500, %=50} X3, and X are extensionally bound
o In {X3=500, X=50, X0 = X3+ X4} X0 is intensionally bound for {¥X X4}
- Xi10 and X, Xsare bound.
We can now provide a definition of ECOIN symbolic equation solviogstaints as
follows:
Definition (Symbolic Equation Solving Constraint Rules for Arithmetic Predicates)
Symbolic equation solving constraint theory for arithmeticjmeges, SCT(A), is a CHR
program defined for a set of arithmetic predicates A correspgnthnarithmetic
operators {+, -, *, /}. SCT(A) reduces a given goal store G)Gp- pUA), to a
constraint store QpJG’' - plJA) such that
O p (Viz, Viz, Viz) O G'; vig, Vig, Vi Is boundif such a reduction exists.
Example:
* Suppose {%,X3} are intensionally bound then SCT({sum,mul,div,sub}) would
reduce
G ={sum(Xy, Xz, X3), mul(Xs, .15, X;) } to G' ={sub(Xs, Xz, X1), div(Xs, .15, %) }
where {X4, .15} - X3 O{X3, X3} - X; establishes feasibility.
Note that the main requirement of a symbolic equation solvdo isnsure that all
arithmetic predicates are bound. This is established by a set of GétRasuollows:
1. If avariable is ground it is also bound
Example:
sum(X,Y,Z) ==> ground(X) | bound(X).
sum(X,Y,Z) ==> ground(Y) | bound(Y).
sum(X,Y,Z) ==> ground(Z) | bound(2).

2. If a variable is functionally determined by ground values, itis bound and its
value can be calculated

Example:

div(X,Y,Z) <=> ground(X), ground(Y), nonground(Z), Y ~=0 | Zis X /'Y, bound(Z).
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div(X,Y,Z) <=> ground(X), ground(Z), nonground(Y), Z~=0, X ~=0 | Yis Z* X,
bound(Y).

div(X,Y,Z) <=> ground(Y), ground(Z), nonground(X),Y ~=0 | X is Z * Y, bound(X).
div(0,Y,Z) <=> nonground(2), Y ~=0 | Z is 0, bound(2).

div(X,Y,0) <=> nonground(X), Y ~=0 | X is 0, bound(X).

div(X,0,Z) <=> false.

3. If aresult variable is functionally determined by bound values, it is also bawd
Example:
sum(X,Y,Z), bound(X), bound(Y) ==> bound(Z).

4. ldentity element constraints

Example:

mul(1,Y,Z) <=> nonground(Z), nonground(Y) | Z=Y.
mul(X,1,Z) <=> nonground(Z), nonground(X) | Z=X.

Note that the assignment here is by reference not by valudles ¢ase ofis”.

5. Arithmetic integrity constraints

Example:

sub(A,Y,Z), sub(X,Y,Z) ==> nonground(X), nonground(A) | X = A.
sub(X,Y,Z), sub(X,A,Z) ==> nonground(Y), nonground(A) | Y = A.
sub(X,Y,A), sub(X,Y,Z) ==> nonground(Z), nonground(A) | Z = A.

6. If aresult variable in a predicate is bound simplify that predicate wih its inverse
Examples:

sum(X,Y,Z), bound(Z) <=> sub(Z,Y,X), bound(Z).

sub(X,Y,Z), bound(Zz) <=> sum(Y,Z,X), bound(Z).

mul(X,Y,Z), bound(Z) <=> Y~=0 | div(Z,Y,X), bound(Z).

div(X,Y,Z), bound(Z) <=> Y~=0 | mul(Y,Z,X), bound(2).

Note that because of the previous set of constraints all ground predrea¢disnanated
from the store, while the values of their variables are pitpdg

7. If a result variable in a predicate is bound, and there isnother bound variable
simplify that predicate with its inverse and declare theremaining variable
bound

Examples:

sum(X,Y,Z), bound(X), bound(Z) <=> sub(Z,X,Y), bound(X), bound(Y), bound(2).

sum(X,Y,Z), bound(Y), bound(Z) <=> sub(Z,Y,X), bound(X), bound(Y), bound(2).

8. Interaction constraints

Examples:

mul(X,A,Y), sub(B,Y,X) <=> A~=-1| div(B,N,X), sum(1,A,N).

mul(X,A,Y), sum(B,Y,X) <=> A~=-1 |div(B,N,X), sub(1,A,N).

div(X,A)Y), sub(B,Y,X) <=>A~=-1| mul(A,B,N1), sum(1,A,N2), div(N1,N2,X).
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div(X,A,Y), sum(B,Y,X) <=>A~=-1 | mul(A,B,N1), sub(1,A,N2), div(N1,N2,X).

9. Miscellaneous Simplification Constraints
Example:
mul(X1,C,Zy), mul(X,,C,Z) <=>sum(X, Xz, X), sum(4, Z,, Z), mul(X,C,2).

6.5.4 Implementation Issues

While the theory of CHR allows more than two head constramtsonstraint
declarations, the implementations of CHR limit head constr&ints/o constraints for
efficiency reasons. This limitation required us to find a wayramsform rules that
needed more than two head constraints.

Consider the example constraint given above in the third group of aotsstra
sum(X,Y,Z), bound(X), bound(Y) ==> bound(Z).
In our implementation, we transform this constraint into a twaxéd constraint in two
stages with the introduction of a dummy constraint.
sum(X,Y,Z), bound(X) ==> fdsum(X,Y,Z,X,0,0).
sum(X,Y,Z), bound(Y) ==> fdsum(X,Y,Z,0,Y,0).
fdsum(X,Y,Z,X,0,0), fdsum(X,Y,Z,0,Y,0) ==> bound(2).

In addition, the semantics of CHR implementations do not méwehtheory exactly,
therefore our implementation uses dummy constraints to avoidnpopisome cases.
The complete code of our implementation is provided in Appendix ?.

6.5.5 A Comparison with MRDSM

In MRDSM [Litwin and Vigier 86], the issue of symbolic equatisolving arises
when dealing withupdate mappingd he update mapping problem is defined as follows:
Let d = f(a, ...,&) be the retrieval dynamic value obtained from the actoalce
attributes @...,a. Let d be the update value for d. Find the valugs.ad,such that d=
f(@, ...,dn).

Litwin investigates two particular problems of inversion compytand the choice of
one inversion among several, (when the mapping is many to oméjréaog numerical
and symbolic methods. MRDSM uses the following set of aritltnogterators {+, -, *, \,
*1 *in the computation of its retrieval mappings.

Their solution for inversion computing is based on callinggdeeric symbolic equation
solver Macsyma with

solve({f(@'1, ...,dn) -d' =0}, {d1, ....&n }).

which calculates the values ofj,a...,dn if f(X1, ...,%) is bijective. When Macsyma
cannot solve the equation by itself, Bairstow numericalutaion method is used as a
helper to Macsyma.

As seen from the above discussion, although symbolic equatiomgaésiused in
MRDSM, it is used to calculate ground values of the unknowns. Naamedxtensional
solutionis sought through the combination of symbolic and numeric methotts base
of ECOIN, however, symbolic equation solving is used to findnéansional solution

x5 the exponent
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This is a crucial difference, which separates the two probégras. In fact, the ECOIN
symbolic equation solver is a superset of the MRDSM solver, fongrt@al answers in
ECOIN can be computed after the mediated query is prateyste query executioner.
Finding anintensional solutionhowever, cannot be accomplished in MRDSM.

In addition, symbolic equation solving in ECOIN is performed for ipkgltequations.
This is also different from MRDSM, which handles one equation at a time.

Although generic symbolic equation solvers such as Macsyma, Mattallaple can
be used to solve simultaneous equations, as in the following Maple example:
solve({3*x + 4*y = 7, 5*x + 3*y = 11}, {x,y}); the interface to their solvers
have to be structured: the equations and variables to sollagdo be supplied at once.
This is not easy to accomplish in a query mediation settthgre the variables to solve
the equation for may not be easily identified, given the acten between different
query constructs. Furthermore, in ACLP abduction and constraint sah@ntaces with
each other very nicely, which is very difficult to achiewgh an external symbolic
solver.

Finally, our approach to the choice of inversion in many-to-one mgpps through
the declaration of two separate functions -- since a many to ap@img cannot be
commutative-- , which clearly identifies which mapping is ¢éaused.

6.6 lllustrative Example

Consider the airfare example we have given in Chapter 4. Supposen¥ersion

functions shown in Figure 6.4 are defined fortiypee modifier of semantic type price .
cvt(commutative, price, O, type, Ctxt, "nominal”, V S, "nominal+taxes”,
Vi) «

attr(O, tax, T),

value(T, Ctxt, Tv),

sum(Vs, Tv, Vt).
cvt(commutative, price, O, type, Ctxt, "nominal+tax es", Vs,
"nominal+taxes+visaFees", Vt) -

attr(O, provider, Pr),

attr(Pr, visaFee, Vf),

value(Vf, Ctxt, Vfv),

sum(Vs, Viv, Vt).
cvt(commutative, price, O, type, Ctxt,
"nominal+taxes+visaFees+serviceFees", Vs, "nominal+ taxes+visaFees", Vt)

attr(O, provider, Pr),

attr(Pr, serviceFee, Sf),

value(Sf, Ctxt, Sfv),

sub(Vs, Sfv, Vt).
cvt(commutative, price, O, type, Ctxt, "final", Vs,
"nominal+taxes+visaFees+serviceFees", Vt) -

attr(O, provider, Pr),

attr(Pr, paperFee, Pf),

value(Pf, Ctxt, Pfv),

sub(Vs, Pfv, Vt).
cvt(commutative, price, O, coverage, Ctxt, "roundtr ip", Vs, "oneway",
Vi)
context(O, Cs),

modifier(price, O, coverage, Ctxt, Ms),
value(Ms, Ctxt, “final”),
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attr(O, provider, Pr),
attr(Pr, paperFee, Pf),
attr(Pr, serviceFee, Sf),
value(Pf, Ctxt, Pfv),
value(Sf, Ctxt, Sfv),
sum(Sfv,Pfv,SPv),
sub(Vs, SPv, Vtl),
div(Vt1,2,Vt2),
sum(Vt2,SPv,Vt).
cvt(commutative, price, O, coverage, Ctxt, "roundtr ip", Vs, "oneway",
Vi) «
context(O, Cs),
modifier(price, O, coverage, Ctxt, Ms),
value(Ms, Ctxt, “nominal+taxes+visaFees+service Fees”),
attr(O, provider, Pr),
attr(Pr, serviceFee, Sf),
value(Sf, Ctxt, Sfv),
sub(Vs, Sfv, Vtl),
div(Vt1,2,Vt2),
sum(Vt2,Sfv,Vt).
cvt(commutative, price, O, coverage, Ctxt, "roundtr ip", Vs, "oneway",
Vi) <
div(Vs,2,Vt).

Figure 6.4 Conversion Functions for Modiftgpe

These functions correspond a network shown in Figure 6.5. The arddyrchgw
which arithmetic predicates are used to do the converswn &me modifier value to
another. Note that the coverage and type modifiers of pricenatecompletely
orthogonal, and order dependent. Namely, the type modifier hasdprese over the
coverage modifier. ECOIN system relies on the order of spatdic of modifiers to deal
with this case. The other approach would be to combine the igbeoaerage modifiers
into a single modifier, but this would almost double the nunatbeonversion functions
needed to do conversion.

Consider now the following user query we have introduced in Chapter 4:

Q2: SELECT Airline, Price FROM Yahoo
WHERE DepDate = “01/06/03” and ArrDate= “01/08/03”
and DepCity= “Boston” and ArrCity= “Istanbul”;

This query is converted to the following well formed queryimagatroduced in Chapter
4.
WFQ2: answer(VAirline,VPrice)-

yahod(_,Airline', Pricé, _, DDaté ADaté , DCity, _, ACity),
value(Pric& c_user, VPricéy,

value(Airliné,c_user, VAirline),

value(DDaté&c_user, “01/06/03”),

value(ADatéc_user, “01/08/03”)

value(DCity, c_user, “Boston”)

> Read as “the value of semantic object Piicgontext c_user is Price”.
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value(ACity, c_user, “Istanbul”).

final

sum(N, T, NT) Y

sub(F, VF, N[TV)
y

nominal+tax+visaFe
es

nominal+tax+serviceFee

sum(NT, V, NTV)

sum(NT, S, NTS)

div(RT, 2, O) oneway

)l

roundtrip

) 4

Figure 6.5 A conversion function network for modifier type and coverage

After this query goes through the abduction reasoning as in [Gohti&7Following
constraint predicates are posted to the constraint store:
{{ answer(VAirline,VPrice),
yahoo(l,VAirline, Price, T, “06/01/03", “08/01/03", Airpart‘Great Britain”, Airpor),
visafees(“Transit, UK, Turkey”, VF),
cityAirport(“Boston”, Airport),
cityAirport(“Istanbul”, Airport),
currencyconvert(*GBP”,”"USD”, ExchangeRate, “05/01/03"),
sum(Price, T, PT),
mul(ExchangeRate,VF,VFA),
sum(PT,VFA,PTV),
sub(PTVS,5,PTV),
sub(Final, 20, PTVS),
sum(20,5,SP),
sub(Final, SP, FSP),
div(RT,2,FSP),
sum(RT,SP,VPrice).
H answer(VAirline,VPrice),
yahoo(l,VAirline, Price, T, “06/01/03”, “08/01/03”, AirpartCxn, Airport),
Cxn <> “Great Britain”,
cityAirport(“Boston”, Airport),
cityAirport(“Istanbul”, Airport),
sum(Price, T, PT),
sum(PT,0,PTV),

102



sub(PTVS,5,PTV),
sub(Final, 20, PTVS),
sum(20,5,SP),
sub(Final, SP, FWOP),
div(RT,2,FWOP),
sum(RT,SP,VPrice).

}

}

Note that because there are two subsets of abducibles, thegedegliery will be a union
of these. Let’s consider the first set of abducibles and the CHR ruldseioget

sum(Price, T, PT),

mul(ExchangeRate,VF,VFA),

sum(PT,VFA,PTV),

sub(PTVS,5,PTV),

sub(Final, 20, PTVS),

sum(20,5,SP),

sub(Final, SP, FSP),

div(RT,2,FSP),

sum(RT,SP,VPrice).

In processing the above set of constraints, the following CHR ruleseate us
Rule 1: If a variable is ground it is also bound

sub(Final,20,PTVS) ==> ground(2®¢und(20).

sub(PTVS,5,PTV) ==> ground(5ppund(5).

div(RT,2,FWOP) ==> ground(2)jound(2).

Rule 2: If a variable is functionally determined by ground valus, it is bound and its
value can be calculated

sum(20,5,SP), bound(20), bound(5) <=> SP is 25.

Rule 3 : If a result variable is functionally determined bybound values, it is also
bound

sum(Price, T, PT), bound(Price), bound(T) ==> bound(PT).

T and Price are from the yahoo relation; therefore are intensionally hound
mul(ExchangeRate,VF,VFA), bound(ExchangeRate), bound(VF) ==> bound(VFA).
ExchangeRate and VF are from the currencyconvert, and visaFee®ms|atinerefore
are intensionally bound.

sum(PT,VFA,PTV), bound(PT), bound(VFA) ==> bound(PTV).

Rule 6: If a result variable in a predicate is bound simpfly that predicate with its
inverse

sub(PTVS,5,PTV), bound(PTV) <=> sum(PTV,5,PTVS), bound(PTVS).
sub(Final, 20, PTVS), bound(PTVS) <=> sum(PTVS,20,Final), bound(Final).

Rule 3 : If a result variable is functionally determined bybound values, it is also
bound
sub(Final, 25, FSP), bound(Final), bound(25) ==> bound(FSP).
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Rule 6: If a result variable in a predicate is bound simpfly that predicate with its
inverse
div(RT,2,FSP), bound(FSP) <=> mul(FSP,2,RT), bound(RT).

Rule 3: If a result variable is functionally determined ky bound values, it is also
bound
sum(RT,25,VPrice), bound(RT), bound(25) ==> bound(VPrice).

At this stage since all variables are bound we can stop. Tlosviiog set of arithmetic
predicates
sum(Price, T, PT),
mul(ExchangeRate,VF,VFA),
sum(PT,VFA,PTV),
sum(PTV,5,PTVS),
sub(PTVS, 20, Final),
sub(Final, 25, FSP),
mul(FSP,2,RT),
sum(RT,25,VPrice).
can be used to construct:
VPrice = (Price +Tax + ExchangeRate* VisaFee + 5 + 20 -25) * 2 + 25
Further simplifications can be done by using more simplificatonstraints. For
example we can have the following propagation
sum(PTV,5,PTVS), sum(PTVS, 20, Final) ==> sum(PTV,25,Final).
by using:
Rule 9. Miscellaneous Simplification Constraints
sum(X,Y,Z), sum(Z,A,B) ==> ground(Y), ground(A), nonground(X), nongound(B) |
CisY + A, sum(X, C, B).
The choice of simplification vs. propagation is important heeeause before we can use
a simplification we have to make sure that Z is not refelngdany other constraint
predicate. This would require using another constraint such tesferced(X) to keep
track of variable referrals. In that case the above projagaitle could be written as a
simplification:
sum(X,Y,Z), sum(Z,A,B), notreferred(Z) <=> ground(Y), ground(A), nonground(X),
nonground(B) | Cis Y + A, sum(X, C, B).
Furthermore we can have the following simplification:
sum(PTV,25,Final), sub(Final, 25, FSP) <=> FSP=PTV, sum(PTV,25,Final).
by using
Rule 5: Arithmetic integrity constraints
sum(X,A,Y), sub(Y, A, Z) <=> X=Z, sum(X,A,Y) or
sum(X,A,Y), sub(Y, A, Z) <=> X=Z, sub(Y,A,X)
Finally we end up with the following set of abducibles:
{
{ answer(VAirline,VPrice),
yahoo(l,VAirline, Price, T, “06/01/03", “08/01/03", Airpart‘Great Britain”, Airport),
visafees(“Transit, UK, Turkey”, VF),
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cityAirport(“Boston”, Airport),

cityAirport(“Istanbul”, Airport),
currencyconvert(*GBP”,"USD”, ExchangeRate, “05/01/03"),
sum(Price, T, PT),

mul(ExchangeRate,VF,VFA),

sum(PT,VFA,PTV),

mul(PTV,2,RT),

sum(RT,25,VPrice).

}

{ answer(VAirline,VPrice),
yahoo(l,VAirline, Price, T, “06/01/03”, “08/01/03", AirpartCxn, Airporg),

Cxn <> “Great Britain”,
cityAirport(“Boston”, Airport),
cityAirport(“Istanbul”, Airport),
sum(Price, T, PT),
mul(PT,2,RT),
sum(RT,25,VPrice).

}

}

which translates to the mediated query we have shown in Chapter 4:

MQ2: SELECT Airline, 2* (Price+Tax+ VisaFee*exchangeRate) + 25
FROM yahoo, visafees, currencyconvert,
(select Airport from cityAirport where city= “Boston”) depCode,
(select Airport from cityAirport where city= “Istanbul”) arrCode,
WHERE DepDate = “06/01/03” and ArrDate= “08/01/03” and
DepCity= depCode.Airport and ArrCity= arrCode.Airport
and CxnCountry= “Great Britain” and fromCur="GBP”
and toCur="USD” and date= “5/01/03";
UNION
SELECT Airline, 2* (Price+Tax) +25
FROM yahoo, visafees,
(select Airport from cityAirport where city= “Boston”) depCode,
(select Airport from cityAirport where city= “Istanbul”) arrCode,
WHERE DepDate = “06/01/03” and ArrDate="08/01/03" and
DepCity= depCode.Airport and ArrCity= arrCode.Airport
and CxnCountry <> “Great Britain”;
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Chapter 7
Ontology and Context Merging in ECOIN

With the ECOIN framework users can create applicationsritegrate disparate data
sources. Many of these applications are domain specific and eamuife value if they
can be used together. Consider for example using the ECOIKeapplication we have
presented in Chapter 4, together with a car rental applicatiptan an integrated travel
schedule. Often times, however, these applications are dedddgpdisparate users with
diverse backgrounds, therefore cannot be immediately integrated.

Integrating disparate  ECOIN applications is challenging becaitisinvolves
integrating disparate ontologies as well as context frateésed by them. It requires an
understanding of the semantics of application ontologies and ¢beiext frames.
Furthermore, extensions to the ontologies and context framesbmayecessary to
address the semantic conflicts emerging in the mergedaims. For example, while
the currency may not be part of the ontology and/or contemtefra two applications
focusing solely on US or European sources, it has to be made exghen the
applications are merged. Thus the context frame of the new ontbkgyo have a
currency modifier.

We adopt a two at a timeértual mergingapproach to integrate disparate ECOIN
applications. The merger application does not physically conkenapplications it
merges, but only axioms that are needed to align and extend tbkitike ontology
merging approaches in the literature, our approach is codiextn and primarily
requires context frames of ontologies to be merged.

We start this chapter by providing a brief literaturée® on integrating ontologies.
Then, we explain the basics of our merging process with the egaagrhario of creating
a travel application from the airfare application of Chagtend newly introduced car
rental example. Finally, we provide a formal framework for trtual merging of
ECOIN applications. This framework is used in [Kaleem 03}thes foundation of a
graphical tool that facilitates integrating disparate ECOINanqtions.

7.1 Literature Review on Integrating Ontologies

The origins of ontology integration can be traced back to sclmegration, which
has been studied extensively since eighties [Batini and Liean8é]. Schema integration

106



research produced some guidelines to be used in integratingatikspehemas and semi-
automatic tools, but the process could not be fully automadedulse schema semantics
could not be made explicit without human intervention.

Ontology integration has to deal with both syntactic and sembgt&rogeneities.
Syntactically, ontologies may be expressed using differaguges (e.g. KL-ONE vs.
KIF) that may have different level of expressiveness (g supports default values the
other does not). Ontolingua project [Gruber 93] aims to overcomepthisliem by
providing an ontology language that can be translated to awariedther ontology
languages through the use of special purpose translatotso Iprvides a centralized
repository to encourage reuse of ontologies developed in a variety of lasguag

Semantic differences such as the ones shown in Figure 7.thaee difficult to
reconcile because they require human intervention to understand @ottilee the
meaning of ontological terms and relationships.

» Terminological Differences
o Different names for the same concept
0 Related but different concepts
0 More specialized or general versions of the same concept
o0 Attributesvs functionsvs.predicates representation
» Simple Structural Differences
o Two ontologies are similar yet disjoint
0 One ontology is a subset of the other
o One ontology is a reorganization of the other
* Complex Structural Differences
E.g., having action predicates.reified events
* Fundamentally different representations
E.g., Bayesian probabilistis. truth-logic

Figure 7.1 List of differences between ontologies
(Adopted from Reed and Lenat 02)

Efforts such as the Standard Upper Ontology (SUO) [Niles aadd”01] and Cyc Upper
Ontology [Reed and Lenat 02] aim to reduce this need and provide lgen&ragies
that can be used as the foundation of more specific ontologies smdfferts, mappings
that translate concepts of one ontology into the standard upper ondoéodgfined. The
Carnot project for instance maps domain specific schemas Gyih&nowledge base
through the use of articulation axioms.

These articulation axioms may relate synonymous concepteasth other as shown
below:
(synonymousExternalConcept Waikohu-CountyNewZealand FIPS10-4Information1995
"NZ86")

where Waikohu-CountyNewZealand is the Cyc term synonymous Wi#i86” in source

FIPS10-4Information1995.
Or they may specify an overlapping relation as in the following el&amp
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(overlappingExternalConcept InferiorMesentericVein MeSH-Inforomdt997
"Mesenteric Veins | A7.231.908.670.385")

Approaches that integrate ontologies by defining mappings ddigulation axioms
in Carnot) between them are knownoasology alignmenépproaches. On the other hand
approaches that aim to produce a new ontology out of a set of ontaldieswn as
ontology mergingWe consider integrating ontologies in ECOIN as a hybrid of these
approaches: like ontology alignment approaches we use atboulaxioms to align
ontologies, and like ontology merging approaches we produce aviréwal] ontology
out of two ontologies.

The state of the art in ontology merging today is dominatesehyi-automatic tools
that can analyze ontologies, and guide the user during mergingaking suggestions.
Three well known such tools are Prompt [Noy and Musen 00], OmpinidacGregor
et al. 99] and Chiemera [McGuinness et al. 00].

In all of these approaches, the first step is $lgptactic matchphase in which
ontological terms referring to similar objects are idedibased on a linguistic similarity
measurement. In the simplest case synonyms from a thesauruse used. In more
sophisticated approacheslexicalreference system like Wordnet [Miller 95] canused
to identify similar terms through the use of richer semarthes involves relationships
linking different synonyms sets.

In Ontomorph [Chalupsky 00], which is based on the PowerLoom lugel
representation system, the user is offered a number ofdranadive operators to apply
to the initial list of matches from the syntactic mgptiase. A human expert has to do the
rest of merging manually. Chimaera [McGuinness et al. 2000kes@ntomorph but
considers subclass-superclass relations when making suggesR@ISIPH, previously
known as SMART, is built on top of an ontology editor tool Protégé 2008edBan a
linguistic similarity among concept names it suggest®r&, which may be applied by
the user. It also allows users to define new actions by using the Proté@gé@00

These tools are useful in cutting some amount work during agytanerging, but
because the semantics of different ontologies cannot autafhabe made explicit, the
user still has the burden of understanding each ontology before doing tiiegner

7.2 Example Merging Scenario

In Chapter 4, we described the airfare application that hefrs fiad the cheapest
airfare across multiple airfare providers such as Orhikpedia, Yahoo, Qixo. In this
section, we introduce a car rental application that is usedidatie cheapest car rental
prices across multiple car rental providers. Then we exph&mprocess of merging the
airfare and car rental applications.

7.2.1 Car Rental Scenario

After finding the cheapest airfare, our thrifty friend weamd rent a car from the
airport. Luckily, there is a car rental ECOIN application dewed to find the best rental
prices from a number of online providers. The details of tresato are illustrated in
Figure 7.2. As seen in the figure the context of the user andatheermtal data source
conflict in several ways. For example, in the user contexptite means the final price
(including taxes and fees), whereas in the data source price is homina
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Context of Expediacar
Price meansominal price
Rate period is daily, weekend, weekly, or monthly

Several fees are charged

e.g. Vehicle license fee... 2.75/DAY

Airport concession recovery fee ... 10 percent

GARS 5/Day

04/01/03 - 10/18/03 peak season surcharge... 3000/D

Pickup and Dropoff locations are expressed as
three letter airport codes

Currency = US Dollars Date= American

ID Class Pickup Dropoff  Pickdate

DropDate Price

o @

Psexen Yremor: @ @ - 53 L)

ks @revet @)1 @12 @3 @R s @2 @l

STIGERTBARGTS :
SR

Cars

© et

Company RatePeriod

Context of User

Price mean§inal price
(including taxes, and fees)

Rate period isluration of rental

Pickup and Dropoff locations are expressed
ascity names

Currency = US Dollars
Date= American

uer

SELECT Price FROM expediacar

WHERE Class= “Economy” and PickDate = “01/08/03"
and DropDate= “03/08/03" and

Pickup="Boston” and DropOff= “Boston”;

ID GARS LicenseFee

AirportFee PeakSeasonFee

ExtraDayCharge

ExtraWeekCharge

Surcharge  State Tax VAT

D Expediacom® o

HERTZ LT T011 MANCHESTER ARPORT
151

TAx -
STATE ANDIOR LOCAL TAX OF 10 PERCENT VILL BE APPLIED
70 ALL RENTALS

A 10 PERCENT AIRPORT GONCESSION FEE RECOVERY IS APPLIED
N ALL RENTALS.

A 287 PERCENT

Cm
T OF PARTICIPATION

[&oee ® et

taxes_fees i CityAirport

---------- —I L'*-]._._.—»—‘l
City Airport
Boston BOS
Istanbul IST

Figure 7.2 Car Rental Example Scenario
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Rate period in expediacar can be daily, weekend, weekly, or monthig enaaled with
the results, but the user expects that the returned ratbemHte total rate for the whole
duration.

Our user formulates the following query to find rental prices:

Q1: SELECT Company, Price FROM expediacar
WHERE Class = “Economy” and PickDate = “06/02/03” and
DropDate= “08/01/03” and Pickup="Istanbul” and DropOff= “Istanbul”;

This query requests from expediacar the price and provider cgropasonomy cars
that can be picked up and dropped off in Istanbul on J¥h20P3 and August®12003
respectively. This naive query, when submitted to ECOIN, woulteWwetten into the
following mediated query:

MQ1l: SELECT Company, (Price * 2 + ExtraDayCharge) * (1 + VAT)
FROM expediacar, taxes_fees
(select Airport from cityAirport where city= “Istanbul”) cityCode
WHERE Class= “Economy” and PickDate = “06/01/03” and
DropDate="08/01/03" and PickUp= cityCode.Airport and
DropOff= cityCode.Airport and expediacar.ID=taxes_fees.ID;

and the system would return a result set like:

Company Price
Hertz 2328
National 2768

As seen in MQ1, the mediation engine calculates the totad psicmultiplying the
monthly price returned by the source by 2 (covering June agylahdl adding an extra
day charge (one day from August). Furthermore, the pricgjustad to include the taxes
by dynamically obtaining the value added tax (VAT) for Istanbul.

While car rental and airfare applications can be queried individualhg ECOIN,
the user cannot issue a query that refers to both applicatitmsutvmerging them. The
following query, for example, cannot be issued unless these applicationsrayed:

SELECT yahoo.Airline, expediacar.Company, yahoo.Price + expedidcard3
total

FROM yahoo, expediacar

WHERE DepDate = “01/06/03” and ArrDate= “01/08/03”

and DepCity= “Boston” and ArrCity= “Istanbul”;

expediacar.Pickup="Istanbul" and expediacar.Dropoff="Istanbul" and

expediacar.PickDate="01/06/03" and expediacar.DropDate="08/01/03";

The query above asks for the airline and rental companiéstiagt total price of
airfare (from Boston to Istanbul between Juffeatd August T in 2003) and car rental
(pick up and drop off in Istanbul between Jurieahd August T in 2003). Next we
explain the merging process by using the airfare and car rentalsdigpis.

110



7.2.2 Merging Airfare and Car Rental

In order to use the airfare and car rental applications tegetie need to create a
new application that merges the two. This new applicatiomedahe Travel Application
in Figure 7.3, defines mappings between airfare and car mntadbgies, context frames
and conversion functions.

The Travel Application is not only a store for defining mappibgtween airfare and
car rental applications, but also a normal application thatheae its own ontological
extensions, new context frames and conversion functions.

For the user it is just any other application, as the user iawexte of the underlying
applications as shown in Figure 7.4. The mediation engine orottite¥ hand uses
underlying applications when answering a user query sinceate aipplication does not
physically contain either application.

As shown in Figure 7.5, merging is done two at a time. This ctesiables users to
gradually detect and resolve conflicts as well as simptifyhe reasoning algorithm used
in merging. Arbitrary number of applications, however, can be mesgex® merger
applications are no different than other applications and can partiripate mergings.

Merging in ECOIN is driven by the need to merge contexh&sand the conversion
functions that apply to modifiers. Ontology merging is needed becausgext frames
and conversion functions are defined by ontologies. In the extrese @@ two
applications having no contextual conflicts, there is no need tgementologies to
answer queries referring to these applications. This can bestowt better, if we note
first that the abductive query answering in ECOIN works (in procetiemals) by

» recursively finding the modifiers of a semantic object

» applying conversion functions for each modifier when needed;
and second the queries are expressed not using the shared ontoldxyyrdfetring to
source schemas similar to those in loosely coupled approaches.

For this reason, in the extreme case of two applicationsngh@entical contexts,
there is no need to reconcile ontologies even when they exiifil@tedces stated in
Figure 7.1. In practice, however, two applications are likelyaee contextual conflicts,
and affected parts of ontologies have to be aligned. The ¢oateented merging
provides an important advantage over ontology oriented mergsn(tightly-coupled
systems), for it minimizes the amount of conflict resolution betwegmadite ontologies.
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Figure 7.3 Merging Airfare and Car Rental Applications
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Figure 7.4 User and engine visibility in merging

Holiday
Application
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Airfa_r ° Car Rental
Application Abpplicatior
Figure 7.5 Two at a time merging

7.3 Knowledge Representation for Merging

The ECOIN Merging Framework (ECOINM) extends the ECOIN framewmidlow
the merging of multiple ECOIN or ECOINM applications. To thers the resulting
ECOINM application is indistinguishable from any other@®@Q application. From the
system point of view, the resulting application is a virtaaé that has links to the
underlying applications, but does not physically contain them.ddstencludes axioms
that relate the context frames of those applications’ ontdo@elow we provide the
details of knowledge representation for merging.
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7.3.1 Notation and Assumptions

The application that merges two other applications is cétiietherger applicatiorof
those applications. Applications that are merged are callechénged applicationsA
merger application haphysical and logical viewsPhysical view of the merger
application includes declarations that are physically containdteimerger application,
whereas the logical view includes all declarations thabealogically deduced. Notation
for the physical view will be the same notation we used in GOIN framework.
Notation for the logical view will assume the form of X@Avhere X is a term that
belongs to physical notation ang denotes the application id. For example, while T will
denote the semantic types in the physical view of the subpgaication, T@A will
correspond to semantic types in the logical view of applicatiorFidally, we assume
that all names (semantic type names, attribute namesuséxl)in the applications are
unique or made unique with the use of an appropriate scheme (e.g. URIS).

7.3.2 Declarations

Definition (Merger Declarations)
Let A be the application that merges applicationgo®A,*°.
* A merging relationshighat specifies the merger and the merged applications
merges(A, [AAz])
This is read as: Application A is timergerroot of applications Aand A.
* An isomodifiertype relationshipthat specifies the semantic type mappings
between the merger and the merged applications
isomodifiertype(A,AT,Tj)
This is read as: Semantic typen application A and semantic typg in application
Ajhas compatible modifiers.
* An isomodifier relationshiphat specifies the modifier name mappings between
the merger and the merged applications
isomodifier(A, A, m, m)
This is read as: Modifier m (M M(t) ) in application A and modifier jmin
application Aare equivalent modifiers)
* An isocontext relationshiphat specifies the context identifier mappings between
the merger and the merged applications
isocontext(A,A.c,G;)
This is read as: Context c in application A and contgxtncapplication A are
equivalent contexts
* An isoattribute relationshighat specifies the attribute name mappings between
the merger and the merged applications
isoattribute(A,A.a,&;)
This is read as:Attribute a (@ A(t)) in application A and attributeg; @n application
A;are equivalent attributes
Note that the above mappings are always specified betweenettgeer and the merged
applications, never between merged applications directly.

“% For simplicity reasons we are going to take n=thinrest of the discussion.
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Definition (Default Transitions)

isomodifiertype(AA T, T) « T O T@A, notisomodifiertype(A,AT, T), TZT.
isocontext(A,A,c,Cc) — c'0 C@A, notisocontext(A,Ac,c), ctC.
isomodifier(A, A, M, m) —« m'0 M(T)@A;,not isomodifier(A, A m, m), mz m'’.

Informally, this means that any semantic type (or context, modiirerthe merged
applications that is not explicitly mapped to the merger apitdty default exists in
the merger application with its own name.

Definition (Mappings)
Mappings are polymorphically defined as follows:
* Semantic type mapping
map(AA, T, Tx) — isomodifiertype(A,AT,Tj)
* Modifier mappings
map(A,A, m, m) — isomodifier(A, A, m, m)
» Context mappings
map(A,A, C, G) — isocontext(A,AcC,G)
e Attribute mappings
map(A,A, C, G) — isoattribute(A,Ac,qG)
* Object mappings
map(AA, t, t) — t=skolemg, t, cj, r(ts,..., &),
tic = skolem€ix, §, G, J, r(ts,..., t)),
map(A,A, T, Tk), map(AA, ¢, G).

7.3.3 Context

This section contains context related definitions. These definiiensimilar to those
given in Chapter 5, except that these definitions are fronotjieal view, i.e. considers
both the physical and virtual declarations in computationallgrd#sg context related
concepts.

Definition (Logical Context Frame of a Semantic Type
Let t be a semantic type in application A that merges agjgitaA; and A. The logical
context frame of, M(T) @A is defined as a set as follows:
m O M(T)@A - m O M(1).
m [0 M(t) @A~ merges(A, MSet), A MSet,
map(A,A, T, Tk), map(A, A, m, m),
m'C M(Tik)@Ai.

Definition (Logical Extensional Context of a Semantic Object

Let t be a semantic object of typén application A, the logical extensional context ¢ of
object t, G(t,c)@A, is defined as a set as follows:

{m, t,} 0 Cg (t,c) @A —« m O M(1), {m, t,} O Cg(t,c).

{m,t,} O Ce (t,c)@A - m [0 M(1), merges(A, MSet), A1 MSet,

map(A, A, t, t), map(A, A, ¢, ), map(A, A, m, my),
{my;, £} 0 Ce (t,6)@A;, {m, t,} O Cg(t,c).
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Definition (Logical Intensional Context of a Semantic Object
Let t be a semantic object of typén application A, tbe a semantic object, the logical
intensional context ¢ of object t,(€ c)@A, is defined as a set as follows:
xOGC (t,c)@A - x O G (t,c).
xOGC (t,c)@A ~ merges(A, MSet), A1 MSet,
x = (modifierg, t, m,c, 1) < Ly, ..., L),
X = (modifier(’,t, m, g, tj) « L'y, ..., L'n),
map(A, A, t, t), map(A, A, t, t), map(A, A T,T")
map(A, A, ¢, ), map(A,A,m,m),
xi 0 C (t,6)@A;, x O C(t,c).

Definition (Logical Context Referred by Identif)er
Logical extensional and intensional context referred by an identjfi@(c) @A,
Ci(c)@A is defined as follows:
{t,m,v} OCe(c)@A ~ {t,m,v} O Cg(C).
{t,m,v} OCe(c)@A ~ merges(A, MSet), A1 MSet,
map(A, A, T, T)), map(A, A, m, m),
{ti,m,v} O Ce(c) @A, {t,m,v} O Cg(C).
Ci(c)@A T Cy(c).
Ci(c) @A C(c) « merges(A, MSet), Al MSet,
x = (modifierg, t, m, ¢, t) < Ly, ..., L),
% = (modifier(t;, t, m, ¢, t)) « L'y, ..., L'n),
map(A, A, t, ), map(A, A, t, ti), map(A, A, T, T),
map(A, A, ¢, G), map(A,A,m,m),
X O G (C,)@A,, x O C|(C).

Definition (Logical Context Frame of an Ontology
Logical context frame of an ontology O, is a set defined as follows:
<1, Cl)@A>OC(O)@A - C1)@A 0, 0 T@A.

7.3.4 Ontology

Definition (Semantic Types in ECOINM Framewprk

Let A be the application that merges applicationaAd A. Semantic types of A, T@A
is defined as follows:

TOT@A - T0OT.

10O T@A — merges(A, MSet), A1 MSet,t; O T@A;, map(AA, T, Tj).

Definition (Attributes in ECOINM Framewoyk
Let T be a semantic type in T@A, the logical attributes, &(t) @A, is defined as
follows:
alA(M@A — alA(1).
alA(T)@A —~ merges(A, MSet), A1 MSet,1; 0 T@QA,
map(A.A, T, Tj), map(AA, a, &), ax U A(Tj) @A.
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Definition (Is-a relationships in ECOINM Framewqgrk
Let T be a semantic type in T@A or a context identifier in C@QA, ldgcal is-a
relationships of application A, H@A, is defined as follows:
x OH @A —~ x O H.
x OH @A —~ merges(A, MSet), AJ MSet, x=is_a(,1'), = is_afi, i),
map(A, A, T,T5), map(A, A, T,Tk), x O H @A .

Definition (Logical Ontology in ECOINM framewoyk
The logical ontology O@A in ECOINM framework is T @AC@AL H@A O A@A
0O M@A , where

* As the set of declarations of &A(T)@A, T O T@A

* Mis the set of declarations of IM(T)@A, T 0 T@A

7.3.5 Rest of the Concepts

Conversion Functions
Definition (Logical Conversion Functions of an Ontolygy
Logical conversion functions of an ontology O, CF(O)@A, is defined as follows:
f(t t, m c, ms my) OCFO)@A- f (i t, m, c, ms, my) OCF(O) .
ft,m,c, ms, my) OCF (O)@A- merges(A, MSet), Al MSet,
map(A, A, t, ), map(A, A, m, mk), map(A, A, c, Ci),
f (&, t, mk, G, ms, M) OCF(O)@A .

Sources

Definition (Logical Source Set of an Ontolggy

Logical source set of an ontology O, S(O)@A, is defined as follows
s S(O)@A ~ s S(0).
s S(O)@A — merges(A, MSet), A1 MSet, s S(O)@A.

Elevations

Definition (Logical Elevation Set of an Ontology

Logical elevation set of an ontology O, S(O)@A, is defined as follows
e E(O)@A ~ e E(O).
e[ E(O)@A —~ merges(A, MSet), A1 MSet, el1 E(O)@A.

Constraints

Definition (Logical Constraint Set of an Ontolggy
Logical source set of an ontology O, S(O)@A, is defined as follows
ic OIC(O)@A — ic OIC(0).
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ic OIC(O)@A —~ merges(A, MSet), A1 MSet, icll IC(O)@A.

ECOINM Framework

Definition An ECOINM framework is S@A] O@ALD E@AO C@QALO CF@ADO
CS@A .

Definition An ECOINM application is an instance of the ECOINM framework.

7.4 Merging Procedure

The procedure of merging applications in ECOIN, which is explaimedore detail in
[Kaleem 03] can be summarized as follows:

» Compare the context frames of the two applications

Example: Context frame of air ontology

{{af *:moneyAmount, {af:currency}},
{af.currency, {af:-format}},

{af:airport, {af:format}},

{af:price, {af.currency, af.coverage, af:type}},

{af.date, {af:format, af.dateType}}}
Example: Context frame of car rental ontology (see Figure 7.6)

{{cr “®price, {cr:type, cr:period}},
{cr:city, {cr:symbol}},
{cr:date, {cr:format}}}

“" af corresponds to the URI (Uniform Resource Idimjifor the airfare application
“8 cr corresponds to the URI (Uniform Resource Idimjifor the car rental application
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rental

dropOff d fiDat _
pickup . roporibate rentalComjpany price
v plckupDatq' v v v
[ city ] [ date ] [ class ] [ company ] :| price ]- --------------- |
' period,

]
1 symbol 1 _format

I I JV = i
: Y v ] : priceType |
1 cityOrAirportCode ] [ dateType ] Location :

= v
A J Taxes

Tax Rate :
.......... , Fees i(.....s................
A

___»K_ey 3 [ Fixed Fees ][ Dvnamic Fees ]

Modifier arrow ¥ :
— Attribute arrow v
......3 Inheritance arrow [ monetaryAmount ]
C] Semantic type

Figure 7.6 Car Rental Ontology

;.- ----- Start.w'[th.-the- -first -Co-ntext.ﬂam-e-an-d--ite-ra.te-.th-r.o-u-gh--e-a-c-h.-em-m-en-.--.--.--.------------.--.--.:
e.g. i){af:moneyAmount, {af:currency}},

i) {af:airport, {af:format}}

1. If the semantic type has a corresponding type in the seconth@ntwhich
can semantically have the same set of modifiers choose oteerof to be
upward inherited, or create a new type that can be related to bogh type
e.g 1) af:moneyAmount corresponds to cr:monetaryAmount, select

“af:moneyAmount”

i) create a type district that corresponds to both airport and city
Note that
» Different names for the same concept
e.g. (moneyAmount vs. monetaryAmount)
* Related but different concepts
e.g. (revenues vs. profits)
* More specialized or general versions of the same concept
e.g. (financials vs. profits)
can all qualify to have the same set of modifiers.

2. Declare anisomodifiertype(App App, Term, Term) relationship between
the upward inherited or newly created semantic type andethted type(s),
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which denotes that Tesmin App, has compatible modifierswvith Terms in
Appz.e.g.
i) isomodifiertype(tr, crir:moneyAmount, cr:monetaryAmount)
i) isomodifiertype(tr, crir:district, cr:city)
isomodifiertype(tr, aftr:district, cr:airport)
Refer to Figure 7.7 for an illustration of the upward inheritancel a
isomodifiertype relationship.
3. For each modifier of the semantic type under consideration:
» if there is a corresponding modifier defined in the relatpe,tghoose
one of them to upward inherit

e.g. consideringer:city, {cr:symbol}} and {af:airport, {af:format}}} choose
cr:symbol for upward inheritance.

e declare anisomodifie(App, App, Term, Termy) relationship
between the upward inherited modifier and the related modifiechwh
means that Termn Appyis a compatible modifiarvith Termyin App,.

e.g. isomodifier(tr, aftr:district:symbol, af:airport:format)

travel application

moneyAmount_
p .
district

upward inheritance

7

monetaryAmou

moneyAmount

[ isomodifiertype ]

"7~~~ City

airport----~

airfare application car rental application

Figure 7.7 Upward Inheritance and Isomodifiertype Relationship

4. If there is a need for new modifiers because of the integration define them
e.g. date format modifier (e.g. European vs. American) may need a separator’ (e.g. “/
vs. “-”) modifier. (See Figure 7.8 for an illustration)

» Continue with the second context frame and iterate through eamler that has not
been considered yet.

» Consider other ontology elements, which may need modifiers becausenadrtiiag.

« If an attribute definition is used in a conversion function in anghefapplications to
be merged or the merger application, relate that attribume ta the merger ontology
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with isoattribut€App, App, Term, Term), which means that Termn App; is a
compatible attributevith Ternpin App,.

* |If there are compatible (define compatibility somewhe®ntexts between
applications to be merged, relate context identifiers to thegenesntology with
isocontexfApp, App, Term, Term), which means that Termin App; is a
compatible contex#ith Termyin App,.

» Define new modifier values, new conversion functions, and new ont@rgys in
the new application if needed.

travel application

date )
airport

4 A
format b
separator v symbol

< _.-City
/ symbd date

airport

[ isomodifier }
date Morma,. -

A . o
“A format ‘format

airfare application car rental application

Figure 7.8 Upward Inheritance and Isomodifier Relationship

___________________________________________________________________________________
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Chapter 8
The ECOIN Prototype

The ECOIN prototype provides an infrastructure for the realizatiothe COIN
strategy through the ECOIN framework. The prototype conefstient, mediation and
server processes as shown in Figure 8.1. Client processesorgfeigrams that aid the
user in creating ECOIN applications, such as the textualcapipln editor [Lee 03], or
the CLAMP merging tool [Kaleem 03]; and in rerouting user @getd the mediator
processes and answer sets to the users. Mediator process#és user queries by
utilizing application metadata to produce a mediated query aatecand execute an
optimized query plan. Server processes are those programs thatalkss & traditional
databases, web services and web pages.

In this chapter, we provide a high level description of tlentand server processes
and a more detailed description of the mediation processes.asoffwr the application
metadata module is discussed in detail in [Lee 03] and [Kaleenh@3gtter focusing on
merging ECOIN applications.

8.1 Client Processes

Client processes in ECOIN can be described under two categories: amplicat
creation and query formulation.

8.1.1 Application Creation

In the original COIN prototype, COIN applications were createdgutie COINL
language which was then parsed and stored in an Eclipsgirated database. In the
ECOIN prototype, ECOIN applications are stored in flat files as a setsvi@rder Logic
(FOL) rules. In the most basic representation rule(H, By&sl to express the head H and
the body B of a FOL rule. When the body is empty, B is replag#ddtrue, and when
there are more than one body clauses B takes the form,af (B).
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Figure 8.1 The ECOIN Prototype Architecture
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For example, the dynamic modifier declaration from Chapter 5, shown below:
modifier(price, Price, currency, ¢_world, M)
attribute(Price, product, Product),
attribute(Product, country, Country),
attribute(Country, officialCurrency, M).
would be expressed as a rule as follows:
rule(modifier(price, Price, currency, c_world, M),
(attribute(Price, product, Product),
attribute(Product, country, Country),
attribute(Country, officialCurrency, M))).

By using XSLT, ECOIN application files can be converted into \ejant RDF,
RuleML, and RFML representations as described in [Lee 03]. Tihassformations are
syntactical in nature, and are aimed at making parsisgefor different programs in the
ECOIN prototype as well as increasing the readability oOBCmetadata by external
users and programs.

ECOIN applications can be created either manually by directigring ECOIN rules
in a flat file or auto-generated through the use of an applicatddar tool. The primary
application editor, shown in Figure 8.2., is a textual tool thatvallosers to generate
ECOIN application rules with a simple point and click ifdee. Graphical application
editor in its current state allows users to view ECOIN iappbn rules graphically as
shown in Figure 8.3.

A appEditor - Ontology - Microsoft Internet Explorer

: File Edit view Favorites Tools  Help

Semantic Types

Add

e E
basic
city
company
date2 b

.
Inheritances

v isa v Add

airportCode is a basic -~ Delete
city is a basic

company is a basic
dateZ is a basic
day2 is a basic v

Attributes/Modifiers

Attribute Name
Domain Range
b b [1s Modifier Add
city has attribute airportCode of type city - Delete

citv has modifier airportOrLocation of tvpe aimortCode

Figure 8.2 ECOIN Textual Application Editor
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A GraphicalEditor - Microsoft Internet Explorer
Ele Edit Mew Favorites Tools Help

512 Airfare

>

El-Ontolozy

Ontology

[-Semantic Type

-durationType

i--exchangeRate

‘, . ————— travelst
R

Context:
Source
| et e e et et ra e =S e s ey |

Figure 8.3 ECOIN Graphical Application Editor

CLAMP is a tool that aids users in merging disparate BC&plications. It guides the
user by presenting modifiers of the applications to be mergedabows users to link
semantic types, attributes and modifiers with a simple point &idicterface.

8.1.2 Query Formulation

Queries to the ECOIN application are handled through the quesyfaces that
accept user queries in SQL and return answers in tables. The&NHEo web interface
shown in Figure 8.4, allows users to issue SQL queries wetseaver context and trace
how it is processed by the mediation engine by going through SQat&ddg translation,
conflict detection, mediation, Datalog to SQL translation, and exetstages.

As shown in Figure 8.4, the user first inputs an SQL query irS@Qk box, then
chooses a receiver context, which specifies how the user expectsult set in terms of
its semantics. The stage may be one of the six stages shovwgurea 8.4. Naive Datalog
and context sensitive stages display the Datalog equivalent of the @pwuery and its
context adjusted form (i.e. well-formed query from Chapter 4) otispedy. Conflict
detection displays a matrix of the detected conflicts betweersdhece and receiver
contexts. Mediation stage outputs the mediated query which vgritimg of the original
query after detecting and reconciling conflicts between sowanedsthe receiver. The
SQL translation stage shows the SQL equivalent of the mediptey. Finally, the
execution stage displays the results obtained from the dataesaaiter executing the
mediated query. The outputs are displayed in the Result box.
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A Demo for Airfare Aggregator - Microsoft Internet Explorer

File Edit View Favorites Tools Help

eCOIN Demo for Airfare Aggregator

Metadata [ Text Interface | t 7y | C =yt | -2 | Graphical Viewer | Internal Representation ]

Queries Description Expedia's price includes taxes and a service fee of $5 and is in USD. Doras friend's context requires price to be il
GBP, and to NOT include service fees,

bestprice
expedia0l* SQL
itn01
myorbitz01
TravelSelect01

select Provider, RBirline, Destination, Departure, Price from

E-E::a;t':re="3c-3" and 4——‘ InpUt Query

yahoon1
Receiver Context
f Cunte Demo Stages
Stored Stage T7e Datalog @ SoLTram
Oueries () Context Sensitive Datalog 2 Execution Mediated Query

O conflict Datection
<Mediation

esu select expedia?.Provider, expediaZ?.Airline, "IST', 'BO5' {expediaZ.Price-servicefees.Service!
R It E ¥ i MBOSY; E
i 3', '08/26/03', Provider, IsIn

Submit | | Reset *

from

where expedia?.Provider = servicefees.Provider

Figure 8.4 ECOIN Web Based Query Interface

Other query interfaces are designed for programming pur@oskset programs to
call the mediation engine with an input query and context issg&ast an application
through the HTTP and SOAP protocols. These interfaces are eédimgte used in user
application programs.

8.2 Mediator Processes

The mediator processes consist of the context mediation engird) adcepts an
SQL query and produces a mediated Datalog query, and the query prosgssor
optimization and execution modules. The registry that storepoorts to ECOIN
application files and SQL to Datalog, and Datalog to SQL paraee glue programs
between the mediator and client processes.

The context mediation engine is implemented using Eclipskdistributed by the
ECRC Eclipse Prold§ is distinguished from other prolog implementations suck$B
Prolog® with its strong support for constraint logic programming.

8.2.1 The Abduction Engine

The abduction engine in ECOIN is an extended version of the COthcton
engine. As in COIN, it takes the form of a meta-interprgerling and Shapiro 94]

“9 http://www-icparc.doc.ic.ac.uk/eclipse/
%0 http://www.cs.sunysb.edu/~sbprolog/xsb-page.html
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extended with rules that incorporate the new features of EC@Mkefwvork. The skeleton
of the recursive abduction algorithm is shown in Figure 8.5.

1. abductively_prove(true):-!.

2. abductively_prove((H,B)) :-!,
abductively prove(H),
abductively_prove(B).

3. abductively_prove(Lit) :-
builtin(Lit), !,
call(Lit).

4. abductively prove(Lit) :-
builtin_clause(Lit, Body), !,
abductively_prove(Body).

5. abductively_prove(Lit):-
abducible(Lit), !,
post_constraint(Lit).

6. abductively prove(Lit) :-
rule(Lit,Body),
abductively_prove(Body).

Figure 8.5 Skeleton of the meta-interpreter implementing the Alodugngine

The above skeleton has the following declarative reading:

Rule 1 corresponds to the base condition and states that the emptygak“true.
Rule 2 states that conjunctive goals H and B are true if both of them are true.
Rule 3, states that if a goal is a built-in, it is truegfaxkecution does not fail. Built-
ins are either Prolog built-ins such as ground/1 or var/1; erdegmed built-ins such
as the constant semantic object builder cste(S, skolem(S, V, C, 1, is@&(V).

Rule 4, states that built-in clauses are true if their bzady be abductively proven.
User defined clauses correspond to the basic definitions provwddidei ECOIN
framework. For example the context frame definition in Chapter 5:

M(basic) =0.

i=1..n, m O M(1) — modifierst,[my,...,my]).

m O M(1) —~is_af,1s), m O M(1y).

becomes a user defined set of clauses in the implementation as follows:

contextFrame (basic,[]).
contextFrame (T,M) :- modifiers(T,M1), is_a(T,ST), contextFrame{&),
union(M1,M2,M)
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Rule 5, states that if the goal is abducible then it is postexdtire constraint store. A
goal is abducible if it is one of the constraints in [ =,<,>,=5>, is, +, -, *, /] or one

of the designated external relations such as yahoo relationth® airfare example.
Abducibles limit what statements can be used in expressing the etedisry.

The constraint store is implemented using the Eclipse CbiRrji and consists of the
basic inequalities for consistency checking of abducibles els a8 the symbolic

equation solving rules (See Figure 8.6 for a sample).

Sample Inequalities

built_in @ X leqY <=> ground(X),ground(Y) | X @=<Y.
reflexivity @ X leq X <=> true.

antisymmetry @ Xleq VY, Yleg X <=>X =Y.
transitivity @ XleqY,YleqZ==>X\==Y,Y\==2Z, X\==Z| X leq Z.

subsumption @ X leg N\ X leg M <=> N@<M | true.
subsumption @ M leq X\ N leq X <=> N@<M | true.

Sample Symbolic Equation Solving Rules
sum_ground @ sum(X,Y,Z) <=> ground(X), ground(Y) | Z is X + Y, bound(2).

sum_ground @ sum(X,Y,Z) <=> ground(X), ground(Z) | Y is Z - X, bound(Y).
sum_ground @ sum(X,Y,Z) <=> ground(Y), ground(Z) | X is Z - Y, bound(X).

Figure 8.6 Sample Inequalities and Symbolic Equation Solving Rules from t
Constraint Store

* Rule 6, states that if the goal is a rule in the application declar#étienshe goal is
true if the body of the rule can be abductively proven. For example given the
following rule in the application file:

rule(modifier(price, Object, type, c_yahoo, Modifier),

(cste(priceType, Modifier, c_yahoo, "nominal"))).

abductive proof of modifier(price, X, type, c_yahoo, M) would be reduced to the proof of

abductively prove(cste(priceType, M, ¢_yahoo, "nominal®)) .

In Figure 8.7, shown in the following two pages, we provide@etod the example query

provided in Chapter 4 page ?. Starting with the well formed Datalog queg. W
answer(VAirline,VPrice)—

yahod(_,Airline’, Pricé, _, DDate, ADaté , DCity, , ACity),

value(Pric& c_user, VPrice),

value(Airliné,c_user, VAirline),

value(DDat&c_user, “01/06/03),
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- abductively_prove(answer(VAirline,VPrice))
Rule 5

abducible(answer(VAirline, VPrice))
post_constraint(answer(VAirline, VPrice))

- abductively_prove(yahop ,Airline’, Pricé, _, DDat¢ ADat¢ , DCity, _, ACity), value(Price c_user,
VPrice),value(Airling,c_user, VAirline), value(DDate_user, “01/06/03"), value(ADdte user, “01/08/03"), value(DCity,
c_user, “Boston”), value(ACity, c_user, “Istanbyl”)
Rule 2
— abductively_prove(yahdp ,Airline’, Pricé, _, DDaté ADaté , DCity, _, ACity)).
- abductively_prove(value(Priges_user, VPrice))
—abductively_prove(value(Airliig_user, VAirline)).
- abductively_prove(value(DDdte_user, “01/06/03")).
—abductively_prove(value(ADdte_user, “01/08/03"))
- abductively_prove (value(DCityc_user, “Boston”)).
- abductively_prove(value(ACityc_user, “Istanbul))

— abductively_prove(yahop ,Airline’, Pricé, _, DDaté ADaté , DCity, _, ACity)).

Rule 6

rule(yaho&(ID',Airline’, Pricé, TaX, DepDatg& ArrDaté, DepCity, CxnCountry, ArrCity') ,
(yahoo(ID,Airline,Price, Tax, DepDate, ArrDate,Defy(CxnCountry, ArrCity))).

where
ID' = skolem(flightID, ID, c_yahoo, 1, yahoo(ID,..., Aitg)),
Airline’=skolem(airline, Airline, c_yahoo, 2, yahoo(ID,Ait¢,..., ArrCity)),
Pricé=skolem(price, Price, c_yahoo, 3, yahoo(ID,Airlece,..., ArrCity)),
Tax=skolem(tax, Tax, ¢_yahoo, 4, yahoo(ID,...,Price, TaxArrCity)),
DepDaté=skolem(date, DepDate, c_yahoo, 5, yahoo(ID,...,Ta@pDate,..., ArrCity)),
ArrDaté=skolem(date, ArrDate, c_yahoo, 6, yahoo(ID,... ,DegeDArrDate,..., ArrCity)),
DepCity=skolem(airport, DepCity, c_yahoo, 7, yahoo(ID,...[2ate, DepCity,..., ArrCity)),
CxnCountry=skolem(country, CxnCountry, c_yahoo, 8, yahoo(IDCxnCountry, ArrCity)),
ArrCity'=skolem(airport, ArrCity, c_yahoo, 9, yahoo(ID,...,@auntry, ArrCity))).

- abductively_prove(yahoo(ID,Airline,Price, Tax, Mgte, ArrDate,DepCity,CxnCountry, ArrCity))
Rule 5

abducible(yahoo(ID,Airline,Price, Tax, DepDate, Bate,DepCity,CxnCountry, ArrCity))
post_constraint(yahoo(ID,Airline,Price, Tax, Dep8arrDate,DepCity,CxnCountry, ArrCity)).

- abductively_prove(value(Priges_user, VPrice))
Rule 4
builtin_clause(value(Pri¢g_user, VPrice), Body)
abductively_prove(Body).
where Body is
isa(Pricé S), sourceValue(Pritevsrc), all_contextFrame(S, L), allcvts(S, O, Vdrec_user, VPrice).
Rule 4
builtin_clause(isa(Pri¢eS), Body) [S resolves to type price]
builtin_clause(sourceValue(Pric&'src), Body) [Vsrc resolves to Price in yahoo@bline,Price, Tax, DepDate,
ArrDate,DepCity,CxnCountry, ArrCity)]
builtin_clause(all_contextFrame(price, L), Body). fesolves to [currency, type, coverage] aftenualigely proving:
contextFrame (basic,[]).
contextFrame (T,M) :- modifiers(T,M1), is_a(T,S€qantextFrame(ST,M2), union(M1,M2,M) ]
builtin_clause(allcvts(price, O, Price, [currentype, coverage], c_user, VPrice))
allcvts applies conversion functions for eachdifier
e.g. for currency the following conversion funetidefinition goes through the abductive proof
procedure
cvt (commutative, tf currency, M\, MV,, ) —
exchangeRatéCurrency, Currency, Rate),
value(Currency ¢, MVy),
value(Currency ¢, MV;),
value(Rate, c, Ratg
multiply(t, ,Rate, ty').

Finally, the following constraints are posted to tle constraint store.

{ visafees(“Transit, UK, Turkey”, VF), currencycoen(“GBP”,"USD”, ExchangeRate, “05/01/03"), sum(Price, T, PT),
mul(ExchangeRate,VF,VFA), sum(PT,VFA,PTVRERTVS,5,PTV), sub(Final, 20, PTVS), sum(20,5,3®R(Final, SP,
FSP), div(RT,2,FSP), sum(RT,SP,VPrice)}
and CxnCountry is resolved to “Great Britain”
...continued in the next page:
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- abductively_prove(value(Airling_user, VAirline))
Rule 4
builtin_clause(value(Airlinec_user, VAirline), Body)
abductively_prove(Body).
where Body is
isa(Airline’, S), sourceValue(Airling Vsrc), all_contextFrame(S, L), allcvts(S, O, Vidrcc_user, VAirline).
...In this case no conversion is found to be necessatherefore nothing is posted to the store. Only v@able resolutions
are reflected in the answer.

- abductively_prove(value(DDdte_user, “01/06/03")).
Rule 4

builtin_clause(value(DDatec_user, “01/06/03"), Body)

abductively_prove(Body).

where Body is

isa(DDaté€, S), sourceValue(DDateVsrc), all_contextFrame(S, L), allcvts(S, O, Vdrec_user, “01/06/03).
...In this case static conversion takes place and Depf# is resolved to “06/01/03"

- abductively_prove(value(ADdte_user, “01/08/03"))
Rule 4

builtin_clause(value(ADatec_user, “01/08/03"), Body)

abductively_prove(Body).

where Body is

isa(ADate, S), sourceValue(ADate Vsrc), all_contextFrame(S, L), allcvts(S, O, Vdrec_user, “01/08/03”).
...In this case static conversion takes place and Arr@e is resolved to “08/01/03"

- abductively_prove (value(DCityc_user, “Boston”)).
Rule 4

builtin_clause(value(DCity,c_user, “Boston”), Body)

abductively_prove(Body).

where Body is

isa(DCity', S), sourceValue(DCity Vsrc), all_contextFrame(S, L), allcvts(S, O, Vidrcc_user, “Boston”).
...Eventually the following abducible obtained from caversion functions are posted to the constraint ste:
cityAirport(“Boston”, DepCity),

—abductively_prove(value(ACityc_user, “Istanbul”))
Rule 4

builtin_clause(value(ACity,c_user, “Istanbul”), Body)

abductively_prove(Body).

where Body is

isa(ACity', S), sourceValue(ACity Vsrc), all_contextFrame(S, L), allcvts(S, O, Vidrcc_user, “Istanbul”).
...Eventually the following abducible obtained from caversion functions are posted to the constraint ste:
cityAirport(“Istanbul”, DepCity),

After a second run and constraint processing thesimg set of abducibles are obtained as the answe
{ answer(VAirline,VPrice),
yahoo(l,VAirline, Price, T, “06/01/03", “08/0130, Airport;, “Great Britain”, Airport),
visafees(“Transit, UK, Turkey”, VF),
cityAirport(“Boston”, Airport),
cityAirport(“Istanbul”, Airport),
currencyconvert(“*GBP”,"USD", ExchangeRate, ‘05/03"),
sum(Price, T, PT),
mul(ExchangeRate,VF,VFA),
sum(PT,VFA,PTV),
mul(PTV,2,RT),
sum(RT,25,VPrice).}
{ answer(VAirline,VPrice),
yahoo(l,VAirline, Price, T, “06/01/03", “08/01/03Airport;, Cxn, Airpor),
Cxn <> “Great Britain”,
cityAirport(“Boston”, Airport),
cityAirport(“Istanbul”, Airport),
sum(Price, T, PT),
mul(PT,2,RT),
sum(RT,25,VPrice).}}

Figure 8.7 Trace of WQ2 from Chapter 4
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value(ADatéc_user, “01/08/03”)

value(DCity, c_user, “Boston”)

value(ACity, c_user, “Istanbul”).
we show each rule that applies during the abduction phase. Thedinaf abducibles
shown at the end of Figure 8.7 can be written as a Datalog quaoh i then translated
by the Datalog to SQL translator to MQ2 shown in Chapter 4.

8.2.2 Query Processor

The next destination of the mediated query is the query proosbsdr consists of a
query planner, optimizer and executioner as shown in Figure 8.8.

Planner | Optimizer

Join Cost Estimator
Calculator

internal internal join cost
representation representatlon blndmgs statistics

SQL Translator Plan Generator

query
Executioner

execution plan
Database Engine with
Local Data Store

Datalog
Parser

internal
representation

mediated
query

SQL
translation

CGI/XML

C

al
Non-Relational
Web Data Source

meleon
a

<—query answer—

Remote Query
Executioner

JDBC CGI/XML

T

Function Container
Servlet

Remote Database

Figure 8.8 Architecture of ECOIN Query Processor (Adopted from Aa@R)

The Planner takes a Datalog query as an input and produces a xg@rjioa plan
(QEP), which specifies constraints that need to be satisfigakiexecution of component
subqueries (CSQs). Optimizer uses cost estimates (traimskerof tuples across the
network) to improve planner's QEP by searching for an optimatwion path. The
executioner dispatches the CSQs to the remote sourcesrahahes the returned results.
It also performs joins and condition filtering that could not hava lleme at the remote
sources. Intermediate results are stored in the local dat siwd the local RDBMS
query processor is used to execute the final query over thesmadiate results. More

details can be found in [Alatovic 02]
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8.3 Server Processes

Server processes are database gateways, wrappers for vesbgmagservices, the
local RDBMS used by the query processor and the distributedryetiiat stores pointers
to metadata. Database gateways and wrappers provide a uniforof wegessing data
sources by using a canonical query language such as SQléléanwrapper engine,
described in Chapter 2, lets us treat web sites like limigetitional databases. Similarly,
our web service wrapper lets us query web services using SQL withresimetions.

The registry for the ECOIN system stores metadata neededarioys applications in
the prototype. The application editors use the registry toe séord read ECOIN
application metadata. The mediation engine use it to get the E@@iNcation rules
needed for the mediation. The query processor needs to obtaich#raasinformation
and location of data sources.

The registry has a distributed organization as shown in Figure 8.9 below:

Registries
|

/ Registry \

Applications Sources

Metadata \ / eCOIN Extras \

HTML .
LRDF IiuleMLI RFMLIProIoglPrologl Schema I Queries I

Figure 8.9 The Registry Organization in ECOIN (Adopted from [Lee 03])

The root registry is simply a set of pointers to local teigis. ECOIN prototype
maintained in our group at MIT, and the one located in Malaysia Hasedt registries
that are pointed from the root registries. Each local rggistorganized by application
identifiers and stores pointers to application metadakach may be in a number of
formats ranging from RDF to Prolog as shown in Figure 8.9. More dedailsecfound in
[Lee 03].

This completes the brief description of the ECOIN prototypeichviis available
online’! to assist users from application creation to query executias.d powerful
demonstration of the feasibility of the ideas described in this Thesis.

*L http://context2.mit.edu/coin/
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Chapter 9
ECOIN and the Semantic Web

In the previous chapters we laid out the ECOIN framework ¢breaing semantic
interoperability among heterogeneous and autonomous data sdartieis chapter, we
discuss the relationship between ECOIN and the Semantic VWWe&bDb(S the vision of
achieving logical connectivity on the Internet [Berners-Leg The challenges of the
SWeb will be similar to the challenges of ECOIN; therefmwmeresearch may offer many
important lessons and approaches for the SWeb. At the same tineb, @Wstitutes an
important test bed for ECOIN, with its many heterogeneous amth@ubus data
sources. Our objective in this chapter is to provide some tpaickground on the SWeb,
and point out some interesting future research directions.

9.1 The Semantic Web

The SWeb is the vision of achieving semantic interoperaloiitythe Internet. The
SWeb differs from older application environments in many waws particularly in its
huge number of autonomous sources and the rapid and continuous changeussse
are going through [Manola 02].

The SWeb introduces a set of layered standards to makerdtdta web well-defined
for machines to reason with. These layered standards arallbf$¢rated with the SWeb
stack diagram shown in Figure 9.1. In the lowest layer, thexeUaiform Resource
Identifiers URI) that identify resources on the web, dddicode that encodes every
character with a unique number independent of the platform, pnpgraanguagexML
provides a surface syntax for structured documents, but imposes antseconstraints
on the meaning of these documemi$D (Document Type Definition)--not shown in the
diagram--is the grammar of an XML document that provides a list of éleenents,
attributes, comments, notes, and entities contained in the dotwsewell as their
relationship to one another within the document. XMamespaces refer to collections
of names, identified by URI referencesML Query language, based oML Path
expressions that address parts of XML documents, provides fedturestrieving
information from diverse XML sourceXML Schema is a language for restricting the
structure of XML document®DF is a datamodel for objects ("resources") and relations
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Figure 9.1 Semantic Web Stack

between them, and provides a simple semantics for datambdetsah be represented in
an XML syntax.RDF Schema is a vocabulary for describing properties and classes of
RDF resources, with a semantics for generalization-higesrabf such properties and
classes. In thé@ntology layer, OWL is a proposed ontology language that adds more
vocabulary to RDFS for describing properties and classesn@nothers, relations
between classes (e.g. disjointness), cardinality (e.g. "gx@uof"), equality, richer typing

of properties, characteristics of properties (e.g. symmedng, enumerated classes. So
far main contributions of Semantic Web have been in theinffef standard languages
for data and ontology representation. As shown in Figure 9.2, resatatble Rules,
Logic, Proof and Trust layers, is still in early phases and many of the issuesusuting

the upper layers are relatively less understood and curtegithg investigated by many
researchers. The current status of the SWeb is depictedureMg®: XML has been a
standard since 1998 and is widely deployed to achieve interojtgratiithin
applications; Rules do not currently have a standard, althoudgeMRuis being
considered by the World Wide Web Consortium (W3C), who developsfispéons,
guidelines, software, and tools for the SWeb, etc.
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2053/ 7

Research non-web or Web Wide deployment
1 -
;998 (etc., etc!) non-standard Standards
cwm
BCA logic framework Trusted systems

KIF crypto Inter-engine interop

Declarative ebusiness

rulesfquery

RulenL Rule indexes
OWL Web of meaning
ROF-5

Cross-App interop

Figure 9.2 Semantic Web Status (adopted from [Berner©8pe

9.2 The Semantic Web and Relational Databases

In this section, we aim to establish the relationship betweerSWeb and the
relational data model, the canonical representation of data sourdeCOIN. In the
relational model, databases have tables, which are setsvef [Each row is a collection
of data cells identified with a field (column) name. Relaiagthemas define the names
and domains of fields, as well as a set of integrity conssramcluding key constraints,
and referential integrity constraints.

Although XML, and its schema definition languages DTD, and X3thema can be
used to express relational data models, the Semantic Web dat sumgborts the
relational data model mainly through the use of Resourceriptso Framework (RDF)
and its corresponding schema language RDFS. RDF is prefereedXML, because it
unifies set of all possible XML representations of a fait one statement. RDF can be
thought of as the XML encoding of a relational table ceBlasvn in Figure 9.3 below.
In similar vein, RDF schema corresponds to the schema of a relatioral tabl
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Relational Table

RDF

Property

Property

Subject Value

Figure 9.3 RDF vs. Relational Model (adapted from [Tim Berners-Lee 03])

RDF has a simple data model consisting of triples withftilowing components
(see Figure 9.3)

» apropertythat describes sonmelationship(also called a predicate),

» avaluethat is thesubjectof the statement, and

» avaluethat is theobjectof the statement.

A property must be a URI reference, whereas the subject and oiggdie a blank node
(a node without a URI), a constant or a URI reference. SRD#T triples constitutes an
RDF graph, in which subjects and objects are called the nodes.

A row in the relational model can be expressed as a sBD& nodes, with the
following mapping:

* ablank RDF node corresponding to a row, with its rdf:type property

corresponding to the table name;

» aset of RDF properties corresponding to the column names; and,

» aset of constant values for each property corresponding to data cells.

A row in yahoo relation from the airfare example for instancald be pictured as a
graph as shown in Figure 9.4. In this figure, the blank node corresponds to amotivdro
yahoo relation. The rdf:type property of the blank node is set teethgon name yahoo
in the sense that a row is an instance of the predicatesporrding to the table name.
The column names define the outgoing property arrows fronbldrek node, which
points to constant values for each property corresponding to d#aircehe yahoo
relation.

RDFS is the vocabulary description language for RDF. Ingeomits expressive
power it is comparable to Entity Relation models, and can betasageiscribe database
schemas. The schema for the yahoo relation from the agkamaple can be defined as
shown in Figure 9.5. In the Figure, all column names are defingtst@asces of class
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rdf:Class, and their domains are restricted by the rdf.datqygeerty. Unlike, database
schemas, however, RDFS restrictions are not automatieafiyrced. It is left to the
individual programs to process these constraints. FurthermoréSRIDes not provide
built in support to express most integrity constraints such akeaheand uniqueness

http://www.yahoo.com/travel

coin:airfare info

coin:ArrCity

LH42260103 Lufthansa Germany Istanbul

Figure 9.4 A row from airfare relation yahoo in RDF data model

constraints. Expression of these constraints is left to higherléaglages such as OWL,
which builds on RDFS bare minimums.

coin:CxnCountry

rdf:datatype
rdf:datatype

Figure 9.5 Schema of airfare relation yahoo in RDF Schema
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9.3 The Semantic Web and Ontologies

Web ontology language (OWL), which is a standard candidathéosemantic Web,
is an outcome of web ontology work that started in mid-ninetiés projects such as
SHOE [Luke et al. 97], Ontobroker [Decker et al. 98], Olloftécks et al. 00], and
DAML+OIL [Connoly et al. 01]. OWL is built on RDF(S), and is encddad written as
an RDF graph. It has three species or versions: OWL Lite, ®WIwhere DL stands
for "Description Logic"), OWL Full. OWL Lite, is the most bawersion that allows the
expression of classification hierarchy and simple constrairgs ¢ardinality constraints
of 0 or 1). OWL DL provides maximum expressiveness while bemgputationally
complete (all conclusions can be computed) and decidabledalputations can be
performed in finite time). OWL Full is the most expressugrsion of the language
without having any computational guarantees like OWL DL.

OWL, compared to ECOIN ontology language, (with constructs seengpe, attribute,

is-a, and modifier) has a richer set of ontology constrikappings between the ECOIN
and OWL ontologies, with the exception of modifiers, can be ordynestablished as
shown in Table 9.1:

ECOIN OWL

Semantic Type Class
Attribute ObjectProperty
is-a subClassOf

Table 9.1 ECOIN to Semantic Web Mapping

The semantic type concept in ECOIN corresponds to the Classept asa class
identifier in OWL. Syntactically, the semantic typeip from the airfare example would

be represented in OWL as follows:
<owl:Class rdf:ID="Trip"/>

The attribute concept in ECOIN corresponds to the concept of BrapeWL. In
ECOIN, domain and range of a property are not enforced, and castdvenished at run
time. Similarly, OWL allows domain and range values to berdghed before run time,
and it also provides the flexibility to leave them undefined. @hstination attribute

declaration, attribute(trip, destination, airport), would be defined in O¥Wblbows:
<owl:ObjectProperty rdf:ID="destination">
<rdfs:domain rdf:resource="#Trip" />
<rdfs:range rdf:resource="#Airport" />
</owl:ObjectProperty>

The is-a relationship between semantic types in ECOIN epeesented by the
subClassOf relationship in OWL. The is_a(price, moneyAmouath fECOIN would be

represented in OWL as:
<owl:Class rdf:ID="price">
<rdfs:subClassOf rdf:resource="#moneyAmount" />
</owl:Class>

The concept of a modifier, however, do not have a direct counterpart in OWL.&Since
modifier is a special type of attribute, it can be repnted as a an attribute in OWL, and

138



annotated as a modifier with a property. For example, the currevaifier for
moneyAmount semanticType could be represented in OWL as shown in Figure 9.6.

ecoin:MoneyAmount

ecoin:currency > true
ecoin:modifier

A 4

ecoin:CurrencyType

Figure 9.6 Modifier Representation in OWL

In Figure 9.6, a modifier property is defined from a propery tooastant. The
modifier property acts like a flag that designates tiviea given property is a modifier
property.

Perhaps, a better way to incorporate modifiers would be to ceeatgbclass of
owl:ObjectProperty like the way owl:SymmetricProperty is\detiand use that property
in modifier declarations. In this case the following declaregtican be used, which more

closely corresponds to the ECOIN data model:
<owl:Class rdf:ID="ModifierProperty">
<rdfs:subClassOf rdf:resource="owl:ObjectProperty ">
</owl:Class>

<owl:ModifierProperty rdf:ID="currency">
<rdfs:domain rdf.resource="ecoin:MoneyAmount" />
<rdfs:range rdf:resource="ecoin:CurrencyType" />
</owl:ObjectProperty>

If we were to redraw the airfare ontology we have shown in @hdptsing OWL, it
would almost be an identical graph with the exception of exchgnoiodifier arrows
with ModifierProperty arrows, and is-a arrows with the subClassOf pgyoaeows.

9.4 The Semantic Web and Context

The issue of context has been discussed in the Semantic Wehuodyn after
suggestions that the idea of contexts were missing in RDF s$he has been considered
under the subjects of reification, aNdtation 3? (N3)'s implementation of contexts as a
container set. But a decision to include contexts in RDF standard has mohdde yet.

*2Simplified RDF language
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Reification deals with the situation of making statements talsiatements.
Reification relates to the idea of contexts because contexabai®nts can be thought of
as statements about the truth of a statement in a congexh(McCarthy’s notation ist(c,
statement)). For example, the following statemeral®ut the price of an airfare:

(Sy) trip LH425060103as a pricavhose value is 550

could be expressed as a triple:

[ecoin:LH425060103 ecoin:price “5507]

and reified as follows:

[[ecoin:LH425060103 ecoin:price “550”] ecoin:ist contexts:c]

In RDF, reification is implemented with the introduction of avrigpe rdf:Statement
which has the properties of rdf:subject, rdf:predicate, and rdEblgebjects that refer to
objects with the rdf:Statement type, different from othgres, refer to the whole
statement which is the combination of subject, predicate and propergripgep

It has also been proposed in the RDF discussion groups that RDimbd into a
guadruple to include a context or statement id as a tuple. Watlptbposition $could
be represented as a quadruple:

[S1 ecoin:LH425060103 ecoin:price “5507]

and S could either be perceived as a statement or context id.

In yet another proposal to implement the notion of context [KIQ@E in RDF,
inspired by the N3 language, a new container class caliéd:StatementSet is
introduced to represent a collection of reified RDF statesn€untext is then defined as
a sub class of this container class and several propertieasasserts, assumes are used
to add statements to the container, and to define relationshvpsdoecontexts, etc. This
proposal, like others, also has not found its way into the RDF standard yet.

9.5 The Semantic Web and Rules

The concepts of ontology, context and rules are fundamental inngreasemantic
organization of knowledge. Ontologies are important in spegfthe explicit semantics
of data in the form of concepts and their relationships; cantidilitate meaningful
exchange of data with implicit semantics. Rules, on the other raedcritical in
expressing generalizable knowledge through the use of ontologiesoatekts. In the
ECOIN framework, for example, rules are used to express nggppetween sources and
the ontology, intensional expression of modifier values (i.e. gbateoms), conversion
functions that map object values between different contexts, amglitpteonstraints for
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sources. Rules in ECOIN are closely tied with ontologies aneéxtznsince they refer to
constructs in the ontology and context identifiers.

Rules on the SWeb has recently gained more recognition and béasethan the
SWeb stack diagram on top of the Ontology layer. Currently, the nmsiment effort in
representing rules for the Semantic Web is the XML encoded RRaik up Language
(RuleML) [Grosof 01]. RuleML aims to define a shared langutdnge¢ permits “both
forward (bottom-up) and backward (top-down) rules in XML for deductiewyiting,
and further inferential-transformational tasks” [Boley 01].

ECOIN knowledge, such as elevation axioms, modifier deadast conversion
functions and integrity functions are rules that can be expressdiedBWeb using a
standard rule language that supports ontologies like OWL. Watlertiergence of such a
rule language standard on top of ontologies, these mappings will berclear

9.6 The Semantic Web and Logic Programming

The relationship between logic programming and the Semantic Was been
examined by analyzing the mappings between logic programstingtures and XML
and RDF [Boley 00]. Accordingly, basic RDF can be formalized witund binary
Datalog Horn facts. For example, the triple

[ecoin:LH425060103 ecoin:price “5507]
can be encoded as the ground Datalog Horn binary fact as:
ecoin:price (ecoin:LH425060103, “550”)

Furthermore, RDF container structures such as bags cannsétraed into lists in
logic programming. Reification can be treated with the use of llogie (e.g. with the
use of a belief operator), and the use of logic variables médjectiee expression of rules
using RDF.

With these mappings, RDF can be considered as a specialotdsewledge
representation with logic programming. This would then bring theilpbitgsof using
non-monotonic reasoning techniques employed in ECOIN, spegifiabliiuction and
constraint logic programming, in the context of Semantic Web.l&dve the details of
such a possibility for future work.

9.7 Future Work

There are several interesting directions for future wonk gradually extending
ECOIN approach to the SWeb. Some of these can be listed as follows:
» Extending Caméléon wrapper engine with OWL support and RDF output capabilities
* Using RDF documents as data sources
* Using OWL and (RDF/)RDFS as data schemas
» Using RuleML encoded rules to express elevation axioms and conversion functions
* Mediation of XML Query language based queries
* Investigating the representation of contexts on the SWeb

141



Chapter 10

Conclusion

In this Thesis, we addressed the two intertwined problemegidal connectivity
namely data extraction and data interpretationin the domain of heterogeneous
information systems.

We, first, described the design and implementation of a geparpbse, regular
expression based Caméléon wrapper engine with an integratedilitapaaware
planner/optimizer/executioner, and IWrap semi-automatic wraggeerator. Compared
with other existing approaches in the academia and industry, €amelnd its
accompanying tools provide a fitialance of expressiveness and simpligitfhe data
extraction domain.

Then, we provided a conceptualization for the dimensions of sentetérogeneity,
to better explain the nature of problems relatedata interpretation After presenting a
brief analysis of semantic conflicts in financial informatgystems, we introduced three
dimensions of semantic heterogeneitgontextual, ontological, and temporal
Furthermore, we defined a subcategory under ontological heterbgenieat referred to
the heterogeneity in the way data items are calculated bther data items in terms of
definitional equations asquational ontological conflicts.

Before describing the Extended Context Interchange (ECQipipach to achieving
semantic interoperability among heterogeneous and autonomoas sdatces, we
summarized th€ontext Interchangstrategy employed in our predecessor COIN. COIN
was built on the ideas aontexts[McCarthy 93],heterogeneous database integration
abductive logic programmingKakas 00], andleductive object-oriented data modatsl
provided a framework for addressirgpntextual heterogeneitiedVith ECOIN, we
introduced a way to handle equational ontological conflicts by reptieg them as
contextual heterogeneities via the existing representativaalework of COIN with
some minor changes. The reasoning framework, however, needed to tdedxtéth
constraint logic programmindo enable reasoning with symbolic equations. This new
intertwined reasoning framework is knownadsluctive constraint logic programmirig
the literature and has been successfully used in ECOIN magta-interpreterwith
symbolic equation solving capabilities.

Compared with existing tightly and loosely-coupled approachdseiriterature, our
approach provides a middle ground by combining the strengthstofpptoaches. Like
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tightly coupled approaches (e.g. Pegasus [Ahmed et al. 91], &steM[Duschka and
Genesereth 97], Information Manifold [Levy 98]) we automate thle edgewriting a
user query thus freeing the users from having to know thargendetails of sources;
and like loosely coupled approaches (e.g. MRDSM |[Litwin and AatfeB7] , VIP-
MDBMS [Kuhn and Ludwig 88], TSIMMIS [Garcia-Molina et al. 95)e enable users
to dynamically choose how to receive data from sources thesHbging a level of
flexibility unseen in tightly coupled systems.

With ECOIN, we also ventured into merging disparate ECOIN egpbins, which
involves merging disparate ontologies and contextual knowle@ge virtual and
context-based approach to merging of ontologies is a hybrid oficalhsserging and
alignment approaches. Like classical merging we producevanilogy from a number
of ontologies, (albeit a virtual one), and like ontology alignmeggr@aches we use
articulation axioms to relate the terms in disparate ogtedo Ease of merging disparate
ECOIN applications demonstrate the scalability and extendibility of our agproa

10.1 Future Work

The completion of this Thesis also opens up many other resesatgs] which we
hope to explore in the future. In this section we would like to imert few of promising
research areas.

First, representation frameworks used in both COIN and ECQOé&\limited to
representing contextual heterogeneities. While we wele tabrepresent some of the
ontological heterogeneities as contextual heterogeneitisbould also be possible to
deal with them at the ontological level. For example, genelaionships such as “Profit
= Revenue — Expenses” can be represented at the ontologieblae well. What
representational extensions are needed to relate ontol@giesiructs that are clearly
distinct (e.g. Profit vs. Expenses) but somewhat relateceairitological level? When is
it appropriate to represent ontological heterogeneitieseataontextual level? These are
guestions that need to be addressed in future research.

We also left out issues related to temporal heterogeneitidsisinThesis. As we
mentioned in Chapter 3, temporal heterogeneities are orthoggpobath contextual and
ontological heterogeneities, which suggests a differay w represent and reason with
them. The ability to represent temporal heterogeneitiisout destroying our current
framework would be an important research goal in the comiagye

In Chapter 9, we discussed the relationship between the Seéttiand ECOIN
and pointed out interesting synergies they exhibit. One of ouarasegoals will be
generalizing the ECOIN approach to the Semantic Web, wHiehsasome of the
fundamental assumptions of the semantic interoperability problem.

Finally, we would like to explore bio-informatics as a ferfield to apply our results
and test the viability of our solutions.
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