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Abstract

We develop mathematical models that exploit external information to improve anal-

ysis of a medical scan. Medical images enable visualization of the human body, and

are central in clinical practice and many large-scale scientific studies. Medical image

analysis uses computational models to interpret these scans towards the clinical or re-

search goals. For example, in this thesis we are motivated by a clinical study of ischemic

stroke, which aims to quantify cerebrovascular disease burden as observed in medical

scans, along with its population trends and genetic predisposition.

In most analyses, anatomical information is extracted from images to provide insight

into a problem, facilitating understanding of genetic variants, clinical variables and

population trends. In contrast, this thesis investigates what these external factors

tell us about the human anatomy and the medical scans themselves. First, we show

how genetic and clinical indicators can be used to predict MRI scans of anatomical

change through a semi-parametric generative model. Second, we demonstrate that a

cohort of subjects with cerebrovascular disease can help identify the spatially complex

pathology in a new subject through a generative computational model. Third, we

use large collections of clinical images to dramatically improve the resolution of a new

scan and recover fine-scale anatomy. We also present an approach for rapid interactive

visualization of images in large studies. Bringing our methods together in large scale

analyses of stroke and dementia subjects, we demonstrate new avenues of research

enabled by these contributions.

Thesis Supervisor: Polina Golland

Title: Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

MEDICAL images, such as Ultrasound (US), Magnetic Resonance (MR) and Com-

puted Tomography (CT) facilitate visualization of the human body, and are a

central component of clinical practice. For example, MRI and CT scans are part of

the standard of care in diagnosing and evaluating stroke [20, 70, 114], a leading cause

of death in the United States [86]. Large-scale scientific studies also employ medical

imaging in examining populations for anatomical variability, functional response, cor-

relation with clinical factors, and diagnostic prediction. For instance, the Alzheimer’s

Disease Neuroimaging Initiative (ADNI) uses MRI and PET imaging together with

health measures to study the progression of Alzheimer’s disease [63, 87].

Large collections of medical scans can provide powerful avenues of analysis. How-

ever, gathering good quality data and making it available for collaborative research is a

costly and complex undertaking. In contrast, millions of diagnostic scans are acquired

every day as part of standard medical practice, and are often tuned to a particular

medical condition. These scans can be accompanied by other clinical factors such as

basic patient information and blood tests, constituting a rich data source for analysis.

Through collaborative efforts and changing public policy, these heterogeneous clinical

scans are being made available, opening new avenues for research, while presenting

novel challenges in dealing with widely heterogeneous, high dimensional data.

Medical image analysis uses computational models to help interpret medical images

and aid in achieving clinical or research goals. Most often, meaninful information is

extracted from images to provide insight to a problem. For example, spinal vertebra and

nerve roots [22, 91, 146], tumors [15, 82], and strokes [49, 73] can be identified, delineated

and analysed to aid in diagnoses and treatment planning. Similar techniques can be

used in scientific studies to drive discovery, or elucidate population-wide patterns. In

addition to medical scans, recent availability of external data, such as clinical variables

and genotyping, are facilitating better patient-specific understanding and population

21
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analyses [129, 142]

Medical image analysis has also started to play an important role in informing

genetic studies. Population genetics investigates genetic variation with respect to phe-

notypes or diagnoses of interest. For example, the ADNI study aims to discover and

understand the role of genetic covariates in Alzheimer’s disease. Medical images of-

fer a rich phenotype where derived features represent meaningful traits to study by

themselves, or can help untangle complex correlations between genetics and disease.

The anatomical information gained from analysis of medical images is therefore a

gateway to improvements in clinical practice and scientific study. They have been used

to help diagnose, treat, explain disease and understand medical variables. But what

can these non-imaging factors, in turn, tell us about the human anatomy and medical

images themselves?

Preview of Contributions

In this thesis, we study how factors external to a new medical scan, such as genotypes,

medical charts and images of other subjects, can help characterize anatomy in the new

patient. First, we show how genetic and clinical indicators can be used to predict MRI

scans of anatomical change. Second, we demonstrate that a cohort of subjects with

white matter pathology can help predict the spatially complex disease in a new subject.

Third, we use large collections of low quality clinical scans to dramatically improve

the resolution of a new subject and recover fine-scale anatomy. We also present an

approach for rapid interactive visualization of imaging data in large studies. Bringing

these methods together in large scale analyses and evaluation, we outline new avenues

of research enabled by our contributions.

� 1.1 Motivating Clinical Study

Throughout this thesis, we will work with two motivating clinical problems and associ-

ated image collections: ischemic stroke and Alzheimer’s disease.

Ischemic Stroke

Stroke is a leading cause of death and debilitating injury in the United States [86],

leading to significant clinical and scientific study. Medically, stroke refers to brain cell

death due to improper blood flow, and ischemic stroke specifically implies an occlusion

of a blood vessel. Most stroke episodes require urgent treatment, and lasting symptoms
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Figure 1.1. Example of imaging used in stroke patients. Diffusion weighted imag-
ing (DWI, left) visualizes acute infarct (red outline), T2-FLAIR MRI (middle) shows
the white matter hyperintensity, or leukoaraiosis (green), and computed tomography
angiogram (CTA, right) captures the cerebrovascular tree and the blood flow stoppage.

vary widely and are often debilitating for survivors. Prevention, and many scientific

studies, concentrate on the risk factors, such as smoking, hypertension, and heredity [59,

101]. Despite significant research commitment to the study of stroke, many of its causes

and repercussions are largely not explained by known risk or genetic factors [56, 101].

We concentrate on a clinical stroke study within the International Stroke Genetics

Consortium (ISGC) [83]. The ISGC is a large collaboration that aims to understand

genetic influences in stroke, in close collaboration with other large consortia, such as

CHARGE [98] and METASTROKE [132]. The effort includes a large number of data

sources spanning genotypes, imaging, clinical characteristics, stroke clinical scores, pa-

tient chart data, and outcomes [101].

The particular study we tackle aims to quantify white matter disease burden as

observed in medical scans, along with its population trends and genetic predisposition

in the context of ischemic stroke patients [109]. Diagnostic imaging, specifically CT and

MRI, are most often acquired within 48 hours of stroke onset for each subject as part

of clinical practice, leading to a large collection of images of stroke patients. As part

of routine care of ischemic stroke, computed tomography angiogram (CTA) is used to

help identify the vascular blockage location, diffusion imaging reveals tissue affected by

the stroke, and sometimes T2-FLAIR imaging is acquired to capture the small vessel

disease through hyperintense voxels (Figure 1.1). Our motivating stroke study involves

twelve acquisition sites including more than 3000 patients with MRI scans, genotype
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data, and health factors such as hypertension and smoking.

The stroke study aims to extract information from these clinically acquired images

to gain insight into stroke burden and genetic predispositions. The clinical images are

of dramatically lower quality than scans available in research studies, and the imaging

phenotypes of interest are complex. We show that using factors external to a subject’s

own scan can help us infer spatial pathology. The stroke dataset is therefore an ideal

problem and challenge, while providing an avenue for our methods to contribute to

clinical understanding of a devastating disease.

Alzheimer’s Disease

Alzheimer’s Disease (AD) is the most common subtype of dementia, affecting more than

five million adults in the United States, and is characterized symptomatically by loss of

memory and cognitive abilities [2, 12, 36]. Recent focus on Alzheimer’s Disease research

has provided advancement in early diagnosis, genetic predisposition, risk factors and

relevant imaging biomarkers, but no treatment or cure has been widely accepted [2, 10,

33, 103, 106, 128]. These efforts have given rise to several large studies that include AD

patients, healthy volunteers and subjects with Mild Cognitive Impairment (MCI) - an

intermediate stage between normal cognitive decline and dementia.

We concentrate on the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [63, 87],

which has enrolled hundreds of AD patients, MCI subjects and healthy volunteers be-

tween the ages of 55 and 95. The study includes basic and cognitive patient information,

longitudinal MRI scans, genotypes, and circulating biomarkers. Specifically, the images

include high resolution T1 MRI scans as well as lower resolution T2-FLAIR images, the

same modality prevalent in the stroke study which enables visualization of white matter

disease burden. With ADNI, we demonstrate that using factors external to a subject’s

scan can help us infer fine-scale anatomy in a low-resolution image, and predict entire

follow-up scans. In Chapter 6 we examine how our methods can be applied to both the

stroke and ADNI cohorts, leading to new avenues of clinical research.

� 1.2 Genetic Impact on Anatomical Imaging

Human genetics studies heritability and the effect of genes on inherited traits. Studies

have analysed genetic effects on a diverse list of traits, from height and skin color [11,

104, 117], to very specific clinical diagnoses [19, 90]. With both genotyping and med-

ical imaging becoming more accessible, some studies aim to obtain both in the same
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Figure 1.2. Example clinical images. Top row (orange box): research high resolution
scan. Next three rows: images from a patient in the stroke study: T1 (top), T2-FLAIR
(middle), and DWI (bottom). Three orthogonal slices are shown for each modality; in
plane slices are highlighted in blue. Note the large slice thickness in clinical scans.
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74 years old 77 years old76 years old75 years old

136_S_0695Figure 1.3. Significant ventricle expansion (orange outlines) due to brain atrophy
(shrinkage). Corresponding axial slices shown for each age. These brain scans cover
four years for an ADNI subject with an APOE gene mutation and mild cognitive impair-
ment (MCI). Large initiatives study the potential correlation between genetic variants,
structural brain changes, and diagnosis.

subjects wherever possible [63, 83, 87, 102]. Here, we introduce the assumptions of the

developing field of imaging genetics, and offer a novel perspective on using genetics to

help characterize human anatomy.

The search for genetic variants that increase the risk of a particular disorder is a

central challenge in medical research, and has been traditionally performed via genome-

wide association studies (GWAS). Such studies examine each genetic marker and its

correlation with disease prevalence, usually independently of all other genetic variants

in the study. While such analyses have been successful in discovering strong univari-

ate genetic effects, complex genetic mechanisms leading to multifaceted diseases have

proven more difficult to study. Similarly, genetic variants with important but weak

effects have been challenging to identify. Traditionally, these problems are addressed

by gathering larger cohorts of subjects to increase statistical power, leading to tens or

hundreds of thousands of subjects in large collaborative studies [98]. However, such

studies are rarely possible.

Imaging genetics studies the relationships between genetic variation and measure-

ments from imaging data, often in the context of a disorder. While traditional genetic

analyses are successful in deciphering simple genetic traits, imaging genetics can aid in

understanding the underlying complex genetic mechanisms of multifaceted phenotypes.

Specifically, imaging-based biomarkers are often used as an intermediate phenotype

that provides a rich quantitative characterization of disease [5, 6, 113, 137]. For ex-
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ample, hippocampal volume and brain atrophy have been linked to particular genetic

variants which correlate strongly with Alzheimer’s disease prognosis [8, 97, 106, 119, 122]

(Figure 1.3). Since statistical population analysis is a central topic in medical image

analysis, appearance regression models [29, 107], linear mixed effects models [27, 115]

and longitudinal atlases [84, 93, 106] offer powerful analysis of biomarkers or images

across populations. This classical correlation-based analysis has also yielded impor-

tant characterization of relationships between imaging data and independent clinical

variables [29, 84, 93, 106, 107]. Population genetics studies that typically require large

patient cohorts are also making increased use of imaging data [84, 102].

Although there is a growing body of work aimed at using imaging phenotypes to

drive genetic discovery, there has been limited modeling of the anatomical effects of

genetic variants, and using these models to predict anatomy in new subjects. The

established correlations between genetic variants and imaging-based biomarkers, such

as hippocampal volume or brain atrophy, suggest a useful causality from genotype to

anatomy. It is plausible to use genetic variation to predict anatomical change and

drive discovery. We therefore reason that standard medical image analysis tasks stand

to benefit from using genetic information. For example, in multi-atlas segmentation

frameworks, one can choose atlases based on the anatomically relevant genetic similarity

to a new patient, and genotype correlations with specific anatomical structures can be

used to regularize image registration.

In this thesis we present a method for predicting anatomical change of a patient with

the help of information external to their scan, including genetic and clinical indicators.

Specifically, given only a first scan of a new subject in a longitudinal study, we pre-

dict anatomical changes and generate subsequent images by leveraging a longitudinal

image collection, subject-specific genotypes, and medical factors. We discuss how pre-

dictive modeling facilitates novel analyses in both voxel-level studies and longitudinal

biomarker evaluation, and demonstrate a novel application.

� 1.3 Spatial Pattern of Pathology

The stroke study aims to characterize the burden of leukoaraiosis, or small-vessel dis-

ease, in stroke patients. Identifying and differentiating cerebrovascular pathologies as

observed in brain MRI is critical for understanding cerebral ischemia. Leukoaraio-

sis describes non-specific changes in the white matter characterized by periventricular

(near-ventricle) hyperintense voxels in T2-FLAIR MRI acquisitions (Figure 1.1). To
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Figure 1.4. Average spatial patterns (yellow) of while matter disease, or leukoaraiosis,
in three population clusters, overlayed on top of a template brain.

understand susceptibility to cerebral ischemia and associated risk factors, clinicians

manually outline and analyze vascular pathologies, focusing on leukoaraiosis and sepa-

rating it from stroke and other lesions. Using this approach, leukoaraiosis burden has

been shown to be lower in patients with transient ischemic attacks compared to patients

with more damaging cerebral infarcts [109]. Manual delineation of leukoaraiosis and

stroke takes up to 30 minutes per patient. With thousands of patients already enrolled

in the study and an increasing recruitment rate, automatic methods of analysis are

directly needed.

While commonly found in stroke patients, leukoaraiosis can also be often seen in

healthy subjects, especially in the elderly population. As such, T2-FLAIR images with

leukoaraiosis are available in other studies, such as ADNI, offering the opportunity for

cross-dataset and longitudinal analysis.

Unfortunately, different lesion types, such as leukoaraiosis and stroke, cannot be dis-

tinguished purely based on intensities in T2-FLAIR or location. Clinicians use anatom-

ical and other medical knowledge to categorize and delineate pathology. In essence,

they use their clinical insight gathered from numerous patients to infer the distribu-

tion of leukoaraiosis in a new patient. Drawing on the clinican’s experience, we model

intensity, shape, and spatial distribution of pathologies, learned from a population, to

capture this anatomical knowledge of variability of pathology. By leveraging the entire

population, we can successfully annotate clinical brain scans in stroke patients. Here,
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Figure 1.5. Brain extraction example. Top: a typical brain extraction result for a
research quality high resolution image. Bottom: a typical brain extraction result for a
clinical low resolution scan.

we focus on segmenting leukoaraiosis and separating it from stroke lesions and imag-

ing artifacts. We discuss large-scale applications and describe novel clinical analyses

facilitated by our method in a later Chapter.

� 1.4 Anatomical Structure in Clinical Images

Enabled by increasingly affordable imaging technology and collaborative efforts like the

ISGC [57, 102], the trend of large scale multi-site clinical studies involving imaging is

likely to continue. In contrast to high quality research scans in studies that commonly

motivate method development, such as ADNI [140] and Predict Huntington Disease

(Predict-HD) [89], clinical studies present significantly lower quality images. For in-

stance, in the stroke study, the brain scans are acquired within a few hours of stroke

onset, limiting scanning time and resulting in MR scans with slice thickness of 6mm,

compared to the usual 1� 2mm in research scans (Figure 1.2). Recently, the same scan

modality is acquired on ADNI patients, enabling the study of white matter disease bur-

den. Despite this limitation, the wealth of information in clinical data that is acquired

through routine clinical care should be embraced and used to understand the disease.

Thick slices, patient motion, intensity artifacts, and cropped fields of view cause

standard image processing algorithms and downstream analyses to fail on clinical im-
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ages. Scans of different modalities are not only low resolution, but are also anisotropic

in different directions, as illustrated in Figure 1.2. Even distinguishing between white

and gray matter is challenging in the resulting T1 images due to poor tissue contrast.

Analyses of such medical image collections are often hindered by the image quality,

presenting significant challenges for basic tasks such as image registration (alignment)

or segmentation (delineation of structures of interest) [109, 123]. For example, a stan-

dard first step in brain image analysis is the isolation of the brain voxels from skull and

other structures. In research-quality images, skull stripping or brain mask extraction

algorithms often assume that the brain consists of a single connected component sepa-

rated from the skull and dura by cerebrospinal fluid [121]. Unfortunately, the validity

of this assumption depends on image quality, and requires high resolution and reliable

contrast. As a result, methods developed for analysis of research scans often fail when

applied to clinical images, as illustrated in Figure 1.5.

We demonstrate image analysis techniques that use information across an entire

collection of low quality images to infer missing anatomical structure in a low resolution

image of a new subject. We take advantage of the fact that local fine-scale structure

is intrinsically shared in a population, and each low-resolution scan captures some

aspect of this structure. We present a novel method for constructing high resolution

anatomically plausible volumetric images consistent with low resolution scans. Our

method does not require high resolution scans or expert annotations, which would limit

its usability, but can instead build the missing structure by learning from collections

of clinical scans of similar quality to that of the input clinical image. The results are

anatomically plausible restored scans, enabling subsequent analysis of the clinical scans

with existing analysis algorithms. This approach is broadly applicable to many clinical

problems, and we demonstrate it in the ADNI study where high-resolutoin data enables

validation of the results. To the best of our knowledge, this is the first demonstration

that a collection of low resolution images can predict fine structure in a new subject.

� 1.5 Contributions

The main contribution in this thesis comprises mathematical models that exploit avail-

able genetic information, clinical factors and large image collections to improve analysis

and interpretation of images of a new patient. This thesis builds on several publications

that first introduced the methods [6, 23, 24, 25, 124, 125].
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Prediction of anatomical appearance from genetic and clinical factors

We demonstrate that external factors, including the subject’s genotype and health fac-

tors, have a significant impact on the subject’s anatomy as seen on a medical scan. In

Chapter 2, we develop a semi-parametric generative model for predicting anatomy of

a patient in subsequent brain scans following a baseline image. We capture anatomi-

cal change through a combination of population-wide regression and a non-parametric

model of the subject’s external health based on individual genetic and clinical indica-

tors.

Identifying spatial pathologies from distributions across patients

We demonstrate that a collection of patients can help identify complex spatial pathology

in a new patient. In Chapter 3, we model intensity, shape, and spatial distribution of

pathologies to capture anatomical knowledge of disease variability from a population

of subjects, and successfully annotate clinical brain scans in new stroke patients. In

Chapter 6 we discuss directions of clinical research enabled by this model, and show

preliminary results comparing disease burden in a larger stroke cohort and ADNI.

Restoring anatomy in low-resolution images from clinical population structure

We demonstrate that a collection of low-resolution images can aid anatomical image

restoration in a new subject. In Chapter 4, we develop a general method for constructing

high resolution anatomically plausible volumetric images consistent with low resolution

scans. Our method makes use of fine-scale structural similarities across a population to

restore clinical scans to the full resolution typical of research images. We demonstrate

our method on the ADNI cohort, where available high-resolution scans enable validation

of our method. We facilitate analyses of clinical images by improving image resolution

while preserving anatomical structure.

Rapid Visualization of Image Collections

In Chapter 5, we present an approach that enables rapid interactive visualization of

high dimensional image data. The method facilitates rapid assessment of large scale

computational analysis of the studies tackled in this thesis.
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Large-scale processing

In Chapter 6 we use the image analysis methods introduced in this thesis to extract

and analyse cerebrovascular pathologies in both the stroke cohort and ADNI, totalling

over 4000 subjects. We present insights learned from large scale processing and discuss

clinical directions facilitated by this thesis. We also discuss future and related technical

directions, with a focus on how anatomical insight can be gained from data external to

an individual scan.

Software

For the methods discussed in this thesis we include open-sourced, accessible code. Ad-

ditionally, we release several useful large-scale MATLAB libraries, with particular focus

to working with image patches.



Chapter 2

Prediction of Anatomical Change

IN this chapter, we explore how genetic and clinical factors affect anatomical phe-

notypes relevant to a disease. Specifically, we use patient-specific medical factors,

along with patterns learned from a collection of MR images, in order to predict follow-

up scans for new subjects. Such voxel-wise prediction opens up several new areas of

analysis, enabling novel investigations both at the voxel level and at the level of deriva-

tive biomarker measures.

Given only a single baseline scan of a new subject in a longitudinal study, our model

predicts anatomical changes and generates a subsequent image by leveraging subject-

specific genetic and clinical information. We capture anatomical change through a

combination of population-wide regression and a non-parametric model of the subject’s

health based on individual indicators. In contrast to classical correlation and longitudi-

nal analysis, we focus on predicting new observations from a single subject observation.

We demonstrate prediction of follow-up anatomical scans in the ADNI cohort, and

illustrate a novel analysis approach that compares a patient’s scans to the predicted

subject-specific healthy anatomical trajectory. At the end of the chapter, we discuss in-

sights gained from genetic prediction of anatomy, discuss a wide variety of applications

and extensions, and propose research directions where genetics can be used to guide

medical image analyses.

� 2.1 Technical Background

Our model describes the change from a single (or baseline) medical scan in terms of

population trends and subject-specific external information. The first scan of a subject

in a longitudinal study serves as the baseline for the purposes of prediction. We model

how anatomical appearance changes with age on average in a population, as well as

deviations from the population average using a person’s health profile. We characterize

33
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such profiles non-parametrically based on the genotype, clinical information, and the

baseline image. Other external sources can easily be incorporated in the model depend-

ing on data availability. Subject-specific change is constructed from the similarity of

health profiles in the cohort, using a Gaussian process parametrized by a population

health covariance. Given the predicted change, we synthesize new images through an

appearance model.

Statistical population analysis is one of the central topics in medical image com-

puting. The classical correlation-based analysis has yielded important characterization

of relationships within imaging data and with independent clinical variables [29, 84,

93, 107]. Regression models of object appearance have been previously used for atlas

construction and population analysis [29, 107]. These methods characterize population

trends with respect to external variables, such as age or gender, and construct clinically

relevant population averages.

Longitudinal analyses also characterize subject-specific temporal effects, usually in

terms of changes in the biomarkers of interest. Longitudinal cohorts and studies promise

to provide crucial insights into aging and disease [84, 93]. However, prior work in this

area typically involve statistical comparisons methods, and do not attempt to pre-

dict relevant features. Mixed effects models have been shown to improve estimation of

subject-specific longitudinal trends by using inter-population similarity [37, 115]. While

these approaches offer a powerful basis for analysis of biomarkers or images in a pop-

ulation, they require multiple observations for any subject, and do not aim to provide

subject-specific predictions given a single observation. The parameters of the mod-

els are examined for potential scientific insight, but they are not tested for predictive

power.

Recently, several papers have proposed prediction of medical images or specific

anatomical structures by extrapolating at least two time points (e.g. a baseline and

a follow-up image) to simulate a later follow-up measurement [9, 41]. These models,

however, necessitate observations of at least two time points to make predictions which

are difficult to acquire for every new patient. They are therefore not applicable to most

patients, not applicable during a first visit, and are sensitive to noise in these few mea-

surements. Recent methods have also used stratified population average deformations

to make follow-up predictions from a baseline image [85]. While classified by popula-

tion subgroups, these predictions are not adapted to a particular subject’s health or

environment.

In contrast, we define the problem of population analysis as predicting anatomical
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Figure 2.1. A graphical representation of our gen-
erative model. Circles indicate random variable and
rounded squares represent parameters. The plates
indicate replication. I is the predicted image, and yc
are the phenotypes that help us determine the im-
age. Phenotypes are affected by h, which are drawn
from Gaussian processes and capture among-subject
similarity through genetic, clinical and imaging fac-
tors.

changes for individual subjects. Our generative model incorporates a population trend

and uses subject-specific genetic and clinical information, along with the baseline image,

to generate subsequent anatomical images. This prediction-oriented approach provides

avenues for novel analysis, as illustrated by our experimental results. We are able to

predict full subsequent anatomical images, facilitating novel clinical and population

analyses.

� 2.2 Prediction Model

Given a dataset of patients with longitudinal data, and a single baseline image for a

new patient, we predict follow-up anatomical states for the patient. We model anatomy

as a phenotype y that captures the underlying structure of interest. For example, y

can be a low-dimensional descriptor of the anatomy at each voxel. We assume we only

have a measurement of our phenotype at baseline yb for a new subject. Our goal is to

predict the phenotype yt at a later time t. We let xt be the subject age at time t, and

define ∆xt � xt � xb and ∆yt � yt � yb. We model the change in phenotype yt using

linear regression:

∆yt � ∆xtβ � ε, (2.1)

where β is the subject-specific regression coefficient, and noise ε � N p0, σ2q is sampled

from zero-mean Gaussian distribution with variance σ2.

� 2.2.1 Subject-Specific Longitudinal Change

To model subject-specific effects, we define β � β̄ � Hpg, c, fbq, where β̄ is a global

regression coefficient shared by the entire population, and H captures a deviation from

this coefficient based on the subject’s genetic variants g, clinical information c, and
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baseline image features fb.

We assume that patients’ genetic variants and clinical indicators affect their anatom-

ical appearance, and that subjects with similar health profiles exhibit similar patterns

of anatomical change. We let hGp�q, hCp�q, hIp�q be functions that capture genetic,

clinical and imaging effects on the regression coefficients:

Hpg, c, Ibq � hGpgq � hCpcq � hIpfbq. (2.2)

Combining with (2.1), we arrive at the full model

∆yt � ∆xtβ̄ � ∆xt
�
hGpgq � hCpcq � hIpfbq

�
� ε, (2.3)

which captures the population trend β̄, as well as the subject-specific

deviations rhGp�q, hCp�q, hIp�qs. Together with a description of an image from phe-

notype y in the next section, equations (2.5) and (2.3) define a generative probabilistic

interpretation of our model, which we show graphically in Figure 2.1.

For a longitudinal cohort of N subjects, we group all Ti observations for subject i to

form ∆yi � ryi1 , yi2 , ...yiTi s. We then form the global vector ∆y � r∆y1,∆y2, ...,∆yN s.

We similarly form vectors ∆x, hG, hC , hI , g, c, fb and ε, to build the full regression

model:

∆y � ∆xβ̄ � ∆xd phGpgq � hCpcq � hIpf bqq � ε, (2.4)

where d is the Hadamard, or element-wise product. This formulation is mathemati-

cally equivalent to a General Linear Model (GLM) [80] in terms of the health profile

predictors rhG,hC ,hIs.

We employ Gaussian process priors to model the health functions:

hDp�q � GP p0, τ2
DKDp�, �qq, (2.5)

where the covariance kernel function τ2
DKDpzi, zjq captures the similarity between sub-

jects i and j using feature vectors zi and zj for D P tG,C, Iu. We discuss the particular

form of Kp�, �q used in Section 2.3.
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� 2.2.2 Learning

The Bayesian formulation in (2.4) and (2.5) can be interpreted as a linear mixed effects

model (LMM) [81] or a least squares kernel machine (LSKM) regression model [44, 75].

We use the LMM interpretation to learn the parameters of our model, and the LSKM

interpretation to perform final phenotype predictions.

Specifically, we treat β̄ as the coefficient vector of fixed effects and hG,hC , and hI

as independent random effects. We seek the maximum likelihood estimates of param-

eters β̄ and θ � pτ2
G, τ

2
C , τ

2
I , σ

2q by adapting standard procedures for LMMs [44, 75].

As standard LMM solutions become computationally expensive for thousands of ob-

servations, we take advantage of the fact that while the entire genetic and the image

phenotype data is large, the use of kernels on baseline data reduces the model size

substantially. We obtain intuitive iterative updates that project the residuals at each

step onto the expected rate of change in likelihood, and update β̄ using the best linear

unbiased predictor. Complete updates are listed in Appendix A.

� 2.2.3 Prediction

Under the LSKM interpretation, the terms hp�q are estimated by minimizing a penalized

squared-error loss function, which leads to the following solution [44, 68, 75, 138]:

hpziq �
Ņ

j�1

αjKpzi, zjq or h � αTK (2.6)

for some vector α. Combining with the definitions of the LMM, we estimate coefficients

vectors αG,αC and αI from a linear system of equations that involves our estimates

of β̂ and θ (see Appendix A). We can then re-write (2.4) as

∆y � ∆xβ̄ � ∆x
�
αTGKG �αTCKC �αTIKI

�
(2.7)

and predict a phenotype at time t for a new subject i:

yt � yb � ∆xt

�
β̄ �

Ņ

j�1

αG,jKGpgi, gjq � αC,jKCpci, cjq � αI,jKIpfi, fjq

�
. (2.8)
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Figure 2.2. Overview of anatomical prediction. Arrows represent a displacement
vector at each voxel from the common atlas space to the subject space. We predict the
change in a displacement field from the baseline (orange) to the follow-up timepoint
(purple) using external factors. A follow-up image can then be formed by propagating
voxels from the baseline, to the atlas, and finally to the follow-up image locations.

� 2.3 Model Instantiation for Anatomical Predictions

The full model (2.3) can be used with many reasonable phenotype definitions. Here,

we describe the phenotype model we use for anatomical predictions and specify the

similarity kernels of the health profile. In the Chapter 5, we explore prediction of other

anatomical models for prediction of spatial disease signatures.

� 2.3.1 Anatomical Phenotype

We define a voxel-wise phenotype that enables us to predict entire anatomical images.

Let Ω be the set of all spatial locations v (voxels) in an image, and Ib � tIbpvquvPΩ be

the acquired baseline image. We similarly define A � tApvquvPΩ, to be the population

atlas template. We assume each image I is generated through a deformation field Φ�1
AI

parametrized by the corresponding displacements tupvquvPΩ from the common atlas to

the subject-specific coordinate frame [107], such that Ipvq � Apv � upvqq. We further

define a follow-up image It as a deformation ΦBt from the baseline image Ib, which

can be composed to yield an overall deformation from the atlas to the follow-up scan
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via Φ�1
At � Φ�1

AB � Φ�1
Bt � tu1pvquvPΩ:

Itpvq � Apv � u1pvqq. (2.9)

Using displacements u1pvq as the phenotype of interest in (2.1) captures the nec-

essary information for predicting new images, but leads to very high dimensional de-

scriptors. To regularize the transformation and to improve efficiency, we define a low-

dimensional embedding of u1pvq. Specifically, we assume that the atlas provides a par-

cellation of the space into L anatomical labels L � tΨuLl�1. We build a low-dimensional

embedding of the transformation vectors upvq within each label using principal com-

ponent analysis. We define the relevant phenotypes tyl,cu as the coefficients associated

with the first C principal components of the model that capture 95% of the variance in

each label, for l � 1 . . . L.

We predict the phenotypes using (2.8). To construct a follow-up image It given

phenotype yt, we first form a deformation field pΦ�1
At by reconstruction from the esti-

mated phenotype yt, and use pΦAt assuming an invertible transformation. Using the

baseline image, we predict a subsequent image via ΦBt � pΦAt � Φ�1
AB. Note that we

do not directly model changes in image intensity. While population models necessitate

capturing such changes, we predict changes from a baseline image. We also assume that

affine transformations are not part of the deformations of interest, and thus all images

are affinely registered to the atlas.

Using this appearance model, we use equation (2.8) to predict the anatomical ap-

pearance at every voxel, as illustrated in Figure 2.2.

� 2.3.2 Health Similarities

To fully define the health similarity term Hp�, �, �q, we need to specify the forms of the

kernel functions KGp�, �q, KCp�, �q, and KIp�, �q.

For genetic data, we employ the identical by state (IBS) kernel often used in genetic

analysis [100]. Given a vector of genetic variants g of length S, each genetic locus is

encoded as gpsq P t0, 1, 2u, and

KGpgi, gjq �
1

2S

Ş

s�1

p2 � |gipsq � gjpsq|q. (2.10)

To capture similarity of clinical indicators c, we form the kernel function
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Figure 2.3. Relative error (lower is better) of volume prediction for seven structures for
subjects in the top decile of volume change. For intracranial volume, whole brain vol-
ume, ventricles, hippocampus, entorhinal cortex, fusiform gyrus, and middle temporal
gyrus, we report relative change between the baseline and the follow-up measurement
(red), relative error in prediction using a population model (green), and the complete
model (blue).

KCpci, cjq � exp

�
�

1

σ2
C

pci � cjq
TW pci � cjq



, (2.11)

where diagonal weight matrix W captures the effect size of each clinical indicator on

the phenotype, and σ2
C is the variance of the clinical factors.

We define the image feature vectors fb as the set of all PCA coefficients defined

above for the baseline image. We define the image kernel matrix as

KIpfb,i, fb,jq � exp

�
�

1

σ2
I

||fb,i � fb,j ||
2
2



, (2.12)

where σ2
I is the variance of the image features.

We emphasize that other data sources can easily be incorporated in the model by

simply adding appropriate kernels for that data.

� 2.4 Experiments

We illustrate our approach by predicting image-based phenotypes based on genetic,

clinical and imaging data in the ADNI longitudinal study [63] that includes two to ten

follow-up scans acquired 0.5�7 years after the baseline scan. We use affine registration

to align all subjects to a template constructed from 145 randomly chosen subjects, and

compute non-linear registration warps ΦAI for each image using ANTs [4]. We utilize

a list of 21 genetic loci associated with Alzheimer’s disease (AD) as the genetic vector
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Figure 2.4. Prediction results. Dice scores of labels propagated through three methods
for several structures implicatd in AD in subjects with the most volume change for
each structure. We report the prediction based on the registration of the actual follow-
up scan to the atlas as an upper bound for warp-based prediction accuracy (black),
predictions based on the population-wide linear regression model (green), and the full
model (blue).

g, and the standard clinical factors including age, gender, marital status, education,

disease diagnostic at baseline, and cognitive tests at baseline, as the clinical indicator

vector c. We learn the model parameters from 341 randomly chosen subjects and predict

follow-up volumes on a separate set of 100 subjects. To evaluate the advantages of the

proposed predictive model, we compare its performance to a population-wide linear

regression model that ignores the subject-specific health profiles (i.e., H � 0).

� 2.4.1 Volumetric Predictions

In the first simplified experiment, we define phenotype y to be a vector of several scalar

volume measurements obtained using FreeSurfer [40]. These include intracranial vol-

ume, whole brain volume, ventricles, hippocampus, entorhinal cortex, fusiform gyrus,

and middle temporal gyrus. In addition to the population-wide linear regression model,

we include a simple approach of using the baseline volume measurements as a predictor

of the phenotype trajectory, effectively assuming no volume change with time. Since in

many subjects, the volume differences are small, all three methods perform comparably

when evaluated on the whole test set. To evaluate the differences between the meth-

ods, we focus on the subset of subjects with substantial volume changes, reported in

Fig. 2.3. Our method consistently achieves smaller relative errors than the two baseline



42 CHAPTER 2. PREDICTION OF ANATOMICAL CHANGE

Figure 2.5. Example predicted volume, in axial, sagittal and coronal views. Qualita-
tively, the scan presents plausible anatomy, and would be challenging to discern from
an actual scan.

approaches.

� 2.4.2 Anatomical Prediction

We also evaluate the model for full anatomical scan prediction. To quantify prediction

accuracy, we propagate segmentation labels of relevant anatomical structures from the

baseline scan to the predicted scan using the predicted warps. We compare the predicted

segmentation label maps with the actual segmentations of the follow-up scans. The

warps computed based on the actual follow-up scans through the atlas provide an

indication of the best accuracy the predictive model could achieve when using warps to

represent images. Similar to the volumetric predictions, the full model offers modest

improvements when evaluated on the entire test set, and substantial improvements in

segmentation accuracy when evaluated in the subjects who exhibit large volume changes

between the baseline scan and the follow-up scan, as reported in Fig. 2.4. In both

experiments, all components hg, hc and hI contributed significantly to the improved

predictions.

Our experimental results suggest that the anatomical model depends on registration

accuracy. In particular, we observe that directly registering the follow-up scan to the

baseline scan leads to better alignment of segmentation labels than when transferring

the labels through a composition of the transformations from the scans to the atlas

space. This suggests that a different choice of appearance model may improve prediction

accuracy, a promising direction for future work.
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Figure 2.6. Example comparison of predicted follow-up scans. This subjects presents
with significant ventricle expansion due to brain atrophy from the baseline image to the
follow-up observation. The predicted scan using the full model is able to capture signif-
icantly more of the ventricle expansion compared to the age-regression based follow-up.
Qualitatively, both predicted follow-up scans present as plausible anatomical images.

� 2.5 Example Application

To demonstrate the potential of the anatomical prediction, we predict the follow-up

scan of a patient diagnosed with dementia as if the patient were healthy. Specifically,

we train our model using healthy subjects, and predict follow-up scans for AD patients.

In Fig. 2.6 we illustrate an example result, comparing the areas of brain anatomy that

differ from the observed follow-up in the predicted healthy brain of this AD patient.

Our prediction indicates that ventricle expansion would be different if this patient had

a healthy trajectory.

� 2.6 Discussion and Extensions

Generally, the formulation presented in this chapter opens up several avenues of anal-

ysis, and can be applied in a variety of applications. For example, our model could
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Figure 2.7. Comparison of an acquired and predicted anatomical image for a patient
diagnosed with AD using a healthy model. Ventricles are outlines in red. The third
image shows the predicted follow-up with a color overlay, indicating the squared magni-
tude of the difference in predicted versus observed deformation field, showing that the
ventricles expand significantly less in the predicted scan. The figures indicate a signif-
icantly different expansion trajectory of the ventricles when compared to the observed
follow-up.

predict changes in facial appearance of a person based on factors such as their geno-

type and environment, for instance learning from the FaceBase dataset which facilitates

craniofacial research [53]. Changes can also be predicted on a different time scale, such

as progression of a disease during a single hospital stay given patient-specific clini-

cal measures, or long-scale musculoskeletal evolution of animals over centuries, given

genus-specific and environmental information. When presented with other sources of

data, researchers can design appropriate kernels and utilize them in the full model (2.7).

Similarly, the model can accept any phenotype.

Several immediate model modifications will facilitate richer analyses. For example,

phenotypes might respond non-linearly to the auxiliary data available, which can be

handled by modifying the functional dependency in the main regression (2.7). While

our model requires only a single baseline scan, other follow-up measurements, such as

blood work or disease diagnostics, could help improve prediction of follow-up medical

scans. Similarly, we aim to make predictions of anatomical or facial appearance from

genotypes without even a baseline measurement yB. While this is a significantly harder

challenge, the presented model provides a flexible framework from which to start.
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� 2.6.1 Summary

In this chapter, we demonstrated a model to predict the anatomy in patient follow-up

images driven by genetic and clinical information. We validate our prediction method

on scalar volumes and anatomical images, and show that it can be used as a powerful

tool to illustrate how a subject-specific brain might differ if it were healthy. However,

anatomical prediction is just one example of exploring insight from a subject’s geno-

type in analysing medical scans. Given that genetic variants can help adapt subjects’

temporal trajectories, it is likely that these factors can be used for other personal-

ized application of medical imaging analyses. For example, segmentation of anatomical

structures using the multi-atlas segmentation framework could use external factors for

personalized atlas selection. Through this and other new applications, the insights

present here illustrate a novel opportunity for the study of disease, anatomical devel-

opment and image understanding.
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Chapter 3

Segmentation of Cerebrovascular

Pathology

IN this chapter, we demonstrate how a collection of images can help us infer complex

pathology in the white matter of stroke patients. Specifically, we propose and demon-

strate an inference algorithm for automatic segmentation of cerebrovascular pathologies

in clinical MR images of the brain. Identifying and differentiating pathologies is im-

portant for understanding the underlying mechanisms and clinical outcomes of cerebral

ischemia. Manual delineation of separate pathologies is infeasible in large studies of

stroke that include thousands of patients. Unlike normal brain tissues and anatomical

structures, the location and shape of the lesions vary across patients, presenting seri-

ous challenges for prior-driven segmentation. Our generative model captures spatial

patterns and intensity properties associated with different cerebrovascular pathologies

in stroke patients. We demonstrate the resulting segmentation algorithm on clinical

images of the stroke patient cohort. We close the chapter with ongoing directions and

insights about learning pathology from populations.

� 3.1 Background

Variability in shape and location of white matter pathology is one of the main chal-

lenges in automatic segmentation of stroke scans. Leukoaraiosis appears hyperintense

in T2-FLAIR, is found peri-ventricularly, has a widely variable extent, and is roughly

bilaterally symmetric. While also hyperintense, strokes can happen nearly anywhere

in the brain and vary dramatically in size and shape. While acute stroke (stroke that

occurred in the last 48 hours) is visible on diffusion weighted MR (DWI), the same is

not true for chronic stroke (stroke that occurred a long time before imaging). Addi-

tionally, DWI is often not available [143]. We concentrate on the more difficult task of

47
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Figure 3.1. Left: T2-FLAIR axial slice. Stroke (blue outline) can appear anywhere in
the brain, can vary dramatically in shape, and is hyperintense. Leukoaraiosis (yellow
outline) is generally peri-ventricular, has a more predictable spatial distribution than
stroke lesions, and is usually roughly symmetric across hemispheres. Imaging artifacts
(red) that can interfere with automatic segmentation of pathologies. Right: Examples
of stroke lesions manually outlined in green.

separating leukoaraiosis from stroke, both acute and chronic, in T2-FLAIR.

As discussed in the Introduction, another challenge is the low quality of images in the

clinical setting due to the extremely limited scanning time. The resulting thick or sparse

slices often have bright artifacts, that hinder registration and intensity equalization of

clinical images and further complicate automatic segmentation. Representative images

and segmentations are shown in Figure 3.1, illustrating our challenge.

To enable robust quantifications of pathology we introduce a generative probabilistic

model of the effects of the cerebrovascular disease on the brain. The model integrates

important aspects of each pathology, leading to an effective inference algorithm for

segmentation and separation of different tissues in stroke patients. Specifically, we learn

the spatial distribution and intensity profile of leukoaraiosis, as well as the intensity

profile of stroke. We train the model on a dataset that was labeled by an expert rater

and demonstrate that our modeling choices capture notions used by clinicians, such as

symmetry and covariation of intensity patterns. To the best of our knowledge, this is

the first comprehensive segmentation approach for different cerebrovascular pathologies.

Our model incorporates several approaches previously proposed for segmentation of
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healthy anatomy that is consistent across individuals [16, 135, 141]. We combine these

methods to accurately model pathology. Intensity-based lesion segmentation algorithms

utilize tissue intensities to segment pathology [1, 66]. Spatial priors are sometimes

added in a form of Markov Random Fields or spatial distributions [45, 116, 135]. The

resulting methods are successful in delineating structures that are hyper- or hypointense

compared to their surroundings, such as MS lesions or tumors. Unfortunately, these

algorithms are not designed to differentiate between multiple hyperintense structures,

such as leukoaraiosis, stroke, and certain artifacts, which share an intensity profile and

can co-occur spatially. Clinicians use spatial features, such as the bilateral symmetry

of leukoaraiosis, to tell them apart.

Shape-based methods generally model the shape of a structure, either via an ex-

plicit [16, 67, 127, 133] or implicit [48, 71, 96] representation. We utilize a shape model to

capture the variability in spatial distribution of leukoaraiosis, which develops in a con-

sistent pattern peri-ventricularly. In contrast, stroke can happen at random locations

almost anywhere in the brain, and has no obvious shape or location profile (Figure 3.1).

We emulate clinician intuition in delineating leukoaraiosis by learning distribution

and covariation patterns of the pathology from a collection of subjects. We demonstrate

that combining intensity and spatial context for stroke and spatial distribution models

for leukoaraiosis produces accurate segmentation. We validate the method on hundreds

of stroke subjects with various pathologies and artifacts.

� 3.2 Generative Model

We use a generative model to describe the spatial distribution, shape and appearance

of healthy tissue and cerebrovascular pathology. Figure 3.2 provides a graphical repre-

sentation of our model.

We let Ω be the set of all spatial locations (voxels) in an image, and I � tIxuxPΩ

be the acquired image. We assume image I is generated from a spatially varying label

map L � tLxuxPΩ that represents tissue classes. For each voxel x, Lx is a length-3

binary indicator vector that encodes three tissue labels – leukaraiosis (R), stroke (S)

and healthy tissue (H). We use notation Lxplq � 1 to mean that the tissue class at

voxel x is l, for l P tR,S,Hu. Otherwise, Lxplq � 0.

Given the label map L, the intensity observations Ix are generated independently
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Figure 3.2. Left: A graphical representation of our generative model. Circles indicate
random variable and rounded squares represent parameters. Shaded circles represent
observed quantities and the plates indicate replication. I is the acquired image. The
image intensities are generated from a normal distribution parametrized by µc and σc for
each tissue class l in the label map L. Priors for the tissue classes are controlled by the
distribution M , which is driven by the weights tαku and principal axes tMku of the K-
component Gaussian shape model, and spatial parameters βx that define the prior
probability of stroke in non-leukoaraiosis tissue. Right: Schematic of the generative
process. The generation of the spatial extent of the leukoaraiosis map M is controlled
by the weights tαku, resulting in the classification of each pixel in leukoaraiosis (red),
healthy (gray) or chronic lesion (blue). A T2-FLAIR image I is generated based on the
intensity model of each label.

from a Gaussian distribution:

P pI|L;µ,σq �
¹
xPΩ

¹
lPL
N pIx;µl, σlq

Lxplq, (3.1)

whereN p�;µ, σq is the normal distribution parametrized by mean µ and variance σ2, L �
tR,S,Hu, µ � tµR, µS , µHu and σ � tσR, σH , σSu.

The prior for the tissue classes captures our knowledge about spatial distributions

and shape of pathology. We assume that the spatial extent of leukoaraiosis depends on

a spatial distribution M � tMxuxPΩ, where Mx is a prior for leukoaraiosis for voxel x.

As we describe later on, M will be parametrized by vector α. If voxel x is not assigned

to leukoaraiosis, it is assigned to be stroke with spatially varying probability βx, and

to be healthy tissue with probability p1 � βxq. To encourage spatial contiguity, we

incorporate a Markov Random Field (MRF) as a spatial prior. Formally,

P pL|α,βq �
¹
x

¹
l

πxplq
Lxplq

¹
yPNpxq

exp
�
LTxALy

�
, (3.2)
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where

πx � rMxpαq, p1 �Mxpαqqβx, p1 �Mxpαqqp1 � βxqs
T (3.3)

is a length-3 vector of prior probabilities for the three tissue classes as described

above, Npxq is the set of voxel locations neighboring x, and the 3 � 3 matrix A is

chosen to encourage neighboring voxels to share the same tissue label. In our imple-

mentation, the MRF term penalizes interactions between stroke and other tissues more

than leukoaraiosis bordering healthy tissue, as we find that stroke is generally more

spatially contiguous than leukoaraiosis, which is more diffuse.

� 3.2.1 Spatial Distribution Prior for Leukoaraiosis

We model the spatial extent of leukoariosis with a probabilistic atlas constructed by

applying Principal Component Analysis (PCA) to a training set of manual leukoaraiosis

binary segmentation maps. We let M be the mean map, tMku
K
k�1 be the principal

components that correspond to the K largest eigenvalues, and αk be the weights (or

loadings):

P pαq � N pα; 0,Σq, (3.4)

where Σ is the diagonal covariance matrix containing theK largest eigenvalues. Given α,

the spatial prior M � tMxuxPΩ is deterministically defined:

Mpαq �M �
¸
k

αkMk.

A simple average probability map representation fails to capture the covariation of

leukoaraiosis distribution. As we increase the complexity of the model pkq, it captures

more detail but is more challenging to train without overfitting. We also experimented

with LogOdds shape representation [96], often used for modeling normal anatomical

variability. We found that the leukoaraiosis structures are in general too thin and

variable in location to be properly captured by this representation.
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� 3.3 Inference

Using (3.1), (3.2) and (3.3), we form the posterior distribution for the tissue classes:

P pL|I;µ,σ,α,βq 9 P pI,L;µ,σ,α,βq

� P pI|L;µ,σqP pL;α,βq

�
¹
xPΩ

��¹
lPL

rπxplqN pIx;µl, σlqs
Lxplq

¹
yPNpxq

exp
�
LTxALy

��
,(3.5)

and we describe parameter estimation below. Given estimated parameters, we obtain

the segmentations by performing MAP inference:

L̂ � arg max
L

P pL|I;µ,σ,α,βq. (3.6)

Since exact computations become infeasible whenever the MRF weight matrix A

is non-zero, we employ a variational EM approximation [62] to estimate the model

parameters. Specifically, we approximate the posterior distribution P pL|I;µ,σ,α,βq

with the fully factored distribution

qpLq �
¹
xPΩ

qpLxq �
¹
xPΩ

¹
lPL

wxplq
Lxplq, (3.7)

where wx is a vector of probabilities for the three tissue classes at voxel x. Because the

prior for the loadings P pαq is not conjugate to the likelihood P pL|αq, we approximate

the corresponding E-step computation with a regularized projection:

α Ð arg min
a

||wpRq � Ua||2 � λaTΣ�1a (3.8)

�
�
UTU � λΣ�1

��1
UTwpRq,

where U � rM1, ...,Mks. We use clipping to force the resulting values in Mpαq to

be between 0 and 1. Once the map of tissue priors Mpαq is computed, it determines

the variational parameters wxplq for each x P Ω, l P L. The variational posterior

parameters wx are weighted by their agreement with the neighbors:

wxplq Ð πxplqN pIx;µl, σlq
¹

yPNpxq

exp
�
wT
xAwy

�
, (3.9)



Sec. 3.4. Implementation 53

where πxplq is defined in (3.3).

In the M-step, we update the parameters of the model. The updates are intuitive.

The class mean and variance estimates are computed as weighted averages:

µl Ð

°
xwxplqIx°
xwxplq

, (3.10)

σ2
l Ð

°
xwxplqpIx � µlq

2°
xwxplq

, (3.11)

for l P L. Given large variability of intensity due to pathologies and severe artifacts,

image inhomogeneity cannot be corrected through pre-processing steps. To address

image inhomogeneity for the healthy tissue, we model the intensity mean estimate as

spatially varying, and introduce a low pass filter GH to enforce spatial smoothness,

similar to the original EM-segmentation formulation [141]. Specifically the update

becomes,

µH Ð GH � pwxpHq � Iq , (3.12)

where � denotes spatial convolution. The healthy tissue prior βx is a fraction of current

frequency estimates for stroke and healthy tissue probabilities:

βx Ð
wxpSq

wxpHq � wxpSq
. (3.13)

We iterate the updates until the parameter estimates converge.

� 3.4 Implementation

The fixed parameters λ and A were chosen manually to optimize results in a single test

example, not included in the results below. In particular, we use λ � 250, Apl, lq � 100

for l P tR,H, Su, ApR,Hq � 97, ApS,Rq � 1, and ApS,Hq � 20. This choice discour-

ages stroke from neighbouring leukoaraiosis more than it neighbouring healthy tissue.

We initialized the posterior estimates using a simple threshold classifier learned from

the training subjects [124]. We named our algorithm Cerebro, and the implementation

is publicly available1.

1The open source implementation is available at https://github.com/adalca/cerebro

https://github.com/adalca/cerebro
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Figure 3.3. Distances from patient images to median image for T2-FLAIR and DWI
modalities, ranked in descending order. Outliers are shown in red, and are removed
from subsequent analysis.

� 3.5 Data

We use T2-FLAIR stroke scans (1 � 1mm in-plane, slice thickness 5-7mm, PRO-

PELLER sequence sometimes used if the patient moved). We train the PCA shape

model ptMku,Σq on binary maps of manual leukoaraiosis segmentations in 42 held-out

previously segmented scans.

We run our experiments on three groups of subjects. First six test volumes, each

with manually delineated leukoaraiosis by multiple experts. Second, we use 100 test

images with manually delineated leukoaraiosis, selected based on having completed

successfully in the pre-processing steps, including registration to an atlas. Finally,

we analyze 417 images of subjects from a larger ISGC study. This set underwent less

stringent quality control, and includes subjects with significant movement artifacts, and

higher variance in ground truth segmentation. While our algorithm was not designed

to handle such heterogeneity of data quality, this more tumultuous situation represents

a realistic clinical study scenario.
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� 3.6 Preprocessing

To tackle the challenging clinical data, we design robust pre-processing steps. In general,

we focus on less accurate but more robust methods to avoid catastrophic failures. We

then adjust downstream analyses to account for the less precise processing results [124].

When registering images of the same MR modality, we first compute an initial rigid

registration. However, the heterogeneity of intensity distributions in images of the

same modality in clinical datasets render the usual intra-modality metrics such as cross

correlation (CC) and sum of squared differences (SSD) ineffective. Standard methods

for matching intensity profiles, such as histogram equalization, cannot be used either,

since they would be dominated by the neck and other extracranial structures. As a

result, we employ mutual information (MI) in performing this rigid registration. We

build on this initial registration to solve the problems of inconsistent field of view and

intensity profiles described above.

We restrict the region where the registration metric is evaluated to the brain. In

research-quality images, skull stripping or brain mask extraction assumes that the

brain consists of a single connected component separated from the skull and dura by

CSF [121]. Unfortunately, such techniques are highly dependent on image quality, and

often fail when applied to clinical images. Instead, we propagate a brain mask from

the atlas via the estimated rigid transformation. While not a perfect brain mask, it

enables intensity correction and constrains the final nonrigid registration to a region

that reasonably approximates the brain.

In our experiments, MI failed when used in nonrigid registration, and the images

are too heterogeneous for intensity-based measures such as CC and SSD to be applied

directly. Using the approximate brain mask, we match the intensity of the white matter,

the largest structure in the brain, of each subject with that in the atlas. We estimate

the mode of white matter intensity for each patient as the mode of the component with

higher intensity in a two-component mixture model for intensity values within the brain

mask. Histogram equalization still cannot be used due to the approximate nature of

the brain mask and variable intensity profiles.

Following these steps, all subjects are non-rigidly registered to an atlas template

using ANTs [4]. Following registration, we propagate anatomical labels, such as the

white matter and CSF, from the atlas to each subject. In the experiments in the next

section, we only run our algorithm inside the white matter where we expect to see most

of the leukoaraiosis and strokes [124].
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Figure 3.4. The first four modes of leukoaraiosis covariation in the stroke dataset. The
spatial maps are shown in color, overlayed on a template brain. The distributions have
been slightly smoothed and intensity normalized for visualization purposes. Lateral
symmetry, anterior-posterior symmetry, and periventricular co-variation stand out as
dominant patterns learned by the model.

In processing of large image collections, fast evaluation of various steps is required.

Population statistics are often used to summarize intermediate or final results, to iden-

tify outliers, and to evaluate trends [40, 76, 126]. To evaluate registration, the step

most prone to error, we devise a new measure of registration quality. We construct a

voxel-wise median image of registered subjects in the common atlas space. We then

compute the sum of squared differences of each patient image from this median image

within the brain mask. Finally, we identify badly registered subjects as those with a

difference significantly higher than the rest, via the Tukey fence, or more than 1.5 times

the interquartile range above the third quartile [134]. Example statistics for the stroke

cohort are shown in Figure 3.3.



Flair Threshold Our Method

Figure 3.5. Illustrative automatic segmentation result for two slices (top and bottom).
Left: The original (skull-stripped) flair image. Middle: hyperintensity segmentation
(red) using a threshold-based method tuned to analyzing T2-FLAIR images in stroke
patients [124]. Right: our automatic segmentation of leukoaraiosis (red) and chronic
lesion (blue). Our method excludes chronic lesions from leukoaraiosis segmentation, as
well as other spurious noisy segmentations seen in the results of thresholding.

Figure 3.6. Segmentation in difficult images. Automatic segmentation on two difficult
subjects with significant chronic lesions showing lesion segmentation (blue outlines) and
leukoaraiosis (yellow outlines).
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Figure 3.7. Leukoaraiosis segmentation evaluation. Left: Volume measurements based
on the automatic segmentation (orange) are within the range of experts (blue circles).
Right: Volume estimates based on the automatic segmentation of leukoaraiosis against
volume estimates based on the manual segmentations; the correlation coefficient is r �
0.82.

� 3.7 Results

Leukoaraiosis is the primary phenotype in many stroke studies, and thus its segmenta-

tion and delineation from stroke is our main focus in the experiments. In Figure 3.4, we

show the first four modes of variation of the learned laukoaraiosis mapsMk, illustrating

the patterns of symmetry and covariation learned by the model. The maps mimic medi-

cal expertise, where lateral symmetry, anterior-posterior symmetry, and periventricular

co-occurance of leukoaraiosis stand out as dominant co-variation patterns.

Figures 3.5 and 3.6 provides example segmentation results for subjects with leu-

koaraiosis and chronic stroke. The subject in Figure 3.5, used for parameter tuning,

includes a stroke in areas where leukoaraiosis is often found near the ventricles and

provides an intuitive illustration of Cerebro’s behaviour. The first subject in Figure 3.6

illustrates a typical result, where we see that most of the stroke is accurately separated

from leukoaraiosis. The second subject is an example of a more difficult pattern, where

the separation of the two hyperintense pathologies is nearly impossible to define even

by a clinical expert. In both subjects, our leukoaraiosis segmentation is conservative,

which is likely caused by the regularized projection.

In Figure 3.7, we compare the volume of leukoariosis obtained by our method against

expert delineations. The first graph demonstrates that the automatic approach is con-

sistently within the range of inter-rater variability. The second graph compares the

automatically computed leukoaraiosis burden to that based on manual segmentations
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Figure 3.8. Leukoaraiosis
segmentation comparison with
ground truth for the 417 ISGC
subjects. Volumes automatically
segmented with our method (or-
ange) have a significantly stronger
correlation than those computed
with a previous threshold-based
segmentation method (blue)
specifically designed for stroke
patients [124].

in a test set of 100 subjects. Visual inspection of the outlier image reveals little to no

apparent leukoaraiosis and a possible manual over-segmentation.

In Figure 3.7, we compare our method with a method tuned to analyzing T2-FLAIR

images in stroke patients in the cohort analyzed as part of the ISGC analysis. Briefly,

the method learns a hyperintensity threshold learned from manual delineations of ISGC

stroke subject scans, taking into account the prior probabilities of healthy and hyper-

intense tissue. By delineating leukoaraiosis separately from other lesions, our method

significantly improves the correlation with manual outlines, from a correlation coeffi-

cient of 0.61 to 0.78 in this data set. Visual inspection of the outlier image reveals

dramatic motion artifacts and some manual over-segmentation.

� 3.8 Discussion

In this chapter, we present an algorithm for segmentation of different cerebrovascular

pathologies in brain MRI. Our algorithm is derived from a generative probabilistic model

that captures experts’ knowledge of the disease, learned from a population of subjects

from a similar cohort. In essence, the distribution and covariation of pathology in

this cohort of stroke patients instructs our algorithm of the patterns expected from

such a pathology. By modeling the spatial distribution of leukoaraiosis, as well as

the intensities of leukoaraiosis and stroke lesions, our method automatically segments

tissues that are indistinguishable based on intensity alone. We presented our method

on a study of stroke patients, and demonstrated strong agreement between our results

and expert segmentation volumes.

Using our framework, an important extension is to include healthy gray matter

and cerebrospinal fluid tissue classes, as well as allow for other modalities such as
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diffusion weighted imaging. This will enable more precise exclusion of acute lesions and

segmentation of the entire brain. As white matter disease is not specific to stroke and

can be observed in the general population, especially in the elderly, the proposed method

is broadly applicable beyond the stroke patient cohort that motivated its development.

In Chapter 6 we discuss an application to ADNI and several other stroke centers.

Learning spatial covariation of disease from a collection of images to infer disease in a

new scan can be applied to a spectrum of clinical questions.



Chapter 4

Population Based Image Restoration

WE present an algorithm to create high resolution anatomically plausible images

consistent with acquired clinical low-resolution brain MRI scans. Although

large databases of clinical scans contain a wealth of information, medical acquisition

constraints result in scans of low quality and resolution, rendering computational analy-

sis impractical [32, 63, 109, 123]. Even basic tasks, such as skull stripping and non-linear

registration, present significant challenges as algorithms’ underlying assumptions are vi-

olated in clinically acquired scans [52, 121, 124]. In images with wide slice spacing, the

image is no longer smooth, and the anatomical structure may change dramatically

between consecutive slices (Fig. 4.1). Aiming to take advantage of the dramatic in-

creases in the number and size of patient cohorts in clinical archives, highly specialized

or application-specific algorithms that explicitly handle sparse slice spacing or low-

resolution promise to address some challenges of analyzing clinical scans. For example,

we presented such specialized algorithms to tackle problems in the stroke dataset in

Section 3.6. In contrast, here we reconstruct high resolution images that represent

plausible anatomy from the low-resolution scans that can then be used with standard

image analysis algorithms such as non-linear registration and skull stripping.

We use a large collection of low-resolution scans to help characterize and infer fine-

scale anatomy of a particular subject. We introduce models that capture fine-scale

structural similarity across subjects in large medical image collections and use it to fill

in the missing data in a novel low-resolution scan. Our algorithm produces anatomically

plausible volumetric images consistent with low-resolution scans, facilitating computa-

tional analysis of clinical scans with existing state of the art techniques. Our method

does not require high resolution scans or expert annotations, but instead builds the

missing structure by learning from collections of clinical scans of similar quality to that

of the input scan. We validate our algorithm on brain images from the ADNI cohort,

and find that the method significantly outperforms current upsampling methods.

61
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High Resolution Image Sampling Mask W Observed Image I

Nearest Neighbor Interpolation Linear Interpolation Our Restoration

Figure 4.1. Problem setup with close up images including the medial longitudinal
fissure. Top row: isotropic image that we seek to recover is sampled according to the
sampling mask W leading to the observed image I. Due to affine registration, each mask
is not binary, but includes continuous values between 0 and 1. Bottom row: nearest
neighbour, linear interpolation, and our restoration. The most dramatic improvement
can be seen in restorations of the skull, dura matter, and ventricles.

� 4.1 Technical Background

Many image restoration techniques depend on having enough information in a single

image to synthesize data. Traditional interpolation methods, such as linear, cubic or

spline, assume a functional representation of the image. They treat the low resolution

voxels as samples, or observations, and estimate function parameters to infer the rest of

the voxels [118]. Clinical images are often characterized by sampling that is too sparse

to adequately fit such representations and recover the lost detail. For example, 6mm

slice spacing in our motivating example is far too high to accurately estimate realistic

approximating functions without prior knowledge, as illustrated in Fig. 4.1.

Several recently proposed methods use additional data to synthesize better medical

images. Superresolution algorithms often use multiple scans from the same subject to
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synthesize a single volume [14, 65, 95]. For example, multiple low resolution acquisi-

tions with small shift differences, or in perpendicular plane directions, might be used.

Unfortunately, multiple similar acquisitions are not commonly available in the clinical

environment.

Patch methods that instead use fine-scale redundancy within a single scan have been

used to improve image quality [77, 78]. These methods have been shown to successfully

upsample images by “hallucinating” fine-scale structure [77, 95]. This approach de-

pends on having enough repetitive detail in a scan to capture and re-synthesize the

high frequency information. Unfortunately, in many clinical datasets, the thickness or

separation of the slices can be 5 to 7 times higher than the in-plane resolution. In such

cases, a single image is unlikely to contain enough fine-scale information to provide

anatomically plausible reconstruction in the direction of slice acquisition. For example,

in the stroke imaging example, interpolated images provided by these methods do not

improve downstream analysis.

Some recent methods for superresolution rely on an external dataset of high-resolution

scans of the same modality as the low resolution scan. Non-parametric methods fill in

missing data by matching a low-resolution patch from the scan with a high resolution

patch from the training dataset [17, 60, 65, 69, 112]. Other non-parametric methods

capture local similarity via patches in order to propagate segmentation of structures

from manual segmentations, but require a ground truth dataset [17, 112]. Some non-

parametric methods attempt to improve resolution from a collection of lower resolution

images, but they can only tackle slice spacing of roughly three times the in-plane reso-

lution [111].

Parametric local low-dimensional embedding of patches from high resolution images

have been used to segment or classify scans [7]. These parametric methods are also

often used for restoration of natural images. Recent patch-based algorithms model all

natural image patches using a single Principal Component Analysis (PCA), Independent

Component Analysis (ICA), or Gaussian Mixture Model (GMM) model. These generic

models are not expressive enough to capture fine-scale structure present in low-quality

clinical scans [30, 39, 47, 145, 147]. Additionally, high-resolution training datasets are

not readily available for all image contrasts and scanners, are costly to obtain, and may

not adequately represent pathology or other properties of clinical populations.

Our method takes advantage of the fact that local fine-scale structure is intrinsically

shared in a population of medical images, and each low-resolution scan captures some

aspect of this structure, as shown in Figure 4.2. Specifically, we model 3D patches from
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Image I2 Image I3 Image I4 Image I5

Average of 3 masks Average of 12 masks Average of 21 masks Average of 30 masks

Figure 4.2. Top row: close up images of observed scan planes in the common atlas
coordinate system. Bottom row: averages of an increasing number of sampling masks
(images indicating where known voxels are present). With 21 images, most of the
volume is covered. Due to affine registration, each mask is not binary, but includes
continuous values between 0 and 1.

all volumetric images in a collection around a particular location as generated from a

Gaussian Mixture Model (GMM), with partially missing data. The intuition is that

locally, subgroups of subjects share similar anatomical structure. We investigate two

different ways of modelling the missing data and present a model for restoration of local

patches. We derive an iterative algorithm to learn the parameters of the model, and

show how to use the model parameters to reconstruct entire anatomically consistent

high-resolution images from clinical scans. The model can naturally be trained from

datasets of various quality, from high resolution research datasets to just clinical images

with sparse slices. We demonstrate our algorithm using scans from the ADNI cohort,

including scans from subjects with Alzheimer’s disease diagnosis. Although we are

motivated by the example of sparse slices, the resulting method can be used for general

image restoration from other types of sparse sampling patterns.

� 4.2 Patch Mixture Model

For clarity, we first consider training a model from a collection of high-resolution scans.

In the next section, we discuss the model changes given the realistic situation of training

from a collection of low-resolution scans.
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Figure 4.3. Schematic of our image restoration approach. To capture the structure
of the training set, we learn a Gaussian Mixture of patches, which involves modelling
missing data and low-dimensional embeddings of the patches. For clarity, the training
images are shown as high-resolution in this schematic, but our application only involves
sparse images, even for training. We illustrate the method with 2D patches and images,
but the algorithms operate on 3D volumes and 3D patches. Given a new image, we
infer which cluster each image patch belongs to, and restore the missing data using
the learned model and the known voxels. We quilt the final volume from overlapping
restored patches.

We capture locally similar structure across the collection using 3D image patches.

Specifically, we think of all 3D patches across the entire image collection at a particu-

lar template location u as being drawn from a Gaussian Mixture Model (GMM). We

further model the patch space of each cluster as a low-dimensional subspace using a

reduced-dimensionality Gaussian distribution, with the intuition that image patches

have a significantly smaller effective dimensionality than the number of voxels in the

patch. Given this parametric representation of a patch at each location, we can di-

rectly reconstruct a full 3D patch at the same location from a new low-resolution scan.

Given reconstructed patches, we merge them into a restored high-resolution volume.

Our method is summarized schematically in Figure 4.3.

Appendix B contains detailed derivations of the algorithms described in this chapter.
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Model

Let tY 1, ...,Y Nu be an image collection roughly aligned (we use affine transformations

in our experiments) into a coordinate atlas common space. Our method does not as-

sume precise alignment and can handle misalignments produced by affine registration.

For a new image Y n where only a few slices are known, we seek to restore an anatom-

ically plausible high-resolution image. We capture local structure using image patches.

Throughout this chapter, we assume constant patch shape, and use yipuq to denote a d-

length vector that contains voxels of the image patch centered at location u of image Y i.

In all methods described here, we perform inference at each location independently, and

drop u from our notation for simplicity.

We let Γi and Ri be the interpolation matrices that transform the original subject

space patch ỹi to the common coordinate atlas space patch yi, and vice versa:

yi � Γiỹi

ỹi � Riyi (4.1)

We therefore haveRiΓi � Id, and treatRi as a generalized inverse of Γi. For simplicity,

we further assumeRi is square1. The distinction of the two reference spaces is important

in restoration and modelling of the missing data.

We first model the set of common space patches tyiu
N
i�1 as drawn from a K-

component multivariate Gaussian Mixture Model (GMM). Additionally, each patch yi

in cluster k is a high dimensional observation of a latent low dimensional patch xi of

dimensionality p:

yi �W kxi � µk � εi, (4.2)

xi � N p0, Iq, (4.3)

εi � N p0, σ2Iq, (4.4)

where W is a d� p matrix, x is a p� 1 vector with p   d, and σ2 is the noise variance.

Each component is therefore distributed normally with mean µk and covariance Ck �

W T
kW k � σ2I. Letting Y � ty1,y2, ...,ynu, the likelihood of the observed data under

1Depending on the affine transformation model used, matrixRi might not be square, but will usually
be close.
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our model is

ppY;µ,W ,π, σ2q �
¹
i

ppyi;µ,W ,π, σ2q

�
¹
i

¸
k

πkN pyi;µk,W T
kW k � σ2

kIq. (4.5)

Learning

We employ Expectation-Maximization [31] to learn the optimal parameters tµku, tW ku, σ

and π under likelihood (4.5). Here, we provide the resulting updates along with their

interpretations, and include detailed derivations in Appendix B [130].

In the expectation step, we update the membership of patch i:

γik Ð
πkN pyi;µk,Ckq°
l πlN pyi;µl,C lq

. (4.6)

In the maximization step, we update the standard GMM parameters given our ex-

pected memberships γik. In addition to the means µk and cluster priors πk, we introduce

the empirical covariance Σk:

µk Ð

°
i γikyi°
i γik

(4.7)

πk Ð
1

N

¸
i

γik (4.8)

Σk �
1°
i γik

¸
i

γik
�
pxi � µqpxi � µq

T
�
. (4.9)

Since each cluster is modelled as a low dimensional Gaussian distribution, we seek

the low-dimensional approximation C to Σ. Let UΛV T � SVDpΣq be the singular

value decomposition of Σ where we only keep the first p eigenvectors with p being the

desired dimensionality of our embedded model (4.4), U is a d� p orthonormal matrix

of eigenvectros, Λ is a p � p diagonal matrix of eigenvalues, and V is a p � p rotation

matrix. We obtain the parameters of the low-dimensional decomposition:

σ2
k Ð

1

d� q

ḑ

j�p�1

Λkpj, jq (4.10)

W k Ð UkpΛk � σ2
kIq

1{2, (4.11)
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where σ2
kI measures the variance lost by using a low-dimensional representation of the

patch covariance and W k is the current estimate of the principal axes of cluster k.

In summary, each iteration first updates the cluster memberships. The mean and

covariance of each cluster are estimated using the standard update equations. The

covariances are then projected to a low-dimensional space via SVD. The expectation

and maximization steps are iterated until convergence of the likelihood (4.5).

In traditional probabilistic PCA [131], an alternative EM algorithm is proposed

based on the modelling of txiu as latent variables. We avoid this modelling choice here,

as the current setup provides a more useful introduction to the missing data framework

of the next section. We will come back to this point in next section.

Restoration

Let Ỹ be a sparse scan that we wish to restore. Ỹ is affinely transformed into the

common atlas space via matrices Γ and R as defined in (4.1). The original image

includes observed and missing voxels. In the transformed image Y , the voxels are

interpolated. Our goal is to restore the original image to high resolution. Let y indicate

a vectorized patch at a particular location in the atlas space. We first estimate the

cluster membership for this patch. Given the equivalences y � Γỹ, ỹ � Ry (4.1), we

can transform the mean and covariance of the selected cluster k from the common atlas

space in which they are computed, to the subject’s original space:

µ̃k � Rµk (4.12)

C̃k � RCkR
T . (4.13)

We denote the missing voxels as ỹM, and let ỹO be the observed entries. Similarly, CA,B

is the sub-matrix of covariance C selecting rows in set A and columns in set B, A,B P
tO,Mu. As shown in Appendix B.1,

ppỹM|ỹOq � N pµM|O,CM|Oq (4.14)

where

µ̃M|O � µ̃M � C̃
MO

pC̃
OO
q�1pyO � µ̃Oq (4.15)

C̃
M|O

� C̃
MM

� pC̃
OM

qT pC̃
OO
q�1C̃

OM
(4.16)
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Image 1 Image 2

Figure 4.4. Covariance example. The red
and orange voxels are never observed to-
gether in the same patch, but we should
be able to learn their correlation from the
sparse patch observations shown here, using
the red-blue and orange-blue correlations.
Modelling low dimensional patch represen-
tations x helps achieve this.

Therefore, we restore the given patch by setting

ỹM � µ̃M|O � µ̃M � C̃
MO

pC̃
OO
q�1pyO � µ̃Oq. (4.17)

Essentially, the missing values are imputed based on the known values, and the learned

covariances between the missing and observed indices.

Finally, we use standard patch quilting techniques to combine overlapping patches [38].

� 4.3 Patch Mixture Models with missing Data

Given a collection of only low-resolution images tY 1, ...,Y Nu, we explicitly model the

missing data, learn a Gaussian Mixture Model, and use the same restoration strategy as

the previous section. Intuitively, learning such a model with sparse data is possible be-

cause each image patch in the training set gives us slightly different voxels observations

that contribute to the Gaussian mixtures mean and covariance estimation (Figure 4.2).

Our models use low dimensional Gaussians to capture a low-dimensional representation

of the patches. First, this is a more robust representation than full Gaussians, since

image patches are spatially smooth and have significantly lower intrinsic dimensionality

than the raw number of voxels. Secondly, for patches with sparse planes, it is likely

that some voxel pairs are never observed in the same patch, as shown in Figure 4.4.

This results in missing observations for that entry of the empirical covariance matrix.

Representing covariance using low-rank approximations alleviates this effect.

We present two different approaches and discuss strengths and shortcomings of each.

Appendix B provides derivations for both models of mixtures of principal subspaces

given missing data. Both models assume that the data is missing at random, meaning

that whether a voxels is observed is independent of the value of the patch voxels.

Although the voxels missing in the patches of sparsely sampled images clearly form a
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spatial pattern, we assume there is no correlation with the actual intensity of the voxels.

� 4.3.1 Latent Missing Data

As before, we aim to capture local structure across the collection using image patches.

We model the atlas-space patches as coming from a Gaussian Mixture of Gaussian

distributions:

yi �
¸
k

πkN pµk,Ckq, (4.18)

where each mixture has a low dimensional representation, and as beforeCk �W
T
kW k�

σ2
kI. In contrast to the previous section, we work directly with missing and observed

voxels in the subject space:

ỹi �
¸
k

πkN pµ̃ki, C̃kiq, (4.19)

where

µ̃ki � Riµk (4.20)

C̃ki � RiCkR
T
i , (4.21)

are the GMM component parameters transformed to the subject space for each subject.

We use ỹMi

i to denote missing voxels, and let ỹOi

i be the observed entries. We model

the missing entries as latent random variables, and let ỸO � tỹOi

i uNi�1 andR � tRiu
N
i�1.

The observed data likelihood is:

ppỸO;R,W ,µ, σ2q �
¹
i

¸
k

πkN pỹOi

i , µ̃
Oi

ki ; C̃
OiOi

ki q (4.22)

Learning

To estimate the likelihood in the presence of missing data, we use the Expectation

Conditional Maximization (ECM) variant of the Generalized Expectation Maximization

algorithm [74]. Here we summarize the intuitive updates, while the full derivation can

be found in Appendix B.

The expectation step updates the class membership and the missing data statis-

tics. The class membership is computed based on the known voxels in the original
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subject space:

γik Ð
πkN pỹOi

i ; µ̃Oi

ki , C̃
Oi

ki q°
k πkN pỹ

Oi

i ; µ̃Oi

ki , C̃
Oi

ki q
(4.23)

The statistics of the missing data are computed based on covariates of the known and

unknown voxels in the original subject space:

ỹij Ð

#
ỹij if ỹij is observed

µ̃ij � C̃
jOi

ki pC̃
OiOi

ki q�1pỹOi

ki � µ̃
Oi

k q otherwise
(4.24)

s̃ijl Ð

#
0 if ỹij or ỹik is observed

C̃
jk
ki � pC̃

Oij
ki q

T pC̃
OiOi

ki q�1C̃
Oil
ki otherwise

(4.25)

where the correction in s̃ijl can be interpreted as the uncertainty in the covariance

estimation due to the missing values.

Given estimates for the missing data, the maximization step proceeds very sim-

ilarly to the full model from the previous section. While missing data is estimated

in each subject’s original space using transformed means and covariances, the GMM

parameters are estimated in the common atlas space using Γi:

µÐ
1°
i γik

¸
i

γikΓiỹi (4.26)

Σ Ð
1°
i γik

¸
i

γik

�
pΓiỹi � µqpΓiỹi � µq

T � ΓiS̃iΓ
T
i

�
(4.27)

πk Ð
1

N

¸
i

γik. (4.28)

where
�
S̃i

�
jk
� s̃ijk. The mean update transforms each estimated subject patch to atlas

space and obtains the average patch. The covariance update similarly uses transformed

patches, with the additional covariance uncertainty term. As before, letting UΛV T �

SVDpΣq be the singular value decomposition of Σ leads to the low dimensional updates

σ2
k Ð

1

d� q

ḑ

j�d�1

Λkpj, jq (4.29)

W k Ð UkpΛk � σ2
kIq

1{2. (4.30)

Finally, we let Ck � W T
kW k � σ2

kI. The expectation (4.23), (4.25) and maximiza-
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tion (4.28), (4.30) steps are iterated until convergence.

Note that the main difference between this model and the full model in Section 4.2

is the estimation of the missing data statistics in the expectation step. The ECM algo-

rithm maintains the guarantee that the expectation of the likelihood increases2 although

the maximization steps updates are not closed form. The most notable difference be-

tween this formulation and simpler algorithms that iteratively fill in missing voxels and

then update the covariance is the additional term in S̃i (4.25), which captures the co-

variance of the missing and observed data. For a more detailed discussion on this topic,

see [74], Chapter 8.

Restoration

Using the converged parameters πk, µk, and Ck, we use the same restoration strategy

as presented in 4.2 to reconstruct high-resolution volumes. The image being restored

could be from the low-resolution training collection itself or from a completely new

subject.

� 4.3.2 Latent Low-Dimensional Patches

In this section we model the low-dimensional patch representations xi as latent vari-

ables, and do not explicitly model the missing voxels. Intuitively, this means that the

low-dimensional mixtures will be learned using only the observed data, rather than

imputing missing voxel statistics. In this section we work in the common atlas space

only, and assume that voxels are either known or unknown in this space.

Within each mixture, we model the observed data as being sampled from a low-

dimensional principal analyser:

yOi

i �WOi

k xi � µ
Oi

k � εi (4.31)

xi � N p0, Iq (4.32)

εi � N p0, σ2
kIq (4.33)

where the notation WOi

k extracts the rows of W k corresponding to the observed values

2Qpθ|θq ¥ Qpθ|θq where θ includes all the parameters of the model, and Qpθ|θq is the expectation
of the log likelihood under the estimated posterior.
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of yi. The likelihood of the observed data is

ppYO;W ,µ, σ2q �
¹
i

¸
k

πkN pyOi

i ;µOi

k ,C
OiOi

k q, (4.34)

where COiOi

k � pWOi

k qTWOi

k � σ2
kI.

Learning

To estimate the likelihood, we use the ECM algorithm, and again summarize the intu-

itive updates, leaving the full derivation for Appendix B.

The expectation step updates the expected class membership:

γik �
πkN pyOi

i ;µOi

k ,C
Oi

k q°
k πkN py

Oi

i ;µOi

k ,C
Oi

k q
(4.35)

and the low dimensional data statistics which are intuitively computed based on just

the known voxels in the original subject space:

Ski Ð σ2
kppW

Oi

k qTWOi

k � σ2
kIq

�1 (4.36)

pxki Ð Ski
1

σ2
k

pWOi

k qT pyOi

i � µOi

k q (4.37)

The statistics pxki and Ski � σ2
kC

�1
ki can be interpreted as expected low-dimensional

patch and precision. The maximization step follows standard parameter updates.

The mean is the average residual of the estimated SVD projection and the observed

values:

rµksj � µkj Ð
1°

iPOj γik

¸
iPOj

γikpyij �W
j
kpxkiq (4.38)

where Oj is the set of patches that have entry j observed. The principal axes and

residual variance are estimated based on the current estimates of data statistics:

W j
k Ð p

¸
iPOj

γikppxkipxTki � Skiqq�1
¸
iPOj

γikpyi,j � µkjqx
T
i (4.39)

σ2
k Ð

¸
iPOj

γik

�
pyij �W

j
kpxki � µkjq

2 �W j
kSkipW

j
kq
T
�
. (4.40)
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The cluster probabilities are generated with the usual update:

πk �
1

N

¸
i

γik. (4.41)

Finally, we let Ck �W
T
kW k � σ2

kI upon convergence.

Restoration

Using the cluster parameters πk, µk, and Ck, we use the same restoration strategy

as presented in 4.2 to reconstruct high-resolution volumes. Again, the image being

restored can be from the same low-resolution training collection or be a completely new

scan.

� 4.3.3 Implementation

We stack together the affinely registered images from our entire collection, and split

the stack into overlapping subvolumes of size 18� 18� 18. Within each subvolume, we

learn the mixture model of low-dimensional latent variables presented in Section 4.3.2.

Instead of just choosing one patch from each volume at a given location, we collect

all patches within the small subvolume centered at that location. This provides more

data for each model, which is crucial when given very sparse data. Moreover, it offers

robustness in the face of slight misalignment of images. Given the learned parameters

at each location, we restore all patches within the subvolume. We use a patch size

of 9mm�9mm�9mm, and use K � 15 clusters. Our implementation is freely avail-

able3.

� 4.4 Results

We evaluate our algorithm using 826 T1-weighted brain MR images from the ADNI

dataset [63]. We downsample the isotropic 1mm images to 1mm � 1mm � 5mm, and

use these low-resolution images as our training dataset. We learn the local patch model

at dense locations in the downsampled images and reconstruct 25 scans. While we ex-

perimented with both methods presented in this chapter, we found the model explicitly

estimating missing data (Section 4.3.1) to be prohibitively slow. Instead, we use the

3The open-source code can be found at https://github.com/adalca/papago. We also implement a
general library for working with patches in MATLAB that we heavily use in this project. This library
is similarly open source and can be found at https://github.com/adalca/patchlib.

https://github.com/adalca/papago
https://github.com/adalca/patchlib
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Figure 4.5. Restoration in variable images. Three affinely-aligned volumes illustrate
the typical variability in the scans. While most anatomy is grossly aligned, the methods
must be robust against significant local variability. The images also have some slightly
different intensity profiles, which are hard to normalize due to the quality of the scans.
Nonetheless, the proposed method restores the images accurately.

latent low-dimensional patch model (Section 4.3.2) throughout these experiments. We

discuss this choice in the next section. We also use three commonly used methods as

a baseline for comparison: nearest neighbour interpolation, non-local means (NLM)

upsampling [77], and linear interpolation. NLM is often used for image upsampling,

although it was not designed for clinical images with such sparse resolution. We vali-

date our algorithm by comparing reconstructions to the original isotropic volumes both

visually and quantitatively.

Figure 4.5 shows restorations for three scans, illustrating the variability of the

anatomical structure and intensity patterns. Despite significant variability in anatomi-
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Ground truth

Our method

Nearest neighbor

NLM upsampling

Linear

Figure 4.6. Representative restorations. A representative original high resolution
image, a reconstruction by our method as well as three standard methods: nearest
neighbor, NLM, and linear interpolation. Our method reconstructs more anatomically
plausible substructures, as can be seen in both Axial and Saggital planes.

cal shape and intensity, our method restores the fine-scale anatomy. Figure 4.6 shows

representative restored images for one subject. Our reconstruction method produces

significantly more anatomically plausible regions in both the coronal and saggital slices.

The magnified axial crops highlight that our method is able to restore anatomical struc-

tures that are almost entirely missing in the other methods, such as the dura mater or
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Figure 4.7. Errors for image restorations compared to ground truth isotropic scans.
Due to high variability among subject images, we illustrate improvements of NLM
upsampling, linear interpolation, and our method over nearest neighbor interpolation.
Mean squared error (lower is better), and PSNR (higher is better) illustrate that our
method recovers significantly better signal.

sulci of the temporal lobe.

Figure 4.7 reports errors of restored images compared to ground truth. Due to high

variability among subject scans, we plot improvements of each method over nearest

neighbor interpolation. We first measure the mean squared error (MSE) between a

restored scan and the true isotropic image taken over all voxels. Nearest neighbor MSE

was 0.003�0.001. Secondly, we measure the peak signal to noise ratio (PSNR), which is

the log transform of the ratio of the maximum intensity to the MSE. Nearest neighbor

PSNR was 25.3� 1.4. Both metrics are commonly used in measuring reconstruction of

compressed or noisy signal. Our restoration algorithm offers significant improvement

compared to the other methods.

� 4.5 Discussion

We use a large collection of low-resolution images to infer fine-scale anatomy of a par-

ticular subject. We introduce two models that capture structural similarity across

subjects in such large clinical image collections and use it to fill in the missing data

in a low resolution scan. The results of our algorithm are anatomically plausible volu-

metric images consistent with low resolution scans. Our method does not require high

resolution scans or expert annotations, but can instead build the missing structure by

learning from collections of clinical scans of similar quality to that of the low-quality

input image.



78 CHAPTER 4. POPULATION BASED IMAGE RESTORATION

Model Comparison

The first model (Section 4.3.1) explicitly models missing voxels, and the learning pro-

cedure infers missing data statistics at each iteration. Visually, we found this method

to perform well in most subvolumes we experimented with. However, the method has a

long convergence time, requiring more than 25 iterations to converge, and each iteration

is slow due to large matrix multiplication and inverses involved in the update compu-

tations for each patch. We also found the method to be sensitive to the initialization

used, where initializing the missing voxels with cluster averages yielded dramatically

different results compared to initializing with linear interpolation.

The second model (Section 4.3.2) explicitly ignores missing voxels, and models the

low-dimensional representation of each patch. This has the advantage of avoiding po-

tential local minima during learning, and is more robust to initialization. Additionally,

we observed significantly faster convergence rates and quicker update due to small ma-

trices involved in computations. While this method produces the results shown in the

previous section, it had lower performance in particular subvolumes compared to the

first model due to overall smoother appearance. In the future, fast approximations

to the update equations used in the first method may offer competitive runtimes and

results.

The only assumption regarding the missing voxels is that they are missing at ran-

dom, which generally holds true in most sparse acquisitions. The models can therefore

be learned from data of varying sparseness, including restoring data in all acquisition

directions simultaneously.

Future Directions

The goal of these models is to facilitate downstream analysis of clinically acquired

images. Given the predominance of such images in the medical setting, we plan to

apply these models to a diverse set of populations to facilitate previously hindered

analyses in new diseases.

The models can be improved in several ways. Probabilistic PCA has been shown to

be sensitive to outliers [61], and outliers are likely to be present among medical scans.

A future improvement of the model will therefore include robust PCA [58, 144]. Both

models currently require significant computational resources, and better approximations

in their learning procedures can help improve runtimes. Similarly, we do not impose

any structure on the learning of overlapping subvolumes, but such structure could both
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improve runtime and regularize learning across entire volumes.

Our method shares similarities with genotype imputation, which uses statistical in-

ference for unobserved genotypes [13, 54, 72]. Many genetic studies include only a sparse

sampling of subject genotypes, as described in Chapter 2. Imputation methods use pat-

terns of sequence covariation in high-resolution genotype datasets such as HapMap [46]

to infer denser genetic information for the subjects in a study. Many of these methods

have biological underpinnings that justify the use of covariation for imputation, similar

to our use of anatomical consistency across a population of subjects. While the models

are significantly different in the two applications, future analyses should investigate the

similar insights learned across the two domains. Also, joint imputation models could

help impute genotypes related to anatomy, and hereditary anatomical regions in images.
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Chapter 5

Visualization of Large-Scale Results

AS imaging studies start routinely processing thousands of subjects, verification

of the computational or analysis steps becomes difficult when evaluating sub-

jects one by one. We introduce a novel approach for fast and effective visualization of

large image collections in population studies. The key insight is to collapse inherently

high-dimensional imaging data onto an interactive two-dimensional canvas native to a

computer screen in a way that enables intuitive browsing of the image data. Increas-

ingly, medical image computing research involves exploring large image sets with high

intrinsic dimensionality. This includes three dimensions for each medical volume, and

many meta-dimensions such as subject index, modality type in multimodal studies, time

in longitudinal studies, or parameter choice in parameter sweep experiments. Current

visualization tools generally display one or few 2D slices or 3D renderings at a time,

and do not provide a natural way to explore the meta-dimensions.

We propose a novel visualization approach that enables rapid interactive visualiza-

tion of high dimensional image data, bridging the gap between single-volume viewers

and large dataset statistics. We aim to harness users’ innate ability to identify visual

patterns and deviations from those patterns. Specifically, our approach and the result-

ing visualization tool, called tipiX, bridge the gap between single-image visualization

offered by most software and statistical population analysis. Our approach enables

users to identify important patterns in the data or anomalies that might otherwise be

overlooked. We demonstrate that our platform can be used for quick and effective

evaluation and analysis, and we believe it will improve research workflow and facilitate

novel method development. Our tool is freely available1.

1 http://tipix.csail.mit.edu. we also provide a video and live demonstrations.

81

http://tipix.csail.mit.edu
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� 5.1 Background

Research in medical image analysis involves increasingly large amounts of data, such

as clinical cohorts like the ISGC [57, 102, 109, 140], offering thousands of subjects with

multi-modal and longitudinal scans. Parameter sweeps for processing steps can also

produce large collections of images, even for a small study. These datasets include

meta-dimensions – dimensions other than the three spatial ones – such as time, subject

index or parameter setting, such as the two studies we tackle in this thesis. This high

dimensionality makes it challenging to identify patterns in large cohorts, to evaluate

quality of processing steps, and to tune algorithm parameters.

Several powerful visualization methods and tools have been demonstrated for view-

ing one or few images at a time [40, 42, 50, 94]. Visualization tools are often bundled

with state of the art processing and analysis software. Some packages offer a plethora

of interactive visual modules that implement powerful image analysis algorithms [94].

Others offer graphics libraries that can interact with image analysis functions [120].

Finally, some tools are built to interact with complex systems for picture archiving and

communication systems (PACS) or repository system [79, 108]. While powerful, all of

these tools are built for visualization of few subjects at a time, and do not support large

image collections.

A few recently demonstrated visualization packages enable visualization of several

volumes at once [43, 94], but users are limited to only working with as many 2D images

as will reasonably tile on a computer screen. Unfortunately, such grid displays are not

feasible in larger datasets with hundreds of scans.

Processing of large image collections is done instead via complex pipelines [40, 105],

necessitating fast evaluation of various steps. Automatically computed evaluation met-

rics are often used to summarize intermediate or final results, to identify outliers, and to

evaluate trends [40, 76, 126]. For example, we describe such a pipeline and population

statistics in the preprocessing of stroke data, Section 3.6. However, statistics are often

limited, task-specific, and do not always capture the complexity inherent in individual

tasks. For example, volume measurements of anatomical structures or pathology do not

identify spatial patterns. More complex statistics can capture the spatial distribution

of locations, but would not identify patterns in shape. In contrast, a researcher can

often visually identify complex patterns given the appropriate visualization method.

Our approach improves on single-volume viewers by exploiting the ability of users to

visually detect patterns and to identify problems across large collections. Specifically,
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Figure 5.1. User interface that implements our approach. Elements in orange were
added to this screenshot for illustration purposes. The position of the cursor, shown
as x and y, controls which 2D image is displayed on the canvas. The load matrix on
the right information bar (green) offers a visual indication of the position of the current
image in the entire dataset.

the method provides rapid intuitive visualization of entire datasets by projecting two

user-specified data dimensions onto a screen and providing convenient ways to interact

with other dimensions. The tool is freely available, open-source, and does not require

downloading or installation. It runs locally in modern web browsers while keeping

all data and processing on the user’s computer, therefore avoiding the requirement to

upload sensitive information to a server. To the best of our knowledge, this is the first

method for fast visualization of large image datasets.

� 5.2 Design and Features

tipiX uses a two-dimensional interactive canvas to capture image data that is inherently

high-dimensional. Given an image collection, tipiX displays a two-dimensional cross-

section of the data. Through simple movement of the cursor, two more dimensions

can be seamlessly explored, determining the two-dimensional image that is currently

displayed on the screen. As a dataset may have many meta-dimensions, the user controls

which dimensions are chosen for display and navigation. Figure 5.1 provides an overview
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of the user interface.

Display Dimensions versus Navigation Dimensions

The main display – or canvas – shows two dimensions of the image set that users

are familiar with, such as two spatial dimensions of an axial slice from a brain MRI

volume. The user can simultaneously explore two more dimensions, which could be

either physical dimensions or meta-dimensions. Examples include depth (the third

spatial dimension), time (e.g., patient age or time of the scan), subject index in the

collection, etc. In the remainder of this section, we use a dataset of 3D images with

an extra dimension of subject index to illustrate the key features of the visualization

method.

We use the position of the cursor on the drawing canvas to determine the location

along the navigation dimensions. For example, moving the cursor to location p4, 12q

on the canvas displays the 4th axial slice of the 12th subject. This mode facilitates

exploring two other dimensions, such as depth and time, together (if, for example, one

of the navigation dimensions is set to subject age or time of the scan). The user can

easily select and change display and navigation dimensions.

We avoid using sliders since they are limited to controlling one dimension at a time.

This would result in much slower and more cumbersome simultaneous exploration of

multiple dimensions in the datasets. In contrast, our method enables data visualization

in a way that makes it easy to navigate in its entirety.

Implementation and Features

Our approach enables flexible selection of dimensions to be displayed. With a simple

command the user can switch from viewing axial slices through volume depth and

different subjects to viewing sagittal slices in the same data, as illustrated in Figure 5.2.

Within each dimension, tipiX provides fine control through keyboard shortcuts. For

example, after identifying an outlier image among 100 subjects, a user might want to

explore this subject along another dimension, such as a different modality. Our frame-

work allows locking the subject (or generally, the current index for any dimension) with

keyboard shortcuts to enable the user to explore the other dimension for that particular

subject. Once this task is completed, the user can unlock the subject, and continue

exploring the dataset. Our implementation includes several other useful features such

as an information panel and a preview image to summarize the entire dataset.

We provide a freely available and open source implementation of tipiX. The im-
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Figure 5.2. Example uses of tipiX on a dataset of 3D volumes with many subjects.
Left: one axial slice of a subject is shown to the user at a time. The vertical position of
the cursor controls axial slice location in the same subject, and the horizontal position
of the cursor controls the subject index in the study. Right: exploring 2D sagittal views
in the same dataset.

plementation runs in modern web browsers. This design decision avoids limitations

associated with cross-platform functionality and software dependencies. All processing

and visualization is performed client-side on the user’s computer, thus avoiding security

and privacy concerns. Sharing of visualization scenes, for example between technical

researchers and clinicians, is simple and reduces to simply providing a unique URL.

This functionality assumes both parties have access to the same data, for example if

the data is accessible online or through a server on a private network.

The interactive canvas controls and data can also be embedded into another web-

page, which is useful when developing tutorials, discussing medical datasets or preview-

ing public data. tipiX employs the XIO library [51] to support input in popular medical
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Figure 5.3. Outlier detection. Left panel: a typical brain scan after registration to
an atlas and skullstripping, a poorly registered subject, and a simulated hypointense
lesion on a subject (yellow arrow). Right plots: boxplots of time taken to identify two
outliers in mis-registration and lesion detection tasks.

imaging formats, such as DICOM [3] and NIFTI [18], in addition to regular images,

such as PNG and JPG. The data is rescaled to fit on the canvas, whose size adapts to

each user’s browser window.

� 5.3 Evaluations

To the best of our knowledge, ours is the first visualization method capable of exploring

large medical image collections visually. Our approach directly addresses the problem of

visualizing high-dimensional data, while other viewers concentrate on specific volumes.

We therefore avoid a direct comparison, as it would be unfair to the baseline methods.

Instead, we demonstrate the utility of our platform through several user studies of

typical medical image computing tasks. Each study included 9 users who were familiar

with images, and who were provided with a brief, one-minute instruction on how to use

tipiX.

Outlier Detection

As part of a typical medical image computing workflow, various processing steps must

be evaluated for correctness. For example, following registration of a subject cohort,

it is important to identify scans that did not register properly to an atlas template.

Similarly, in a general cohort of patients, it is useful to quickly identify patients with a

particular pathology.

In the first user study, we register 20 T1-weighted brain MRI scans that are part of

the Freesurfer brain atlas [40] to a common atlas. We introduce a random perturbation
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Figure 5.4. Detection of inclusion threshold. Left panel: a typical well-aligned subject
image shown next to a typical poorly registered image, with the template brain and
ventricle boundaries shown in green. Right plot: the average threshold versus the time
taken by users.

in one registration to mimic misalignment. Users are given the entire dataset, and

asked to identify a mis-registered subject in the cohort, where the mis-registration is

only noticeable in some of the slices. In a similar fashion, we simulate a hypointense

lesion in the white matter of one subject, and ask the users to identify the scan that

contains the lesion. The lesion is only noticeable in about 11 of 100 brain slices.

These would be difficult tasks for single-volume visualization tools. Since the prob-

lems are only noticeable in a subset of the slices, re-factoring the dataset to a single

volume of a specific slice across subjects is not feasible. Figure 5.3 illustrates example

volume slices and reports the user time required for outlier detection.

We find that users are very adept at identifying outliers when using our visualization

tool, taking on average about 45 seconds to identify a mis-registration, and about 90

seconds to identify a subject with a lesion. We observed empirically that users who

first explored the dataset across volumes rather than within a single volume tended to

complete the tasks faster. This illustrates the power of our approach of visualizing meta-

dimensions and image dimensions simultaneously. Quick visual detection promises to

substantially improve quality control in complex tasks, where designing robust quality

control measures can be time consuming or prohibitive.

Pattern Identification

Similarly to identifying outliers following a pipeline step, we often aim to subdivide a

subject cohort. For example, after rigid registration of a large image set to an atlas, we
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Figure 5.5. A screenshot of two images shown to users in the parameter sweep study.
Axial slices from four separate subjects are shown with segmentation contours (orange)
implied by the aligned atlas. Moving the cursor left to right sweeps the registration
parameters; moving the cursor up and down goes through different axial slices. Left:
results from the median parameter choice. Right: a parameter setting chosen by a user
who noted that the top-left subject is otherwise mis-registered.

may wish to identify a subset of subjects that have promising registration results for

analysis. In this study, we rank 500 non-rigidly registered subjects from the ISGC stroke

cohort based on the sum of squared differences between each deformed subject image

and the atlas template. Using this ranking, our method enables the users to explore the

entire dataset and identify a threshold on the similarity measure that would separate

well-registered subjects from those with significant misalignment. In Figure 5.4, we

illustrate accurate good and poor registrations and report the agreement level among

different users in the study. We found that nearly all users decided quickly on a rough

threshold range, but some spent more time deciding on an optimal choice and remarked

on the subjective nature of the task.

Parameter exploration is necessary in many applications, such as exploration of

new datasets or development of novel methods. Registration quality metrics often do

not capture complex patterns or task-specific criteria. Visualization of the behaviour of

various parameters on a subset of the population can help to quickly identify the optimal

value of the regularization parameter choice. We perform a parameter sweep for non-

rigid registration using the Log Domain Diffeomorphic Demons algorithm [35, 136] on

four subjects, and ask users to identify the optimal parameter (Figure 5.5). We found

that most users chose very similar settings (smoothing kernel size near 1.5mm) in about
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two minutes, and spent the majority of that time refining the optimal parameter once

a reasonable range was found.

� 5.4 Discussion

The rapid visualization method presented here, tipiX, is open sourced and in continued

development as we receive feedback from the community on desired functionality. More

features are possible, and we hope the tool will grow organically as different users

contribute by suggesting or implementing functionality to facilitate their research. For

example, seamlessly exploring a fifth dimension with the mouse wheel is a topic of

future work.

Complex signal, such as change in the shape of a pathology, is hard to discover

automatically. In Chapter 6 we describe a classification of stroke subjects based on

their age and disease spread, and discuss the use of tipiX in exploring these classes.

TipiX is also used on non-medical datasets, for example with large collection of natu-

ral images used in computer vision. Exploration of these datasets facilitates analysis of

natural variations in images, such as changes in a scene with the time of day [21]. Sev-

eral features are implemented for such datasets, such as the video play of timelapses.

With continued development, tipiX is likely to expand in usability from radiological

scans, to natural images, and media applications.
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Chapter 6

Discussion and Conclusions

THE methods and large-scale approach to image analysis introduced in this thesis

enable many future clinical and technical directions of study. In this chapter, we

suggest several future developments and explore initial clinical analyses using the stroke

and ADNI cohorts.

� 6.1 Technical Directions

Throughout this thesis we sought to improve inference of anatomy and pathology by

exploiting information outside the input image. We summarize discussions and expand

on future directions.

� 6.1.1 Genetic and Clinical Factors

In Chapter 2, we demonstrate that subject-specific external factors, including their

genotype and clinical information, can have a significant impact on the analysis of

a subject’s anatomy. We propose a versatile framework that enables heterogeneous

external data to be used for inference of anatomical change. The model can be readily

expanded, improving phenotypic functional dependencies on external data and de novo

prediction, removing the need for the baseline observation. The method can be used to

predict dramatically varied phenotypes, from disease growth in a medical scan to facial

appearance in a photograph.

Predicting anatomical change is just one demonstration of the utility of genetic

variants for medical image analysis. Image segmentation, image registration, and image

population analysis can all use genetic factors to improve standard methods.
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� 6.1.2 Collection of Subjects with Spatial Disease Burden

In Chapter 3, we demonstrate that a collection of patients can help identify complex

spatial pathology in a new patient. The training enables separation of complex patholo-

gies with similar presentation in brain MRI, leading to novel clinical analysis. Later in

this chapter, we discuss prospective research directions, some of which are part of the

ongoing clinical studies facilitated by the methods in this thesis.

We also discuss several image pre-processing methods in Chapter 5 to more robustly

address standard analyses in clinical data. An important insight is that the sparse aspect

of the data should be modelled directly or explicitly accounted for as much as possible

to improve the image processing.

With this mindset, we are actively developing a method for non-rigid registration

of brain images acquired in clinical settings using three-dimensional patches in a dis-

crete registration framework [26]. The method explicitly models the sparse structure

characteristic of the problem, leading to a robust patch-based discrete registration al-

gorithm. While most methods use single voxels to asses data similarity, we design

an appropriate 3D patch-based similarity function surrounding the desired voxel. We

have developed a flexible, fast and open-source implementation of discrete deformable

registration, including several patch-based data similarity functions.

� 6.1.3 Collections of Clinical Scans

In Chapter 4, we demonstrate that a collection of low-resolution scans captures fine-

scale anatomy, leading to restoration of new clinical images. The models we propose

can be expanded in several ways, with a focus on robust modifications to tackle the

heterogeneity of clinical data. The model is general and can be applied to images of

different resolutions, even within the same cohort. Prospective future applications can

therefore explore automatic standard analysis that was previously infeasible due to the

low quality of images.

� 6.1.4 Rapid Visualization of Image Collections

We present an approach that enables rapid interactive visualization of high dimensional

image data. Our method facilitates assessment of computational steps and image anal-

ysis results in the large studies tackled in this thesis. As the method is implemented

in the browser and is open-source, we hope the tool will grow organically as users im-

plement functionality to facilitate research in medical image analysis, computer vision
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and computational photography.

� 6.2 Clinical Analyses

We briefly illustrate how the methods developed in this thesis can be used to study spa-

tial leukoaraiosis patterns from several large cohorts, and to predict such patterns us-

ing patient-specific genotype and clinical information. We deploy the pre-preprocessing

steps for clinical images described in Section 3.6, followed by our delineation of different

pathologies using Cerebro. We combined our pre-processing and analysis steps using the

pipeBuilder system, an image analysis pipeline construction tool we developed to facil-

itate easy refinement of analysis of image analysis [125]. Altogether, we analyze over

3000 subject scans from 11 different stroke acquisition centers within the ISGS cohort,

and nearly 5000 scans of 1000 subjects from the longitudinal ADNI dataset.

� 6.2.1 Multi Cohort Comparison

We consider the spatial leukoaraiosis distribution across different populations. Fig-

ure 6.1 illustrates how the population-wide leukoaraiosis averages are remarkably con-

sistent across centers within the stroke study, despite differences in population sizes,

population characteristics and imaging scanners. This suggests that subject cohorts can

be combined for large scale analyses of white matter disease associations with clinical

and genetic factors. In contrast, we observe more significant differences of the mean

leukoaraiosis spread between the stroke and ADNI cohorts. Since the ADNI population

has significantly different inclusion criteria, and does not include subjects who have

recently had a stroke, it could be used as a control population in future studies. The

differences in the leukoariosis maps are an ideal place to start future clinical compar-

isons. For example, are subjects in the stroke study associated with higher leukoaraiosis

volume after normalizing for inclusion criteria across the two studies?

� 6.2.2 Volume Progression with Age

The evolution of leukoaraiosis burden with respect to clinical variables, such as age, is

important for understanding cerebrovascular mechanisms related to stroke [109, 110].

Since leukoaraiosis volume varies dramatically across different patients, we cluster the

patients into more homogeneous sub-populations, and then investigate the change with

age separately in each sub-population. We use a two-component regression mixture

model to capture variability in leukoaraiosis volume growth [64, 99]. Each component
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Center 1

ADNI
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Figure 6.1. Average leukoaraiosis maps for four ISGC centers and ADNI. While the
distribution patterns among the centers is consistent, the ADNI cohort, which does not
include stroke cases, has a significantly weaker or more constrained spread.

is characterized by a different dependency on age.

Let vi and zi be the scalar leukoaraiosis volume and cluster assignment of patient i,

respectively. We let Xi be a 2-dimensional feature vector capturing age and intercept,
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and assume i.i.d. multinomial priors for cluster membership. Given 2-dimensional re-

gression coefficient vectors βc for each cluster c and fixed variance σ2, we model the

leukoaraiosis volume vi in patient i as normally distributed with mean Xiβc and fixed

variance σ2:

vi � Xiβc � εi, where εi � N p0, σ2q. (6.1)

To estimate parameters βc we use a hard-assignment iterative algorithm similar to

k-means clustering, alternating until convergence between computing the cluster as-

signments and solving least-squares linear regression for cluster parameters:

zi � arg min
c

||vi �Xiβc||
2
2 , (6.2)

βc � pXTZcXq�1XTZcv, (6.3)

where v is the vector of all volume values, X is the N � 2 feature matrix, Zc is a

diagonal binary matrix, and Zcpi, iq � 1 if zi � c.

In the ISGC stroke study analysed throughout this thesis, this method identified

a cluster of patients for whom age has little to no effect on leukoaraiosis volume

(β1 � 2.27mm3{year), and another set of patients for whom it grows substantially

with age (β2 � 8.84mm3{year). This clustering provides an initial subphenotyping of

stroke subjects into progressors and non-progressors, providing a potential source for

correlation analysis with external clinical variables.

� 6.2.3 Distribution Progression with Age

While previous studies examined the overall leukoaraiosis volume of each patient using

manual segmentations in a limited number of subjects, the method presented in Chap-

ter 3 enables evaluation of leukoaraiosis spatial distribution evolution in the brain as a

function of age in large-scale studies.

Within each cluster learned in the previous section, we use Nadaraya-Watson ker-

nel regression [28, 88, 139] on the leukoaraiosis label maps to visualize representative

images Iptq:

Iptq �

°N
i�1Khpt� tiqIi°N
i�1Khpt� tiq

, (6.4)

where t is the age of interest, N is the number of patients, Ii is the leukoaraiosis label

map of patient i warped into atlas space, and Khp�q is a Gaussian kernel function with
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Figure 6.2. Top: the two-component regression mixture model clusters the patients
into those with high leukoaraiosis growth as a function of age (red) and those with low
leukoaraiosis growth as a function of age (blue). The lines show a kernel regression of
leukoaraiosis volume as a function of age in each cluster. The representative images
shown are obtained via kernel regression of the leukoaraiosis label maps as a function
of age. Bottom: the two sets of representative images in more detail.

standard deviation h and mean 0. Intuitively, a representative leukoaraiosis image is

a weighted average of all leukoaraiosis label maps, with patients close to age t con-

tributing more to the average. Figure 6.2 visualizes the progression of the leukoaraiosis

distributions with age, as well as representative images at different time points.

For the fast-growing leukoaraiosis burden cluster identified above, leukoaraiosis
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tends to spread throughout the white matter, and most strongly in the posterior re-

gions of the white matter. In the other, slow-growing leukoaraiosis burden cluster, the

leukoaraiosis remains confined near the ventricles, as expected.

The visualization method presented in Chapter 5 can be used to exploring these

two groups simultaneously, giving a concrete idea of the actual growth patterns of the

vascular problems1. While difficult to quantify, this gives important clinical information

in understanding cerebral ischemia.

To the best of our knowledge, this is the first analysis of the progression of spatial

leukoaraiosis distribution with age. In the future, we will contrast clustering results

across imaging centers and cohorts, and analyse how the spread of leukoaraiosis distri-

bution varies across different clusters.

The disease progression estimated here is based on a cross-sectional cohort (each

subject only has one scan). A promising area of future study is the comparison of this

population-wide progression with actual disease progression in longitudinal studies, such

as ADNI, where individual and population-wide trends can be evaluated.

� 6.2.4 Prediction of Patient-Specific Growth

In Chapter 2 we introduce a method for predicting phenotypic change given patient-

specific external information. In Chapter 3 we propose a method to delineate a cere-

brovascular phenotype important in stroke, and describe a low-dimensional embedding

of the disease spread. Together, these frameworks facilitate subject-specific prediction

of leukoaraiosis growth over time, offering a rich characterization of disease trajectory.

The longitudinal ADNI cohort presents an ideal control population, where such subject-

specific predictions can be made and validated. Figure 6.3 shows a preliminary analysis,

where we automatically delineated leukoaraiosis in 1000 ADNI scans to predict disease

burden growth in follow-up scans for specific subjects. This analysis opens the door to

spatial predictions in stroke patients, where a single, baseline scan is observed, and sub-

sequent prediction can aid in treatment planning and preventing further cerebrovascular

complications.

� 6.2.5 Genetic Discovery

A central goal of the ISGC is to analyse the white matter disease burden and its genetic

predisposition. The leukoaraiosis burden volumes we computed are currently undergo-

ing Genome-Wide Association Study (GWAS) for genetic discovery in the context of

1The exploration of this result is explored in the tipiX video demonstration as well.
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Observed
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Follow-up 1 Follow-up 2 Follow-up 3

Figure 6.3. Preliminary prediction of leukoaraiosis distribution. For three follow-up
scans of one subject, the observed, predicted and error maps of leukoaraisis distribution
are projected onto the spatial statistical model of leukoaraiosis. The prediction error
is multiplied by 10 for visualization. While the spatial change within one subject is
minimal compared to population changes, the method can predict the slow growth over
time.

stroke. The total scalar volume is a limited phenotypic characterization of the disease.

The principal directions of the low-dimensional leukoaraiosis model in Chapter 3 likely

characterize cerebrovascular mechanisms as they capture the spatial modes of variabil-

ity of white matter disease. Since these measures provide a richer representation of the

disease, we propose to analyse the coordinates of each subject in this space and look

for correlations with genetic variants and clinical values. The regression-based volume

clustering presented above provides an avenue for genetic examination, where we can

determine if subjects in the progressor group have a genetic risk factor compared to

non-progressors.
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� 6.3 Conclusions

In this thesis, we explore how variables external to a medical scan, such as genotypes,

clinical factors, and large image collections can improve anatomy and images in the new

patients. We show how genetic variants and clinical indicators can predict anatomical

MRI images. We demonstrate that a cohort of patients with white matter pathology can

help predict spatially complex disease burden in a new patient. We use large collections

of clinical scans to dramatically improve the resolution of a new image and recover fine-

scale anatomy. We present an approach that enables rapid interactive visualization

of imaging data in large studies. By bringing these methods together in large scale

analyses, we illustrate how our contributions facilitate new avenues of technical and

clinical research.
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Appendix A

Prediction of Anatomical Change:

Parameter Updates

We present parameter updates for learning the generative model (2.5) and (2.3) us-

ing a linear mixed effects model (LMM) interpretation, and summarize the phenotype

prediction (2.6) updates using the least squares kernel machine (LSKM) interpretation.

We seek the maximum likelihood estimates of parameters β̄ and θ � pτ2
G, τ

2
C , τ

2
I , σ

2q.

Specifically, letting

y1 � py � y0q d pr
1

x1
...

1

xT
sT q (A.1)

V �
¸
D

τ2
DKD � σ2I (A.2)

q � pp1TV �1
1q�1

1
TV �1qT (A.3)

we obtain intuitive iterative updates from standard linear mixed model literature [44, 75]

for β̄ using the best linear unbiased predictor

β̄ � qTy1, (A.4)

and for the kernel parameters

θpk�1q � θpkq �
1

2

�
Ipkq

��1
Rpkq, (A.5)
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APPENDIX A. PREDICTION OF ANATOMICAL CHANGE:

PARAMETER UPDATES

where

Ik�1
i,j �

1

2
trpPKiPKjq (A.6)

R � �
1

2
trpPKiq �

1

2
y1PKiP y

1 (A.7)

P � V �1 � V �1
1qT . (A.8)

Essentially, (A.5) projects the residuals R at each step ptq onto the expected rate of

change in likelihood.

To perform prediction, the LSKM estimation [44, 68, 75, 138] of the health terms h �

αTK require the estimation of vectors αG,αC and αI via a linear system of equations

that involves our estimates of β̂ and θ:

������
1
T
1 1

TKG 1
TKC 1

TKI

KT
G1 KT

GKG �
τ2G
σ2K

T
G1 KT

GKC KT
GKI

KT
C1 KT

G1 KT
CKC �

τ2C
σ2K

T
C1 KT

CKI

KT
I 1 KT

IKG KT
I 1 KT

IKI �
τ2I
σ2K

T
I 1

������
������

β̄

αG

αC

αI

������ �

������
1
Ty1

KT
Gy

1

KT
Cy

1

KT
I y

1

������ . (A.9)

which essentially translated from LMM parameters τ to LSKM parameters α. This

facilitates phenotype prediction via:

∆y � ∆xβ̄ � ∆x
�
αTGKG �αTCKC �αTIKI

�
. (A.10)

Note that we define kernels on baseline data. Standard LMM solutions would be

computationally expensive, or even prohibitive, for thousands of observations, as the

entire genetic and the image phenotype data is prohibitively large.



Appendix B

Mixture of Principal Components

with Missing Data

In this appendix we derive two models for mixture of principal components with missing

data introduced in Chapter 4. We first start with the significantly simpler problem of

a single Gaussian with missing data [31, 74], and incrementally add complexity to the

model until we describe our full models [31, 61, 74, 130, 131].

� B.1 Preamble

We assume y is drawn from a multivariate normal of dimension d:

y � N pµ,Σq, (B.1)

where the multivariate normal N pµ,Σq is parametrized by mean µ and variance σ.

In our application, y is a three-dimensional patch whose voxels have been vectorized.

Additionally, we assume some entries of vector y are missing, and denote them as yM,

and let yO be the observed entries. Similarly, the notation ΣM,O selects the missing

rows and observed columns of the covariance Σ.

We list the conditional probability of missing data in a multivariable Gaussian sam-

ple [34, 55], a result which will be used throughout this derivation:

ppyM|yOq � N pµM|O,ΣM|Oq (B.2)

where

µM|O � µM �ΣMOpΣOOq�1pyO � µOq (B.3)

ΣM|O � ΣMM � pΣOMqT pΣOOq�1ΣOM (B.4)
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The expectations of the unknown data is then:

IEryj |y
O;θs � µj �ΣO

j pΣ
O,Oq�1pyO � µOq (B.5)

and

IEryjyk|y
O
i ;θs � IEryj |y

O;θsIEryk|y
O;θs �Σjk � pΣOjqT pΣOOq�1ΣOk (B.6)

where both yj and yk are missing.

� B.2 Single Multivariate Normal

� B.2.1 Multivariate Normal with Missing Data

We approximate the maximum likelihood estimates of a multivariate normal given sam-

ples with missing data [31, 74]. Following extensive literature on this topic, we use this

model as a first step in learning a mixture of principal components of rotated 3-D

patches with missing data. We assume yi, for i P 1..N , are drawn from a multivariate

normal of dimension d:

yi � N pµ,Σq. (B.7)

We assume some entries of each vector yi are missing, and denote them as yMi

i , and

let yOi

i be the observed entries. We model the missing entries as latent random variables,

and let Y � tyiu
N
i�1, YO � tyi,Oi

uNi�1, and θ � tu,Σu. The observed data likelihood is:

`pθ|YOq � ppYO;µ,Σq

�
N¹
i

N pyOi

i ;µOi ,ΣOiOiq, (B.8)

and the complete data likelihood is:

`pθ|Yq � ppY;µ,Σq

�
N¹
i

N pyi;µ,Σq (B.9)
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from (B.8) and (B.9), the posterior of the missing data is:

ppYM|YOi ,µ,Σq � ppY;µ,Σq{ppYOi ;µOi ,ΣOiOiq

�
¹
i

ppyMi

i |yOi

i ,µ,Σq (B.10)

To estimate the observed likelihood in the presence of missing data, we use the Ex-

pectation Conditional Maximization (ECM) variant of the Generalized Expectation

Maximization algorithm. The expectation of the log likelihood is

Qpθ|θptqq � IEYM|YOi ,θptq rlog ppY;µ,Σqs (B.11)

� �
dN

2
log 2π �

N

2
log |Σ| �

1

2

Ņ

i

IEYM|YOi ,θptq
�
pyi � µq

TΣ�1pyi � µq
�
.

(B.12)

For clarity, we drop the subscript YM|YOi ,θptq for the rest of this section since all

expectations are taken with respect to this conditional distribution. Therefore, the

expectation step involves the updates of the missing data:

IE ryijs � y
ptq
ij

y
ptq
ij �

#
yij if yij is observed

µ
ptq
j � pΣjOiqptqpΣOiOiqptq,�1pyOi

i � pµOiqptqq otherwise
(B.13)

where we explicitly write y
ptq
ij at iteration t as it uses parameter estimates from time t.

Similarly, the missing data covariance terms:

IE ryijyiks � IEryijsIEryiks � s
ptq
i,jk

� y
ptq
ij y

ptq
ik � s

ptq
i,jk

s
ptq
ijk �

#
0 if yij or yik is observed

Σ
ptq
j,k � pΣOijqptq,T pΣOiOiqptq,�1pΣOikqptq otherwise

(B.14)

using (B.5) and (B.6).

For the maximization step, we optimize Qpθ|θptqq:

θpt�1q � arg max
θ

Qpθ|θptqq (B.15)
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BQ

Bµ
� �

1

2

Ņ

i

B

Bµ
IE
�
pyi � µq

TΣ�1pyi � µq
�

� �
¸
i

Σ�1py
ptq
i � µq � 0¸

i

µpt�1q �
¸
i

y
ptq
i

µpt�1q �
1

N

¸
i

y
ptq
i (B.16)

using [92] equation (85), and

BQ

BΣ�1 �
N

2

B

BΣ�1 log|Σ
�1| �

1

2

Ņ

i

B

BΣ�1 IE
�
pyi � µq

TΣ�1pyi � µq
�

�
N

2
Σ�

1
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IE
�
pyi � µqpyi � µq
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� 0
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¸
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¸
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IE
�
yiy

T
i � yiµ

T � µyTi � µµ
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�
1

N

¸
i

y
ptq
i y

ptq,T
i � S

ptq
i � y

ptq
i µ

T � µy
ptq,T
i � µµT

�
1

N

¸
i

py
ptq
i � µqpy

ptq
i � µqT � S

ptq
i

Σpt�1q �
1

N

¸
i

py
ptq
i � µpt�1qqpy

ptq
i � µpt�1qqT � S

ptq
i (B.17)

where
�
S
ptq
i

�
jk

� s
ptq
ijk, via (B.5), (B.6), and [92] equation (57). Both updates have

intuitive views explained in section 4.2.

In summary, the expectation step imputes data statistics, estimating y
ptq
i and S

ptq
i

via (B.13) and (B.14), respectively, and the maximization step estimates model param-

eters µptq and Σptq via (B.16) and (B.17), respectively.

� B.2.2 Multivariate Normal with Transformed Patches with Missing Voxels

As described in section 4.2, we affinely transform patches from the original subject

space, where the patches have either missing or observed voxels, to subject space where

voxels are interpolated. We let Γi and Ri be the interpolation matrices that transform
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the subject space vectorized patch ỹi to atlas space yi, and vice-versa:

yi � Γiỹi (B.18)

ỹi � Riyi (B.19)

Since RiΓi � I, we treat Ri as a generalized inverse of Γi, and for simplicity we

further assume Ri is square 1. We assume variables yi, for i P 1..N , are drawn from a

multivariate normal of dimension d in the atlas space:

yi � N pµ,Σq, (B.20)

and therefore:

ỹi � N pµ̃i, Σ̃iq, (B.21)

where

µ̃i � Riµ (B.22)

Σ̃i � RiΣR
T
i . (B.23)

We assume some entries of each vector yi are missing, as before, and model the missing

entries as latent random variables. We let Ỹ � tỹiu
N
i�1, ỸO � tỹOi

i uNi�1, R � tRiu
N
i�1,

and θ � tR,µ,Σu. The observed data likelihood is:

`pθ|ỸOiq � ppỸOi ;R,µ,Σq

�
N¹
i

N pỹOi

i ; µ̃Oi

i , Σ̃
OiOi

i q (B.24)

The complete data likelihood is:

`pθ|Ỹq � ppỸ;R,µ,Σq

�
N¹
i

N pỹi; µ̃i, Σ̃iq (B.25)

1Depending on the rigid transformation model used, Ri might not be square, but will usually be
close. Assuming Ri as square simplifies the derivations significantly without significantly affecting the
final updates.
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from (B.24) and (B.25), the posterior of the missing data is:

ppỸM|ỸOi ,R,µ,Σq � ppỸ;R,µ,Σq{ppỸOi ;R,µOi ,ΣOiOiq

�
N¹
i

ppỹMi

i |ỹOi

i ; µ̃i, Σ̃iq (B.26)

Similarly to the non-transformed case, to estimate the optimal parameters we use the

ECM algorithm:

Qpθ|θptqq �IEỸM|ỸOi ,θptq

�
log ppỸ;R,µ,Σq

�
(B.27)

��
dN

2
log 2π �

1

2

¸
i

log |RiΣR
T
i | (B.28)

�
1

2

Ņ

i

IEỸM|ỸOi ,θptq
�
pỹi �Riµq

T pRiΣR
T
i q

�1pỹi �Riµq
�

(B.29)

��
dN

2
log 2π �

1

2

¸
i

log |RiR
T
i | �

N

2
logp|Σ|q (B.30)

�
1

2

Ņ

i

IEỸM|ỸOi ,θptq

�
pỹi � µiq

T Σ̃
�1
i pỹi � µiq

�
(B.31)

As before, for clarity, we drop the subscript YM|YOi ,θptq for the rest of this section.

The expectation step involves the updates of the missing data:

IE rỹijs � ỹ
ptq
ij

ỹ
ptq
ij �

#
ỹij if ỹij is observed

µ̃
ptq
ij � pΣ̃

jOi

i qptqpΣ̃
OiOi

i qptq,�1pỹOi

i � pµ̃Oi

i qptqq otherwise
(B.32)

and the missing data covariance terms:

IE rỹij ỹiks � IErỹijsIErỹiks � s
ptq
ijk

� ỹ
ptq
ij ỹ

ptq
ik � s

ptq
ijk

s
ptq
ijk �

#
0 if yij or yik is observed

Σ̃
ptq
i,jk � pΣ̃

Oij
i qptq,T pΣ̃

OiOi

i qptq,�1pΣ̃
Oik
i qptq otherwise

(B.33)

using (B.5) and (B.6).
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For the maximization step, we use the equivalence

IE
�
pỹi � µ̃iq

T Σ̃
�1
i pỹi � µ̃iq

�
� IE

�
pΓiỹi � µq

TΣ�1pΓiỹi � µq
�

(B.34)

and optimize Qpθ|θptqq for θ � tµ,Σu:

BQ

Bµ
� �

1

2

Ņ

i

B

Bµ
IE
�
pΓiỹi � µq

TΣ�1pΓiỹi � µq
�

� �
¸
i

Σ�1pΓiỹ
ptq
i � µq � 0

µpt�1q �
1

N

¸
i

Γiỹ
ptq
i (B.35)

using [92] equation (85), and

BQ

BΣ�1 �
N

2

B

BΣ�1 log|Σ
�1| �

1

2

Ņ

i

B

BΣ�1 IE
�
pΓiỹi � µq

TΣ�1pΓiỹi � µq
�

�
N

2
Σ�

1

2

¸
i

IE
�
pΓiỹi � µqpΓiỹi � µq

T
�
� 0

Σpt�1q �
1

N

¸
i

IE
�
pΓiỹi � µqpΓiỹi � µq

T
�

�
1

N

¸
i

Γipỹ
ptq
i �Riµqpỹ

ptq
i �Riµq

TΓTi � ΓiS
ptq
i ΓTi

Σpt�1q �
1

N

¸
i

pΓiỹ
ptq
i � µpt�1qqpΓiỹ

ptq
i � µpt�1qqT � ΓiS

ptq
i ΓTi (B.36)

where
�
S
ptq
i

�
jk
� s

ptq
ijk.

In summary, the expectation step imputes data statistics, estimating y
ptq
i and S

ptq
i

via (B.32) and (B.33), respectively, and the maximization step estimates model param-

eters µptq and Σptq via (B.35) and (B.36), respectively. The expectation step computa-

tions happen in the original subject space, while the parameter updates are performed

in atlas space.
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� B.2.3 PCA with Missing Voxels

As discussed in section 4.2, there are several options for modeling principal components

in the context of missing data. We start with the probabilistic PCA formulation [131]

y �Wx� µ� ε (B.37)

where x � N p0, Iq and ε � N p0, σ2Iq, W is a d � p matrix, x is a p � 1 vector,

where p    d is the dimension of the mbedding space. The likelihood is

ppY;W ,µ, σ2q �
¹
i

»
xi

ppyi|xi;W ,µ, σ2qppxqdxI

�
¹
i

»
xi

N pyi,Wxi � µ;σ2IqN px; 0, Iqdxi

9
¹
i

N pyi,µ;W TW � σ2Iq

»
xi

N px;mc,Ccqdxi

�
¹
i

N pyi,µ;W TW � σ2Iq (B.38)

where

mc � Cc
1

σ2
W T pyi � µq

Cc � σ2pW TW � σ2Iq�1. (B.39)

Probabilistic PCA models x as a random variable and uses the EM algorithm to learn

the principal axes W . In the presence of missing data yM, either yM or x could be

modelled as latent variables [61, 131]. In the next two sections we model each of these

quantities as a hidden latent variable, and discuss the effects of both models in the main

text.

� B.2.4 ML-PCA for Missing Data

In this section, we model missing voxels yMi

i as latent variables, and adopt the likeli-

hood (B.38). Note that the low-dimensional patches x are not modelled. We let C �

W TW �σ2I. Maximum likelihood estimates can again be achieved via EM, and the E-
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step updates are identical to the ones in the simple multivariate case (B.13) and (B.14):

IE ryi,js � y
ptq
ij

y
ptq
ij �

#
yi,j if yij is observed

µ
ptq
j � pCj,OiqptqpCOiOiqptq,�1pyOi

i � pµOiqptqq otherwise

(B.40)

IE ryijyiks � IEryijsIEryiks � s
ptq
ijk

� y
ptq
ij y

ptq
ik � s

ptq
ijk

s
ptq
ijk �

#
0 if yij or yik is observed

C
ptq
jk � pCOi,jqptq,T pCOiOiqptq,�1pCOikqptq otherwise

(B.41)

Similarly, in the maximization step, we get the same update for µ:

µpt�1q �
1

N

¸
i

y
ptq
i (B.42)

The main difference is apparent when updating W :

BQ

BW
� �

N

2

B

BW
log|C| �

1

2

Ņ

i

B

BW
IE
�
pyi � µq

TC�1pyi � µq
�

� �
N

2

B

BW
log|W TW � σ2I| �

1

2

Ņ

i

B

BW
IE
�
pyi � µq

T pW TW � σ2Iq�1pyi � µq
�T

� �
N

2
p2C�1W q �

1

2

¸
i

IE
�
�WC�12pyi � µqpyi � µq

TC�1
�T

� Np�C�1W �C�1IE

�¸
i

1

N
pyi � µqpyi � µq

T

�
C�1W q (B.43)
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following the matrix cookbook [92]. The empirical covariance

Σpt�1q � IE
�°

i
1
N pyi � µqpyi � µq

T � S
ptq
i

�
is defined in (B.17). Therefore:

BQ

BW
� NpC�1Σpt�1qC�1W �C�1W q � 0

C�1Σpt�1qC�1W � C�1W

1

σ2
Σpt�1qσ2IpW TW � σ2Iq�1W �W

1

σ2
Σpt�1qppW TW q�1 �

1

σ2
Iq�1 �W TW

1

σ2
Σpt�1q �W TW ppW TW q�1 �

1

σ2
Iq

Σpt�1q � σ2I �W TW (B.44)

Consider the singular value decomposition (SVD) of W � ULV T , where U is a d� p

matrix (since we only keep the first p components), L is a p�p diagonal matrix, and V

is a p� p rotation matrix.

Σpt�1qUL � σ2UL�ULV TV LTUTUL

Σpt�1qUL � Upσ2I � L2qL

Σpt�1quj � pσ2 � l2j quj (B.45)

Therefore U are eigenvectors of Σpt�1q, with eigenvalues λj � σ2 � l2j , and lj �a
λj � σ2. Excluding zero solutions, we have:

W pt�1q � ULV T

� UpΛ� σ2Iq1{2V T

� UpΛ� σ2Iq1{2 (B.46)

where rΛsj � λj , and V T is an arbitrary rotation vector which we set to I. From [131],

at optimal W ,

σpt�1q2 �
1

d� q

ḑ

j�q�1

λj (B.47)

Therefore, the algorithm first computes expectation step via (B.40) and (B.41). In

the maximization step, we obtain µpt�1q via (B.42), and form Σpt�1q via (B.17), and ob-
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tain U and Λ through eigenvalue decomposition of Σpt�1q. Finally, we estimate σ2,pt�1q

via (B.47), followed by W pt�1q via (B.46).

� B.2.5 ML-PCA with Transformed Patches with Missing Voxels

As before, adding the notation of transformed patches simply affects which image space

each update is computed in. Specifically Γi and Ri transform the subject space vec-

torized patch ỹi to atlas space yi, and vice-versa via (B.19). The patch yi, for i P 1..N

is drawn from a multivariate normal of dimension d:

yi � N pµ,Cq, (B.48)

where C �W TW � σ2I, and therefore

ỹi � N pµ̃i, C̃iq, (B.49)

where

µ̃i � Riµ (B.50)

C̃i � RiCR
T
i . (B.51)

We form the observed data likelihood:

ppỸOi ;R,W ,µ, σ2q �
¹
i

N pyi,µ
Oi

i ;COiOi

i q (B.52)
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And again use the ECM algorithm. We are led to the subject-space expectation step:

IE rỹijs � ỹ
ptq
ij

ỹ
ptq
ij �

#
ỹij if ỹij is observed

µ̃
ptq
ij � pC̃

jOi

i qptqpC̃
OiOi

i qptq,�1pỹOi

i � pµ̃Oi

i qptqq otherwise

(B.53)

IE rỹij ỹiks � IErỹijsIErỹiks � s
ptq
ijk

� ỹ
ptq
ij ỹ

ptq
ik � s

ptq
ijk

s
ptq
ijk �

#
0 if yij or yik is observed

C̃
ptq
i,jk � pC̃

Oij
i qptq,T pC̃

OiOi

i qptq,�1pC̃
Oik
i qptq otherwise

(B.54)

while the maximization step updates follow the same form as the previous section, in

atlas-space:

µpt�1q �
1

N

¸
i

Γiỹ
ptq
i (B.55)

Σpt�1q �
1

N

¸
i

pΓiỹ
ptq
i � µpt�1qqpΓiỹ

ptq
i � µpt�1qqT � ΓiS

ptq
i ΓTi , (B.56)

and, given U pt�1qΛpt�1qV pt�1qT � SVDpΣpt�1qq,

σpt�1q2 �
1

d� q

ḑ

j�q�1

λ
pt�1q
j

W pt�1q � U pt�1qpΛpt�1q � σpt�1q2Iq1{2

Cpt�1q �W pt�1qTW pt�1q � σpt�1q2I. (B.57)

� B.2.6 PPCA with Missing Data

In this section, we explicitly model the low-dimensional patch representation x as a

latent variable. We let C � W TW � σ2I. Following (B.38), the likelihood of the

observed data is

ppYO;W ,µ, σ2q �
¹
i

N pyOi

i ;µOi ,COiOiq (B.58)
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whereas the joint probability of the observed data and latent variables:

ppYO,x;W ,µ, σ2q �
¹
i

ppyOi |x;W ,µ, σ2qppxiq (B.59)

�
¹
i

N pyOi

i ;WOixi � µ
Oi , σ2IqN pxi; 0, Iq (B.60)

where the notation WOi extracts the rows of W corresponding to the observed entries

in yi. Finally, the posterior probability is:

ppx|YO;W ,µ, σ2q � ppYO,x;W ,µ, σ2q{ppYO;W ,µ, σ2q (B.61)

�
¹
i

N pyOi

i ;WOixi � µ
Oi , σ2IqN pxi; 0, Iq

N pyOi

i ;µOi ,COiOiq
(B.62)

9
¹
i

N pxi;mci,Cciq (B.63)

where

Cci � σ2ppWOiqTWOi � σ2Iq�1

mci � Cc
1

σ2
pWOiqT pyOi

i � µOiq (B.64)

using (B.38) and (B.39).

We use the Expectation Maximization algorithm, and look to optimize:

Qpθ|θptqq � IEx|YO,θptq
�
log ppYO,x;µ,W , σ2q

�
(B.65)

� �
dN

2
log 2π �

N

2
log |σ2I| (B.66)

�
1

2

Ņ

i

1

σ2
IE
�
pyOi

i �WOixi � µ
OiqT pyOi

i �WOixi � µ
Oiq
�

(B.67)

�
dN

2
log 2π �

N

2
log |I| �

1

2

Ņ

i

IE
�
xTi xi

�
. (B.68)
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The expectation step computes the statistics over the latent variables:

IE rxis � x
ptq
i

�

»
xi

xiN pxi;mci,Cciqdxi

�m
ptq
ci (B.69)

and

IE
�
xix

T
i

�
� IE rxis IE rxis

T � covpxi,xiq

� x
ptq
i x

ptq,T
i �C

ptq
ci (B.70)

The maximization step updates the model parameters:

BQ

Bµ
�
¸
i

1

2σ2

B

Bµ
IE
�
pyOi

i �WOixi � µ
OiqT pyOi

i �WOixi � µ
Oiq
�

�
¸
i

1

2σ2
IE
�
�2pyOi

i �WOixi � µ
Oiq
�

�
¸
i

1

σ2
pyOi

i �WOix
ptq
i � µOiq � 0

µj �
1

|Oj |

¸
iPOj

pyi,j �W jx
ptq
i q (B.71)

where Oj is the set of patches that have entry j observed.

BQ

BW
�
¸
i

1

2σ2

B

BW
IE
�
pyOi

i �WOixi � µ
OiqT pyOi

i �WOixi � µ
Oiq
�

�
¸
i

1

2σ2
IE
�
2pWOixi � pyOi

i � µOiqqxTi
�

�
1

σ2

¸
i

WOipx
ptq
i x

ptq,T
i �C

ptq
ci q � pyOi

i � pµOiqptqqx
ptq,T
i � 0

W
pt�1q
j � p

¸
iPOj

px
ptq
i x

ptq,T
i �C

ptq
ci qq

�1
¸
iPOj

pyi,j � µ
pt�1q
j qx

ptq,T
i . (B.72)
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and, finally

BQ

Bσ2
�
¸
i

�
B

Bσ2

1

2σ2
IE
�
pyOi

i �WOixi � µ
OiqT pyOi

i �WOixi � µ
Oiq
�
�

B

Bσ2

N

2
logσ2

�
¸
i

1

2σ4
IE
�
pyOi

i �WOixi � µ
OiqT pyOi

i �WOixi � µ
Oiq
�
�

N

2σ2
� 0

σ2,pt�1q �
¸
i

IE
�
pyOi

i �WOixi � µ
OiqT pyOi

i �WOixi � µ
Oiq
�

�
¸
j,iPOj

pyi,j �W
pt�1q
j xi � µ

pt�1q
j q2 �W jC

pt�1q
ci W

pt�1q,T
j

(B.73)

Therefore, the EM algorithm updates the expectations in (B.69) and (B.70), and

the parameters µpt�1q via (B.71), W pt�1q via (B.72), finally σ2,pt�1q via (B.73).

� B.3 Mixture of Multivariate Normals

We model the data as coming from a mixture of multivariate normals instead of a single

normal as in the previous section. Having built up the theory step by step, this final

addition is now manageable.

� B.3.1 Gaussian Mixture with Missing Data

We model the observations y as coming from a Gaussian Mixture Model:

ppy|π,µ,Σq �
¸
k

πkN py;µk,Σkq (B.74)

The clusters are captured by binary vector variable z, zk � t0, 1u, and ppzk � 1q � πk.

We let Y � tyiu
N
i�1, YM � tyMi

i uNi�1 and YO � tyOi

i uNi�1, where we model yMi

i as latent
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variables. We can write the joint probability as:

ppY, z;π,µ,Σq �
¹
i

ppyi, z;π,µ,Σq

�
¹
i

¹
k

pppzk � 1;πqppyi;µk,Σkqq
zk

�
¹
i

¹
k

pπkN pyi;µk,Σkqq
zk

�
¹
i

¹
k

�
πkN pyOi

i ;µOi

k ,Σ
Oi

k qN pyMi

i ;µk,Mi|Oi
,Σk,Mi|Oi

q
	zk

(B.75)

from which we can derive the likelihood of our observed data:

ppYO;π,µ,Σq

�

»
YMi

¸
z

ppY , z;π,µ,Σq:YMi

�
¹
i

¸
z

¹
k

»
yMi

�
πkN pyOi

i ;µOi

k ,Σ
Oi

k qN pyMi

i ;µk,Mi|Oi
,Σk,Mi|Oi

q
	zk

dyMi

�
¹
i

¸
k

πkN pyOi

i ;µOi

k ,Σ
Oi

k q

»
yMi

N pyMi

i ;µk,Mi|Oi
,Σk,Mi|Oi

qdyMi

�
¹
i

¸
k

πkN pyOi

i ;µOi

k ,Σ
Oi

k q (B.76)

where the third step is due to the fact that exactly one entry of z is 1 at the same time.

Finally, the posterior can be written as:

ppYM, z|YO;π,µ,Σq �
¹
i

ppyi, z;π,µ,Σq

ppyOi ;π,µ,Σq
(B.77)

As before, we maximize the log likelihood via EM:

Qpθ|θptqq �IEYM,z|YO;πptq,µptq,Σptq rlog ppYO;π,µ,Σqs

�IEr
¸
i

¸
k

zkp�
d

2
log 2π �

1

2
log |Σ| �

1

2
pyi � µq

TΣ�1pyi � µqqs

�
¸
i

¸
k

IErzkp�
d

2
log 2π �

1

2
log |Σ| �

1

2
pyi � µq

TΣ�1pyi � µqqs (B.78)
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The expectation step updates the expectations:

IErzks �

»
yMi

¸
zk

zk
ppyi, z;πptq,µptq,Σptqq

ppyOi ;πptq,µptq,Σptqq
dyMi

�
π
ptq
k N py

Oi

i ; pµOi

k qptq, pΣOi

k qptqq°
k π

ptq
k N py

Oi

i ; pµOi

k qptq, pΣOi

k qptqq

»
yMi

N pyMi

i ;µ
Mi|Oi

k ,Σ
Mi|Oi

k qdyMi

�
π
ptq
k N py

Oi

i ; pµOi

k qptq, pΣOi

k qptqq°
k π

ptq
k N py

Oi

i ; pµOi

k qptq, pΣOi

k qptqq
� γ

ptq
ik (B.79)

IErzkyijs �

»
yMi

¸
zk

zkyij
ppyi, z;πptq,µptq,Σptqq

ppyOi ;πptq,µptq,Σptqq
dyMi

�
π
ptq
k N py

Oi

i ; pµOi

k qptq, pΣOi

k qptqq°
k π

ptq
k N py

Oi

i ; pµOi

k qptq, pΣOi

k qptqq

»
yMi

yijN pyMi

i ;µ
Mi|Oi

k ,Σ
Mi|Oi

k qdyMi

� γ
ptq
ik Eryijs

� γ
ptq
ik y

ptq
ij (B.80)

where y
ptq
ij is the expectation in (B.13). Similarly

IErzkyijyils � � γ
ptq
ik Eryijyils

� γ
ptq
ik py

ptq
ij y

ptq
ik � s

ptq
ijlq. (B.81)

The maximization step follows:

BQ

Bµk
� �

1

2

Ņ

i

B

Bµk
IE
�
zkpyi � µkq

TΣ�1pyi � µkq
�

� �
¸
i

Σ�1γ
ptq
ik py

ptq
i � µkq � 0

µ
pt�1q
k �

1°
i γ

ptq
ik

¸
i

γ
ptq
ik y

ptq
i (B.82)
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BQ

BΣ�1 �
¸
i

1

2

B

BΣ�1 IErzkslog|Σ
�1| �

1

2

B

BΣ�1 IE
�
zkpyi � µq

TΣ�1pyi � µq
�

�
¸
i

1

2
γ
ptq
ik Σ�

1

2

¸
i

IE
�
zkpyi � µqpyi � µq

T
�
� 0

Σpt�1q �
1°
i γ

ptq
ik

¸
i

γ
ptq
ik

�
py

ptq
i � µpt�1qqpy

ptq
i � µpt�1qqT �C

ptq
i

�
(B.83)

BQ

Bπk
�
¸
i

IErzks
1

πk
� λ � 0 (B.84)

πk �
�1

λ

¸
i

γik (B.85)

¸
k

πk �
�1

λ

¸
ik

γik (B.86)

λ � �N (B.87)

π
pt�1q
k �

1

N

¸
i

γ
ptq
ik (B.88)

where we use a Lagrange multiplier λ to enforce
°
k πk � 1.

Similar changes apply to both the expectation and maximization steps of learning

of the multivariate normal with transformed patches model, and multivariate normal

with ML-PCA model. We omit these updates since they are not insightful, and give

the final updates for a mixture model of low dimensional Gaussians for transformed

patches with missing voxels in the next section.

� B.3.2 Mixture Model of Principal Analysers

for Transformed Patches with Missing Voxels

As before, adding the notation of transformed patches simply affects which image space

we do each update of the EM algorithm in. Let z, zk � t0, 1u, and ppzk � 1q � πk.,

and yi, for i P 1..N be drawn from a Gaussian Mixture Model:

yi �
¸
k

πkN pµk,Ckq, (B.89)
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where Ck �W
T
kW k � σ2

kI, and

ỹi �
¸
k

πkN pµk,i,Ck,iq, (B.90)

where µ̃ki � Riµk, and C̃k,i � RiCkR
T
i .

We form the observed data likelihood:

ppỸOi ;R,W ,µ, σ2q �
¹
i

¸
k

πkN pyOi

i ,µ
Oi

ki ;C
OiOi

ki q (B.91)

and as before, we maximize the log likelihood via EM:

Qpθ|θptqq �IEỸM,z|YO;πptq,µptq,Cptq rlog ppYO;π,µ,Cqs

�
¸
i

¸
k

IErzkp�
d

2
log 2π �

1

2
log |Ck,i| �

1

2
pyi � µk,iq

TC�1
k,i pyi � µk,iqqs.

(B.92)

The expectation step follows:
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π
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while the maximization step updates are computed in atlas-space:

µpt�1q �
1°
i γ

ptq
ik

¸
i

γ
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ik Γiỹ

ptq
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and, given U pt�1qΛpt�1qV pt�1qT � SVDpΣpt�1qq,

σpt�1q2 �
1

d� q

ḑ

j�q�1

λ
pt�1q
j

W pt�1q � U pt�1qpΛpt�1q � σpt�1q2Iq1{2

Cpt�1q �W pt�1qTW pt�1q � σpt�1q2I. (B.97)

� B.3.3 Mixture Model of Probabilistic Principal Analysers

for Transformed Patches with Missing Voxels

In this section, we extend the probabilistic PCA with missing data model B.2.6. We

model binary variable z, zk � t0, 1u, and ppzk � 1q � πk. We let Ck �W
T
kW k � σ2

kI.

The likelihood of the observed data is

ppYO;W ,µ, σ2q �
¹
i

¸
k

πkN pyOi

i ;µOi

k ,C
OiOi

k q (B.98)
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The expectation step computes the statistics over the latent variables:
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π
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Where

mci � Cc
1

σ2
pWOqT pyOi

i � µOiq

Cci � σ2ppWOqTWO � σ2Iq�1. (B.106)

The maximization step follows standard derivatives with respect to the parameters:
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π
pt�1q
k �

1

N

¸
i

γ
ptq
ik . (B.110)

Therefore, the EM algorithm consists of computing the expectation step via (B.105).

In the maximization step, we obtain µpt�1q, W pt�1q, and σ2,pt�1q via (B.110).
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