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Abstract

In this paper, we ask a fundamental question concerning the limits
of energy efficiency of wireless sensor networks - what is the upper
bound on the lifetime of a sensor network that collects data from a
specified region using a certain number of energy-constrained nodes?
The answer to this question is valuable for two main reasons. First,
it allows calibration of real world data-gathering protocols and an un-
derstanding of factors that prevent these protocols from approaching
fundamental limits. Second, the dependence of lifetime on factors
like the region of observation, the source behavior within that region,
basestation location, number of nodes, radio path loss characteristics,
efficiency of node electronics and the energy available on a node, is
exposed. This allows architects of sensor networks to focus on fac-
tors that have the greatest potential impact on network lifetime. By
employing a combination of theory and extensive simulations of con-
structed networks, we show that in all data gathering scenarios pre-
sented, there exist networks which achieve lifetimes equal to or >85%
of the derived bounds. Hence, depending on the scenario, our bounds
are either tight or near-tight.
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1 Introduction

Rapid commoditization and increasing integration of micro-sensors, digital
signal processors and short-range radio electronics on a single node has lead
to the idea of distributed, wireless networks that have the potential to col-
lect data more cost effectively, autonomously and robustly compared to a
few macro-sensors [1, 2, 3]. Applications of massively distributed sensor net-
works include seismic, acoustic, medical and intelligence data gathering and
climate, equipment monitoring etc. Since these integrated sensor nodes have
compact form factors and are wireless, they are highly energy constrained.
Furthermore, replenishing energy via replacing batteries on up to tens of
thousands of nodes (in possibly harsh terrain) is infeasible. Hence, it is well
accepted that one of the key challenges in unlocking the potential of such
data gathering sensor networks is conserving energy so as to maximize their
post-deployment active sensing lifetime [1].

Any effort targeted at increasing network lifetime must necessarily be
two-pronged. Firstly, the node and the physical layer itself must be made
as energy efficient as possible [4, 5, 6]. Secondly, the collaborative strategies
which govern how nodes co-operate to sense data must be energy efficient.
Most work in this latter area has been directed towards energy-aware routing
[7, 8, 9, 10].

In this paper, our key objective is neither proposing new energy-aware
routing heuristics nor new protocols aimed at increasing network lifetime.
Instead, it is to explore the fundamental limits of data gathering lifetimes
[11]. Our motivation for doing so is several-fold. First, bounds on achiev-
able lifetime of sensor networks allow one to calibrate the performance of
collaborative strategies and protocols being proposed regularly. Unlike col-
laborative strategies, which are mostly heuristic due to the combinatorially
explosive nature of the problem, the proposed bounds are crisp and widely
applicable. Second, in order to prove that the proposed bounds are tight or
near tight, we construct real networks and simulate data gathering and show
that their lifetimes often come arbitrarily close to optimal. This exercise
gives an insight into near-optimal data gathering strategies if the user has
some level of deployment control. Third, in bounding lifetime, we expose its
dependence on source behavior, region of observation, basestation location,
number of nodes, available initial energy, path loss and radio energy param-
eters. This allows us to see what factors have the most impact on lifetime
and consequently where engineering effort is best expended.
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2 Background and Terminology

In this section, we describe the operation of wireless sensor networks in more
detail, characterize source behavior, present node energy models and define
the lifetime of a network and the lifetime bound problem.

2.1 Data Gathering Sensor Networks

The goal of a sensor network is to gather information from a specified region
of observation, say R, and relay this information to an energy unconstrained
basestation, B (figure 1).

[Figure 1 about here.]

This information originates due to one or more sources located in R.
At any given instant, nodes in a sensor network can be classified as live or
dead depending on whether they have any energy left or not. Live nodes
collaborate to ensure that whenever a source resides in R, it is sensed and
the resultant data relayed to the basestation. In the collaborative model we
assume, live nodes play one of three roles:

• Sensor: The node observes the source via an integrated sensor, digitizes
this information, post-processes it and produces data which must be
relayed back to the basestation.

• Relay: The node simply forwards the received data onward without
any processing.

• Powered down: The node is live but does not participate in either
sensing or relaying the data.

Note that nodes can change their roles dynamically with time (although
their locations are fixed). Hence, a node might be sensing a source for a
while, but when the source moves to a different location, this node might act
as a relay or power itself down.

2.2 Characterizing Source Behavior

In addition to specifying the region of observation, it is necessary to specify
how the source resides in R. Source behavior is seldom known in a determin-
istic manner at the time the network is deployed. Rather, one must make do
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with stochastic knowledge of source behavior. In this paper, we use a simple
but effective stochastic model - the spatial probability distribution function
(p.d.f.) of a source, lsource(x, y), with the usual properties,

Pr(Source ∈ A) =
∫∫

A
lsource(x, y) dx dy (1)

∫∫

R
lsource(x, y) dx dy = 1 (2)

Note that the spatial p.d.f., lsource(x, y), is conditioned on the event that
the source is in fact inR. Next, note that sources cannot be observed beyond
certain distances. In this paper, we assume circularly observable sources with
a radius of observation equal to dS i.e. only nodes less than distance dS away
can observe the source. Finally, we assume that observing a source entails
relaying data at a certain source rate, r measured in bits per second, that
originiates at the sensing node.

2.3 Modelling Node Energy Behavior

While there is a plurality of wireless sensor node implementations [2, 12, 13],
the overall architecture is identical. Every node has a sensor, analog pre-
conditioning and data conversion circuitry, general purpose and digital signal
processors, and a radio link. Since we are dealing with nodes that are either
sensors or relays, the key energy parameters are the energy needed to sense
a bit (Esense), receive a bit (Erx) and transmit a bit over a distance d (Etx).
Assuming a 1/dn path loss model [14], these take the form,

Etx = α11 + α2dn (3)
Erx = α12 (4)

Esense = α3 (5)

where α11 is the energy/bit consumed by the transmitter electronics (in-
cluding energy costs of finite startup times), α2 accounts for energy dissi-
pated in the transmit op-amp (including op-amp inefficiencies), α12 is the
energy/bit consumed by the receiver electronics and α3 is the energy cost of
sensing a bit. Hence, the energy consumed per second (i.e. power) by a node
acting as a relay that receives data and then transmits it d meters onward
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is,

Prelay(d) = (α11 + α2dn + α12)r
≡ (α1 + α2dn)r (6)

where r is the number of bits relayed per second. Typical values for radios
are α1 = 180nJ/bit and α2 = 10pJ/bit/m2 (n=2) or 0.001pJ/bit/m4 (n=4)
[15].

2.4 Defining Lifetime

There are several possible definitions of the lifetime of a sensor network,
each suitable in a different context. Before we present those, note that for
our purpose, a network is always in one of three states:

Active There is a source present in R and the network is obeying its con-
tract (i.e. the source is being sensed and the data relayed back to the
basestation).

Failure There is a source present in R but network is not obeying its con-
tract.

Dormant No source present in the region.

In non-mission-critical applications, a reasonable definition of lifetime is
the cumulative active time of the network (i.e. whenever the network is active
its lifetime clock is ticking, otherwise not). In mission-critical applications,
lifetime is defined as the cumulative active time of the network until the
first failure. In this paper, we adopt this latter definition of lifetime. Note
that active lifetime is different from physical lifetime. For instance a sensor
network deployed to detect tank intrusion can “live on” ad infinitum (ignoring
battery and physical degradation etc.) in the absence of activity. But it can
only actively detect, say, 1000 hours of tank intrusion.

2.5 Factors Affecting Lifetime

Factors affecting lifetime of energy limited systems can be methodically listed
down by invoking the theory of power-aware systems developed in [16, 17].
In the context of sensor networks, lifetime depends on the following factors
and their variations (with time and possibly space):
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• Inputs and/or input statistics: This dimension includes factors like
the topology of the region to be sensed, the topology of the network,
number of sources and their characteristics etc. For instance, the life-
time of a network sensing five sources will generally be very different
from the lifetime if it was sensing just one. Similarly, the lifetime of
a sensor network detecting tank intrusion is dependent on the locomo-
tive behavior of the tank (i.e. does it breach the perimeter uniformly
or is it more likely to breach certain intervals more than others?). In
this paper, we capture the topology of the region being sensed and the
source location behavior (via the spatial p.d.f.). While we formulate
our bounds for the case of a single source and its location p.d.f., the
straightforward generalization to multiple sources with their respective
p.d.f.s will be apparent to the reader.

• Desired output quality: As one would expect, higher quality sensing
leads to shorter lifetimes. The two-step approach we take in this paper
to quantitatively link desired quality and lifetime is as follows. In the
first step, desired quality is used to derive the minimum rate needed and
the minimum number of sensors that must observe the source1. The
details of this step merit a paper on their own! It suffices to say that
rate-distortion based information theoretic arguments provide a funda-
mental characterization of the quality-rate tradeoff [1]. Consider the
tank intrusion application again. Once the user specifies a particular
temporal and spatial resolution (i.e. locate the tank to within 2 meters
every 10 seconds), information theoretic arguments provide reasonable
lower bounds on the rate of the stream needed (i.e. the network must
support a rate of 10 kbps for the above resolution). Linking the de-
sired quality to the minimum number of sensors needed usually draws
on stochastic signal processing formalisms in the multi-observer con-
text. For instance, if we assume that environmental noise is spatially
uncorrelated, using three sensors and simple delay-and-sum beamform-
ing will increase the SNR (and loosely speaking quality) by three times
[18]. In this paper, we allow explicit incorporation of the rate expected
from the network. Also, the derivation of the bound generalizes easily
to the case when more than one node is required to sense.

• Tolerable latency: In a well designed network, higher tolerable la-

1As one would expect, these two factors are not totally unrelated.
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tency is generally exploited to yield higher lifetimes. The key mech-
anism enabling this latency-lifetime tradeoff is scaling the voltage of
node electronics [19, 20]. Specifically, power consumption varies as the
square of the voltage and delay varies in an inverse manner with voltage.
Hence higher delays permit lower energy consumption. In this paper,
we do not address tolerable latency explicitly. Rather, it is factored in
implicitly via the node energy models.

• The ambient environment: The ambient temperature, noise charac-
teristics, behavior of the wireless channel all affect the cost of computa-
tion and communication in a sensor network. These costs are captured
by our node energy models.

• The state of the network: Networks with different initial states
exhibit different lifetimes and our approach takes this into account.

We are now ready to state the problem of bounding lifetime in sensor
networks.

The Lifetime Bound Problem: Given the region of observation (R),
the source radius of observability (dS), the node energy parameters (α1, α11,
α12, α2, α3 and n), the number of nodes deployed (N), the initial energy
in each node (E), what is the upper bound on the active lifetime (t) of
any network established using these nodes which gathers data from a source
residing in R with spatial location behavior lsource(x, y).

We will first attack the simpler problem of transmitting a bit over distance
D while minimizing the overall energy consumed (section 3) and then use the
results to derive network lifetime bounds (section 4).

3 Characteristic Distance and Minimum En-
ergy Relays

A recurring theme in bounding lifetimes of data gathering networks is the
problem of establishing a data link with a certain rate r between a radio
transmitter (at A) and a receiver (at B) separated by D meters. There are
several ways of doing this. One can transmit directly from A to B or one
can use several intervening nodes acting as relays so as to prevent any node
from having to spend too much transmit energy (figure 2).
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[Figure 2 about here.]

Definition 1 (Minimum Energy Relay). We refer to the scheme that
transports data between two nodes such that the sum of the rate of energy
dissipation over all nodes is minimized as a minimum energy relay.

If we introduce K− 1 relays between A and B (figure 2), then the overall
rate of dissipation is given by,

Plink(D) =

(

−α12 +
K

∑

i=1

Prelay(di)

)

r (7)

Often we omit the rate term (r) and it is understood that the expression
has been written for unit rate i.e. r = 1. The −α12 term accounts for the fact
that the node at A need not spend any energy receiving. We disregard the
receive energy needed at B mainly because in most applications of minimum
energy relays, B corresponds to the energy unconstrained basestation. Even
if B was not a basestation, its receive energy is independent of the location
and number of intervening relays anyway and hence we can safely ignore it.
We now present some simple properties of minimum energy relays.

Lemma 2. Minimum energy relays have all nodes collinear and no directed
link has a negative projection on vector

−→
AB.

Proof. Consider an arrangement in which either of these statements does not
hold. Then, carry out the following two step transformation (figure 3):

• Step I: Move every node to its projection on AB.

• Step II: Create a link in the direction AB between every two adjacent
nodes.

We claim that the overall power dissipation in the transformed network is no
more than that in the original one. This is obvious since the projection of a
vector cannot exceed the length of a vector. The result follows.

[Figure 3 about here.]

Hence, given K−1 intervening nodes, the problem is merely one of placing
these nodes along the line AB to minimize overall energy. The following
lemma tells us how.
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Lemma 3. Given D and the number of intervening relays (K − 1), Plink(D)
is minimized when all the hop distances (i.e. dis) are made equal to D

K .
This result holds for all radios with convex power versus distance curves i.e.
whose energy per bit is a convex function of the distance over which the bit
is transmitted.

Proof. Recall Jensen’s inequality for convex functions,

∀{λi}, λi ∈ R+ such that
∑

i

λi = 1

f

(

∑

i

λixi

)

≤
∑

i

λif(xi)

with equality if and only if all the xis are equal. Since Prelay(d) = α1 + α2dn

is strictly convex, it follows that,

Prelay

(

d1 + d2 + · · ·+ dK

K

)

≤ Prelay(d1) + Prelay(d1) + · · ·+ Prelay(dK)
K

KPrelay

(

D
K

)

≤ Prelay(d1) + Prelay(d1) + · · ·+ Prelay(dK)

KPrelay

(

D
K

)

− α12 ≤ Plink(D) (8)

with equality if and only if all the dis are equal (to D/K). The result
follows.

Corollary 4. The minimum energy relay for a given distance D has either
no intervening hops or some number of equidistant hops.

It is instructive to point out that while making hops equidistant seems
like an obvious thing to do, it works only due to the convexity of the radio’s
power-distance curve. This is illustrated in figure 4. The radio in 4(a) does
not have a uniform path loss characteristic. Like all practical radios, its
path loss index n increases with distance [15]. Since a “piecewise convex
function” retains its convexity, the radio curve stays convex in this case. It
follows that minimum energy relays using this radio must have equidistant
hops. However, extremely coarse granularity of power control in a radio can
lead to loss of covexity as illustrated in figure 4(b). For radios like this,
equidistant spacing does not lead to the lowest energy solution.
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[Figure 4 about here.]

We have proved that the hops must be equidistant for convex radios. We
now derive the relation between the optimal number of hops and D.

Lemma 5. The optimal number of hops (Kopt) is always one of,

Kopt =
⌊

D
dchar

⌋

or
⌈

D
dchar

⌉

(9)

where the distance dchar, called the characteristic distance, is independent
of D and is given by,

dchar = n

√

α1

α2(n− 1)
(10)

Proof. From (8), we have, for equidistant hops,

Plink(D) = KPrelay

(

D
K

)

− α12

Let us optimize Plink(D) w.r.t K treating K as a real instead of a natural i.e.
assuming K ∈ R+. Then, by taking the partial derivative of Plink(D) w.r.t
K and setting it to zero, we get,

Kopt(continuous) =
D

dchar
(11)

with dchar given by (10). Next, note that if f(x) is strictly convex then,
xf(a/x) is convex too2. This implies that KPrelay

(

D
K

)

is convex in K. Hence,
once we calculate the minima for K ∈ R+ as given by (11), the minima for
K ∈ N is given by (9).

Corollary 6. The power needed to relay a stream with unit rate over distance
D can be bounded thus:

Plink(D) ≥ α1
n

n− 1
D

dchar
− α12 (12)

with equality if and only if D is an integral multiple of dchar.
2Quick proof: The second derivative of xf(a/x) w.r.t. x is (a2/x3)f ′′(a/x). But f is

convex, which implies f ′′(a/x) is positive. Hence, (a2/x3)f ′′(a/x) is strictly positive for
positive a, x, proving the convexity of xf(a/x).
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Proof. From the lemma above, it follows that,

Plink(D) ≥ Kopt(continuous)Prelay

(

D
Kopt(continuous)

)

− α12

=
D

dchar
(α1 + α2dn

char)− α12

=
D

dchar

(

α1 + α2
α1

α2(n− 1)

)

− α12

= α1
n

n− 1
D

dchar
− α12

with equality in the first step if and only if Kopt is the same as Kopt(continuous)

or equivalently from (9) when D/dchar is integral.

The corollary above makes several important points:

• For any loss index n, the energy costs of transmitting a bit can always
be made linear with distance.

• For any given distance D, there is a certain optimal number of inter-
vening nodes acting as relays that must be used (Kopt−1). Using more
or less than this optimal number leads to energy inefficiencies.

• The most energy efficient relays result when D is an integral multiple
of the characteristic distance (dchar).

4 Bounding Lifetime

We are now ready to derive upper bounds on the lifetime of sensor networks
for a variety of source behavior.

4.1 Activity Fixed at a Point

The simplest sensor network is one that harvests data from a fixed source
located at a distance dB away from the basestation (figure 5).

[Figure 5 about here.]
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It is easy to see that we have to establish a link of length equal to at least
d = dB − dS and sustain the source rate (say r) over this link. If we denote
the energy dissipation in the entire network by Pnetwork then it follows from
our discussion on minimum energy relays that,

Pnetwork ≥ Plink(d) + Psensing

≥
(

α1
n

n− 1
d

dchar
− α12

)

r + α3r (13)

Clearly, achieving a lifetime of say, tpoint, demands that the total energy
consumed be no greater than the total energy available at the start, i.e.,

tpointPnetwork ≤
N

∑

i=1

ei

which reduces to,

tpoint ≤
N.E

(

α1
n

n−1
d

dchar
− α12 + α3

)

r
(14)

for the case of a N node network with ei (i.e. the energy of node i at deploy-
ment) set to E. While the bound in (14) is exact, we often use the following
approximation noting that in most networks of practical significance, the cost
of relaying data dominates,

tpoint ≤ tpointmax =
N.E

α1
n

n−1
d

dchar
r

(15)

One can eliminate dchar in (15) to obtain,

tpointmax =
N.E

n
n−1

n
√

αn−1
1 α2(n− 1)(dB − dS)r

(16)

which simplifies to,

tpointmax =
N.E

2
√

α1α2(dB − dS)r
(17)

for the simplest path loss model (n = 2). To put this in perspective, the
above bound tells us that a 1000 node network has the potential to listen
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to human conversation a kilometer away for about 128 hours if every node
started out with a mere 2 J of energy (using the typical energy parameters
mentioned in section 2.3 and assuming that the speech is only compressed to
16 kbps).

Proposition 7. The bound in (15) is tight when d = dB − dS is an integral
multiple of dchar and N is an integral multiple of d

dchar
i.e. with these con-

ditions satisfied, there exist networks whose lifetime equals the upper bound.

Proof. We present a proof by construction. Let dB − dS = d = Mdchar, M ∈
N, and N = PM, P ∈ N. Then form P parallel “backbones” of M =
dB−dS
dchar

nodes as shown in figure 6 and use exactly one backbone whenever the
network is active.

[Figure 6 about here.]

Each node in any given backbone dissipates (α1+α2dn
char)r when active which

evaluates to n
n−1α1r. Hence the lifetime achieved by a backbone is E

n
n−1α1r .

The overall lifetime is simply P = N
M = N

dB−dS
dchar

times this lifetime and thus

given by N
dB−dS
dchar

E
n

n−1α1r which is the same as the bound derived in (17).

To experimentally validate the derived bounds, a custom network simu-
lator was used to simulate networks that gathered data from a point source
using nodes with the energy behavior described earlier. Figure 7 charts the
lifetimes achieved by networks with different values of N and d.

[Figure 7 about here.]

As predicted, some networks do achieve a lifetime equal to the bound. The
networks used to obtain this data did not have random topologies. Rather,
the networks and the collaborative strategies were designed with the express
intention of defeating the upper bounds. Hence, the tightness apparent in
figure 7 should not be interpreted as the lifetime expected of general networks
but rather as the best possible lifetimes that some networks can achieve. Note
that any network can achieve an arbitrarily poor lifetime and hence the issue
of worst possible lifetime is vacuous.
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4.2 Activity Distributed Along a Line

We now consider the case of harvesting information from a source that is
located along a line (S0S1) of length dN as shown in figure 8.

[Figure 8 about here.]

The minimal power for sensing the source at a unit rate is3,

Pnetwork(x) ≥ Plink(d(x)) ≥ n
n− 1

α1
d(x)
dchar

(18)

For the case when the source is located along S0S1 with equal probability
1

dN
, the expected overall rate of dissipation for sensing is,

Pnetwork ≥
∫ x=dB+dN

x=dB

Pnetwork(x)lsource(x)dx

≥
∫ x=dB+dN

x=dB

n
n− 1

α1
d(x)
dchar

1
dN

dx

≥ n
n− 1

α1
dlinear

dchar
(19)

where,

dlinear =
d1d2 − d3d4 + d2

W ln(d1+d2
d3+d4

)

2dN
− dS (20)

Hence, the bound on the lifetime of a network gathering data from a source
that resides on a line with equal probability is,

tlinearmax =
N.E

n
n−1α1

dlinear
dchar

r
(21)

When S0S1 passes through the basestation B i.e. dW = 0 (or S0, S1 and B
are collinear) we have,

tcollinearmax =
N.E

n
n−1α1

dB+ dN
2 −dS

dchar
r

(22)

Figure 9 plots the lifetime achieved by non-collinear networks gathering data
from a source that resides along a line. For each simulated network, the
lifetimes have been normalized to the upper bound in (21). Clearly, the
bound is near tight.

3Recall that we are ignoring the α3 and −α12 term.

14



[Figure 9 about here.]

Proposition 8. The bound for the collinear case (22) is tight.

Proof. Consider the case when,

• dN is an integral multiple of 2dS i.e. dN = M(2dS),M ∈ N.

• 2dS is an integral multiple of dchar i.e. 2dS = Ldchar, L ∈ N.

• dB + dS is an integral multiple of dchar i.e. dB + dS = Tdchar, T ∈ N.

[Figure 10 about here.]

Then, we can arrange nodes as shown in figure 10. Note that the key idea is to
establish M minimum energy relays. For this we need exactly

∑M
m=1(L(m−

1) + T ) = M(L(M − 1)/2 + T ) nodes. If the number of nodes available is
an integral multiple of this number, then we achieve the bound with equality
(the proof is an exact analogue of that in proposition (7)).

4.3 Activity Distributed Over a Rectangular Region

Consider harvesting information from a source that resides in a rectangle
(fig. 11).

[Figure 11 about here.]

Assuming lsource(x, y) to be uniform, we have,

Pnetwork =
∫∫

R
Pnetwork(x, y)lsource(x, y) dx dy

≥
∫ x=dB+dN

x=dB

∫ y=dW

y=−dW

Plink(d(x, y))
1

2dW dN
dx dy

≥
∫ x=dB+dN

x=dB

∫ y=dW

y=−dW

n
n− 1

α1r

√

x2 + y2 − dS

2dW dNdchar
dx dy

≥ n
n− 1

α1r
drect

dchar
(23)
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where

drect = −dS +
1

12dNdW

[

4dW (d1d2 − d3d4) + · · ·

2d3
W ln(

d1 + d2

d3 + d4
) + d3

3 ln(
d4 − dW

d4 + dW
) + d3

1 ln(
d2 + dW

d2 − dW
)
]

(24)

Hence, the bound on expected lifetime is,

trectanglemax =
N.E

n
n−1α1r drect

dchar

(25)

This implies for instance, that a 1000 node network where each node
started out with 2 J has the potential to detect finite velocity tank intrusions
in a kilometer by kilometer area (located a kilometer away from the basesta-
tion) for roughly 7 years! Figure 12 plots the lifetime of networks gathering
data from sources that reside in rectangles. Once again, the lifetime of each
network has been normalized to the bound in (25) and the tightness of the
bound is apparent.

[Figure 12 about here.]

4.4 Activity Distributed Over a Sector

Consider a source that resides in a sector as shown in figure 13.

[Figure 13 about here.]

In a manner analogous to earlier derivations, we can show that the expected
lifetime is bounded by,

Lsector =
N.E

n
n−1α1r dsector

dchar

(26)

where,

dsector =
2θd3

R − dBdRdW − d3
B ln

(

dR+dW
dB

)

3(θ(d2
B + d2

W )− dBdW )
− dS

For the special case of a basestation at the center of a semi-circle (i.e.
dB = 0, θ = π) we get,

Lsemi−circle =
N.E

n
n−1α1r

2
3dR−dS

dchar

(27)
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Figure 14 compares the lifetime of some semi-circular data gathering net-
works compared against the upper bound.

[Figure 14 about here.]

5 Bounding Lifetime by Partitioning

The following theorem is useful in deriving lifetime bounds for source regions
that can be partitioned into sub-regions for which the bounds are already
known, or easier to compute.

Theorem 9. The lifetime bound per unit initial energy, τ(R), of a net-
work gathering data from a source region R that can be partitioned into Q
disjoint regions Rj, j ∈ [1, Q] with their corresponding lifetime bounds (also
normalized), τ(Rj) is given by,

τ(R) =

(

Q
∑

j=1

pj

τ(Rj)

)−1

where pj is the probability that a source resides in region Rj.

Proof. First note that the lifetime bound (not normalized) is obtained by
dividing the total energy available at the start by the expected rate of dissi-
pation. Hence, we have,

t(Rj) =
E(Rj)
P (Rj)

⇒ τ(Rj) =
1

P (Rj)

where E(Rj) denotes the initial energy in region Rj. Our task is simply to
express the bound of the entire network in terms of the available parameters,
which we do as follows,

t(R) =
E(R)
P (R)

⇒ t(R)
E(R)

=

(

Q
∑

j=1

piP (Rj)

)−1

⇒ τ(R) =

(

Q
∑

j=1

pi

τ(Rj)

)−1

As an illustration, consider a source residing equiprobably along a line
with the basestation’s (i.e. B’s) projection on S0S1 lying within the segment
rather than outside it (fig. 15).
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[Figure 15 about here.]

While the lifetime expression derived in section 4.2 (for sources residing
on a line) can’t be used directly, it can be used via partitioning R into three
regions as shown in figure 15 thus,

dN

τ(R)
=

dB

τ(R1)
+

dB

τ(R2)
+

dN − 2dB

τ(R3)
(28)

Note that τ(R1) (=τ(R2)) and τ(R3) can both be obtained using (21).

6 Conclusions

The key challenge in networks of energy constrained wireless integrated sen-
sor nodes is maximizing network lifetime. In this paper, we derived upper
bounds on the lifetime of data gathering sensor networks for a variety of sce-
narios assuming node energy models based on 1/dn path loss behavior. Using
both analytical arguments and extensive network simulations, the bounds
were shown to be tight for some scenarios and near-tight (better than 85%)
for the rest. Lastly, we presented a technique that allows bounding lifetime
by partitioning the problem into sub-problems for which the bounds are al-
ready known or easier to derive. We hope that the work presented here
will enable a rigorous understanding of the fundamental limits of the energy
efficiency of wireless sensor networks.
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Figure 1: A sensor network gathering data from a circularly observable source
(denoted by a ×) residing in the shaded region R. Live nodes are denoted
by • and dead ones by ◦. The basestation is marked B. When the source
is at S0, node 1 acts as the sensor and nodes 2 → 3 → 4 → 5 → 6 form
the relay path. This is not the only possible role assignment that allows the
source to be sensed. For instance, node 7 could act as the sensor and nodes
1 → 2 → 8 → 9 → 5 could form the relay path. While nodes 1, 7 and 10
can all sense simultaneously, we assume in this example that only one sensor
needs to observe the source. Finally, note how the sensor and relay paths
must change as the source moves from S0 to S1 to S2.
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Figure 2: Introducing K − 1 relay nodes between A and B to reduce energy
needed to transmit a bit.
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Figure 3: Every non-collinear network with links that have negative projec-
tions along AB can be transformed into a more efficient collinear network
with links only in the AB direction.

25



d
2
behavior


d
4
behavior


Overall 

radio 


behavior


Distance


Energy/bit


(a) A Convex Radio Curve

Perfect 

power 

control


Distance


Inflexible 

power
-
amp


(b) A Non-Convex Radio Curve

Figure 4: Two deviations from ideal radios are shown here. The radio on the
left retains a convex energy-distance curve while the radio on the right does
not. Hence, while equidistant hops are optimal for the radio on the left, they
are rarely optimal for the radio on the right.
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Figure 5: Gathering data from a circularly observable, fixed point source dB
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Figure 6: An example network that achieves the upper bound on lifetime.
Here, dB−dS = 6dchar i.e. M = 6 and N = 18 = 3(6) i.e. P = 3. Thus there
are 3 parallel minimum-energy backbones of 6 nodes each.
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Figure 7: Observed lifetimes of >50,000 actually constructed networks that
gather data from a fixed point source. For each network, the lifetime was
determined via simulation and then normalized to the upper bound in (15).
These networks had 400 ≥ N ≥ 100 and 20dchar ≥ dB − dS ≥ 0.1dchar.
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Figure 8: Gathering data from a source that resides on a line (S0S1). We use
d1 = dB + dN , d2 = BS1, d3 = dB and d4 = BS0 in (20) to make (21) easier
to read.
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Figure 9: Observed lifetimes of ≈3500 networks that gather data from a
source residing on a line (400 ≥ N ≥ 100, dB ≤ 10dchar, dW ≤ 7.5dchar,
11dchar ≥ dN ≥ dchar, 1.5dchar ≥ dS ≥ 0.25dchar).
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Figure 10: An example network that achieves the upper bound on lifetime.
Here, dN = 4(2dS) i.e. M = 4, 2dS = 3dchar i.e. L = 3, dB + dS = 4dchar i.e.
T = 4. We establish M = 4 minimum energy relays consisting of 4,7,10 and
13 nodes respectively.
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Figure 11: Gathering data from a source that resides in a 2dw by dN rectangle
that is dB away from the basestation (B). We use d1 = dB + dN , d2 = BQ,
d3 = dB and d4 = BP in (24) to make (23) easier to read.
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Figure 12: Observed lifetimes of≈500 networks that gather data from sources
residing in rectangles (1000 ≥ N ≥ 100, dB ≤ 10dchar, 6.75dchar ≥ 2dW ≥
0.5dchar, 13.5dchar ≥ dN ≥ dchar, 1.5dchar ≥ dS ≥ 0.25dchar).
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Figure 13: Gathering data from a source that resides in a sector (subtending
angle 2θ at the centre) dB away from the basestation (B).
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Figure 14: Observed lifetimes of≈350 networks that gather data from sources
residing in semi-circles (1000 ≥ N ≥ 100, dB = 0, 10dchar ≥ dR ≥ 1.25dchar,
2dchar ≥ dS ≥ 0.2dchar).
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Figure 15: Bounding lifetime when source moves along a line, but with bases-
tation “between” S0S1.
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