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Abstract—The synchronization of unknown systems is studied for both undirected and directed graphs. In the undirected setting it is shown that consensus can be achieved without an external consensus protocol (that is, without a high gain linear error input usually written as a function of the graph laplacian and the states in the network), but solely through local adaptive feedback. In the directed case several different scenarios are addressed. An emphasis is placed on analyzing the simplest possible control design to achieve the goal of consensus. This breaks from the pinning adaptive control literature where the most general case is usually addressed, inadvertently obscuring what is, and what is not needed to achieve stability. Also breaking from the literature in the area of Distributed Adaptive Control with Synchronization (DACS) we do not assume a-priori knowledge of a uniform bound on the plant state.

I. INTRODUCTION

Synchronization is now studied rigorously by many researchers in the control community. Any type of control that existed before, now has a distributed or network based result that looks to exploit neighbor information to achieve consensus. Adaptive control is no different. Even as early as the 80’s Decentralized Adaptive Control (DAC) was being studied [7, 15, 17, 23]. In these works each agent in the network has its own reference model dynamics to follow and in addition to adapting to the reference model, the controller rejects unknown disturbances from neighboring agents. Synchronization is not a goal in those works and thus is not directly related to the contribution in this paper.

In this work the problem of synchronization is studied, where only a subset of the agents have access to the reference model. The closest manifestation to our work is that of Distributed Adaptive Control with Synchronization (DACS) [3, 29] and Distributed Adaptive Control with Adaptive Synchronization (DACS) [4]. In the DACS paradigm adaptation is incorporated so as to overcome uncertainty in the local dynamics while a linear non-adaptive synchronization input is given to each agent. In the specific DACS strategies just referenced it is worth noting that a pinning trajectory is used as a reference [6, 11]. The pinning trajectory need only be shared with one of the agents. In [29] the asymptotic convergence properties are addressed under the assumption of persistence of excitation and the underlying graphs are symmetric. In [3] it is worth noting that it is a-priori assumed that the regressor vector is bounded, which in our case implies boundedness of the plant state. Also, in [3] the compact set that the model following error is proved to converge to is proportional to the upper bound on the matching condition. Thus, the results in [3] are local and asymptotic error convergence is not possible even without disturbances or nonlinearities.

There are three main contributions in this work. First, for the simple case of symmetric graphs it shown how consensus can be achieved solely through adaptation, i.e. without the use of a synchronizing input from nearest neighbor errors. The second contribution of this work is a derivation of asymptotic error convergence in DACS without the a-priori assumption of bounded state trajectories. This is achieved through the appropriate waiting of the adaptive parameter error in our Lyapunov functions and through the exploitation of the existence of a specific diagonal solution to the Lyapunov equation of interest that balances the underlying graph. This diagonal solution can easily be shown to exist by using the Perron-Frobenius (PF) Theorem, and has been proved several times in the literature, but the fact that these diagonal solutions are a graph balancing, as well, has not been fully exploited in the past. The final contribution of this work comes via the fact that our adaptive laws are not a function of the diagonal solutions to the Lyapunov equation (which here is a function of the graph) and thus our solutions are truly local.

The paper is organized as follows. In Section II notation is covered. In Section III the general problem is presented. In Section IV analysis is performed for undirected graphs. Section V contains analysis for directed graphs. Section VI contains simulation results, and finally Section VII closes with a discussion.

II. NOTATION

Real numbers are denoted as $\mathbb{R}$, $n \times m$ matrices in the reals are denoted as $\mathbb{R}^{n \times m}$, positive diagonal square matrices as $\mathbb{D}^n_{>0}$ and non-negative square diagonal matrices as $\mathbb{D}^n_{\geq 0}$. The following shorthand is used for vectors of identical values $\mathbf{1} \triangleq [1, 1, \ldots, 1]^T$ and similarly $\mathbf{0} \triangleq [0, 0, \ldots, 0]^T$ where the dimension will be obvious from the algebra. One special linear subspace of $\mathbb{R}^n$ that we will encounter frequently contains those elements $\mathbf{c}$ where $c \in \mathbb{R}$, this special 1-dimensional linear subspace is denoted $\mathbb{R}^n_1$. The Hadamard product is denoted $\circ$. Throughout this work $(\cdot)^T$ is the transpose operator, $\| \cdot \|$ is the euclidean or induced euclidean norm, and $|\cdot|$ is the cardinality of a set.

A digraph is defined by the double $G = (\mathcal{V}, \mathcal{E})$ where $\mathcal{V} = \{i\}_{i=1}^n$ is the vertex set and the directed edges are defined by the ordered pairs $(i, j) \in \mathcal{E} \subset \mathcal{V} \times \mathcal{V}$. An element $(i, j) \in \mathcal{E}$ if and only if there is a directed edge from vertex $i$ to vertex $j$. A useful algebraic component when discussing...
graphs is the adjacency matrix \( \mathcal{A}(\mathcal{G}) \), whose components are defined as follows \([ \mathcal{A}_{ij} ] = 1 \) if \((v_j, v_i) \in \mathcal{E}\) and \([ \mathcal{A}_{ij} ] = 0\), otherwise. \( \mathcal{L}(\mathcal{G}) \triangleq \mathcal{D}(\mathcal{G}) - \mathcal{A}(\mathcal{G}) \) is the in-degree laplacian of \( \mathcal{G} \), and \( \mathcal{D}(\mathcal{G}) \) a diagonal matrix with each \([ \mathcal{D} ]_{ii} \) equal to the in-degree of node \( i \).

The following convention will loosely be followed. Vectors are lower case and matrices are uppercase. Local variables will be denoted in italic, \( x, y, z \) or \( X, Y, Z \), global variables in bold \( \mathbf{x}, \mathbf{y}, \mathbf{z} \) or \( \mathbf{X}, \mathbf{Y}, \mathbf{Z} \), graph properties in uppercase calligraphic, \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \). Familiarity with results in the seminal papers [5, 16, 21, 24], the monographs on graphical issues and how we can construct a local learning law without global knowledge of the reference model state, let us write the plant in (5) and the reference model in (3) in the following compact form

\[
\dot{x} = A_m x + r + \hat{K} x + \hat{r} \quad (6)
\]

\[
x_m = A_m x_m + r \quad (7)
\]

where \( x = [x_1, x_2, \ldots, x_n]^T \), \( x_m = 1 x_m \), \( A_m = a_m J_{n \times n} \), \( r = 1 r \), \( \mathbf{\hat{r}} = [\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_n]^T \), \( \mathbf{\bar{r}} = \mathbf{\hat{r}} - \mathbf{r} \), \( \mathbf{\hat{k}} = [\hat{k}_1, \hat{k}_2, \ldots, \hat{k}_n]^T \), \( \hat{k} = [k_1, k_2, \ldots, k_n]^T \), \( \mathbf{\bar{k}} = \mathbf{k} - \mathbf{\hat{k}} \) and finally \( \mathbf{K} = \text{diag}(k) \) with \( \mathbf{K} \) and \( \mathbf{K}^* \) similarly defined. Using the compact form in (6) and (7) the global error \( e = x - x_m \) satisfies

\[
\dot{e} = A_m e + \hat{K} x + \bar{r}.
\]

We are now ready to discuss the network that the agents communicate over and the relationship between the network and the reference model.

As with most synchronization protocols we wish to define an error that is locally computable, most often in linear consensus the following error is used \( \mathcal{L} x \). In addition to the local uncertain agents however, we must also inject the reference model state information into the system. Let \( \mathcal{T} \subset \mathcal{V} \) be the set of all target nodes. The target nodes are all those nodes that receive information from the reference model. The target nodes will incorporate the reference model state through the matrix \( \mathcal{M} \in \mathbb{R}^n \) which is defined as follows, \([\mathcal{M}]_{ii} = 1 \) if \( i \in \mathcal{T} \) and \([\mathcal{M}]_{ii} = 0 \) otherwise.

A local error \( \mathbf{e}_\beta \) incorporating the reference model is then constructed as follows

\[
\mathbf{e}_\beta = \mathcal{L} x + \mathcal{M}(x - x_m). \quad (8)
\]

Noting that \( x_m \in \mathbb{R}^n_+ \) it follows that \( \mathcal{L} x_m = 0 \), and thus the error above can be written in the slightly more compact form

\[
\mathbf{e}_\beta = \mathcal{B} e \quad \mathcal{B} \triangleq \mathcal{L} + \mathcal{M}. \quad (9)
\]

While \( \mathbf{e} \) is the global error, not all agents have information regarding the reference model and thus it is not directly computable. The error \( \mathbf{e}_\beta \) on the other hand is locally computable. The update law for the adaptive parameters is then given by\(^2\)

\[
\dot{\hat{k}} = -\mathbf{x} \circ \mathbf{e}_\beta \quad (11)
\]

\[
\dot{\bar{r}} = -\mathbf{e}_\beta. \quad (12)
\]

\(^1\)The controller and update laws will be modified as necessary as we discuss slightly different problems.

\[^2\]Recall that \( \circ \) denotes the Hadamard product.
Example 1. So as to illustrate the role of $\mathcal{L}$ and $\mathcal{M}$, consider the following example

![Diagram of a graph with target nodes](image)

where the vertices in the graph $\mathcal{G}$ are denoted with open circles as $\circ$, and the reference model node, which is outside the graph, denoted as $\otimes$. If the single target node in this example is vertex 1, then $[M]_{11} = 1$ and $[M]_{ii} = 0$ for all $i \in \{j\}_{j=2}$.

We now wish to make three of our assumptions, some of which have already been stated, explicit.

**Assumption 1.** The digraph $\mathcal{G}$ is strongly connected without self loops or redundant edges.

**Assumption 2.** The reference model interacts with at least one vertex in the graph, $|T| \geq 1$.

**Assumption 3.** The signal $r$ in the reference model dynamics (3) is a constant, and thus $r$ by implication.

We note that Assumption 1 can be relaxed, for some of our analysis, to scenarios where the graph is only connected, but with the added constraint that the reference model must then share information with a root of the graph (or a minimum root set). If Assumption 3 is relaxed to general time varying signals then asymptotic agreement in the model following error is impossible, unless $r(t)$ is globally known. We will assume $r$ is known globally in one section so that we can directly address state feedback gain adaptation without extra pieces in the controller complicating our analysis. When we analyze the special case for $r$ globally known, we will thus replace Assumption 3 with the following.

**Assumption 3’.** The signal $r$ in the reference model is bounded and globally known.

Indeed if $r(t)$ is unknown and not a constant, then the model following error could be shown to asymptotically converge to a compact set proportional to the product of the bound on the signal and the bound on the derivative of the signal.

### IV. Symmetric Graphs

We now address the stability of the controller presented in the previous section for symmetric graphs.

**Theorem 1.** Given the dynamics in (6), the reference model in (7), the error dynamics in (9), and the update laws in (11) and (12), communicating over a symmetric graph $\mathcal{G}$ with the target nodes denoted by $\mathcal{M}$ and satisfying Assumptions 1-3, all states are uniformly bounded and $\lim_{t \to \infty} e(t) = 0$.

**Proof.** Consider the Lyapunov candidate

$$V(e_\beta, \tilde{k}, \tilde{r}) = e_\beta^T B^{-1} e_\beta + \tilde{k}^T \tilde{k} + \tilde{r}^T \tilde{r}.$$ 

Differentiating along the system dynamics it follows that

$$\dot{V} = e_\beta^T (A_m e + \tilde{K} x + \tilde{r}) + (A_m e + \tilde{K} x + \tilde{r})^T e_\beta + \tilde{k}^T \tilde{k} + \tilde{r}^T \tilde{r}.$$ 

Recalling that $A_m = a_m I_n \times n$, defined just below (7), and the definition of $e_\beta$ in (10), it follows that

$$\dot{V} = 2a_m e_\beta^T B^{-1} e_\beta + 2e_\beta^T \tilde{K} x + 2e_\beta^T \tilde{r} + 2\tilde{k}^T \tilde{k} + 2\tilde{r}^T \tilde{r}.$$ 

Using the update laws in (11) and (12) it follows that

$$\dot{V} = 2a_m e_\beta^T B^{-1} e_\beta.$$ 

Given that $a_m < 0$ it follows that all parameters are uniformly bounded, the entire system is stable and applying Barbalet Lemma it follows that $e$ tends to zero as $t$ goes to infinity.

**Remark 1.** The Lyapunov function is equivalent to

$$V(e, k, \tilde{r}) = e^T B e + k^T k + \tilde{r}^T \tilde{r}.$$ 

We only derived stability here for undirected graphs to show that synchronization could be achieved solely through adaptation. We note that a nonlinear map $f(x)$ in place of $A_m x$ can easily be incorporated into the undirected graph case, as has been shown in the literature [25]. One needs however to add a linear consensus expression of the form $c e_\beta$, where $c$ is negative, to the plant input. Then under the assumption that $f$ is Lipschitz continuous and $c$ is sufficiently negative, stability can be shown.

### V. General Graphs

In this section we will first review the concept of graph balancing. Then, we will present a proof of consensus when the reference input $r$ is globally known, followed by analysis when $r$ is unknown to all agents.

#### A. Node Balancing Weights and Balanced Graphs

**Definition 1.** A diagonal matrix $D$ is an output balancing of the graph $\mathcal{G}$ if $1^T D \mathcal{L}(\mathcal{G}) = 0^T$.

The following lemma appears frequently in the text. It can be derived directly from the PF Theorem, but one of the first to explicitly use this lemma in a constructive fashion was Chai Wah Wu in the following three papers all appearing in 2005 [26–28]. Interestingly, Wu was tackling some of the very same problems that were being addressed in [21], but where the graphs were not a-priori assumed to be balanced.

**Lemma 1.** There always exists an output balancing $D \in \mathbb{R}_n^D$ for the in-degree laplacian $\mathcal{L}(\mathcal{G})$ of a strongly connected graph $\mathcal{G}$.

**Corollary 1.** If $D \in \mathbb{R}_n^D$ is an output balancing of the graph $\mathcal{G}$ then $\mathcal{L}(\mathcal{G})^T D + D \mathcal{L}(\mathcal{G}) \succeq 0$ with a single simple eigenvalue at 0, and with the corresponding eigenvector in $\mathbb{R}_n^D$.

A proof of Lemma 1 can be found in the Appendix. The corollary follows from [21, Theorem 7]. Per our construction the original graphs $\mathcal{G}$ are unweighted, however the above
lemma also applies when the initial graph has arbitrary positive weights as well.

**Lemma 2.** If $D \in D_{\geq 0}^n$ is an output balancing of a strongly connected graph $G$ and $C \in D_{\geq 0}^m$ such that at least one of the diagonal elements is nonzero, then it follows that $L(G)^T D + DC(G) + DC > 0$.

**Proof.** From Corollary 1 it follows that there exists an output balancing matrix $D \in D_{\geq 0}^n$ such that $x^T (L(G)^T D + DC(G)) x > 0 \quad \forall x \in \mathbb{R}^n_+$. Given that $D \in D_{\geq 0}^n$ and at least one of the diagonal elements in $C$ is nonzero, it follows that $x^T DCx > 0 \quad \forall x \in \mathbb{R}^n_+ \setminus 0$. Combining these two facts it follows that $L(G)^T D + DC(G) + DC$ is positive definite. $\square$

Corollary 1 and Lemma 2 illustrate the fact that the diagonal solutions to the Lyapunov equation, which exist for $M$- and Metzler matrices, can in fact be chosen to coincide with the output balancing of the underlying graph. For details on diagonal solutions to the Lyapunov equation see the classic text [1, Chapter 6 Theorem 2.3, H21], and [12, 13].

**B. DACS with Global Knowledge of $r(t)$**

We are now ready to discuss the stability of adaptive synchronization on general connected graphs with at least a single node targeted by the reference model. For symmetric graphs we did not implement pinning control, but in this section we will use an explicit synchronizing input following the pinning control methodology. Similar to [3] we will use the Schur Complement to prove stability, but here our block structures are different than those in [3] and we will not be assuming a-priori that the plant states are bounded. The control input in this section takes the form

$$u_i = \hat{k}_i x + r + c \sum_{j \in N(i)} (x_i - x_j) + c(x_i - x_m)_{i \in T}. \quad (13)$$

Comparing (13) to (2) we now use $r$ in the input and thus we no longer need the estimate $\hat{r}$. In addition we have added the linear consensus input which combines local errors and the reference model trajectory if the node is a target node. Also, we now have a tuning parameter $c$ which controls the strength of the error feedback. Writing (13) more compactly we have

$$u = \hat{K} x + r + C e_{\beta} \quad (14)$$

where $C = cI_{n \times n}$. The update for the adaptive parameter $\hat{k}$ is now defined via a projection algorithm as [18,22]

$$\hat{k} = \text{proj}_\infty (-x \circ e_{\beta}, \hat{k}, k_{\text{max}}) \quad (15)$$

where it is assumed implicitly that an upper bound on $k_i$ for all $i$ is known, which we will call $k_{\text{max}}$, then it follows that $|k_i| \leq k_{\text{max}}$ for all $i$ by the projection based update law. Essentially projection is needed here because the coupling strength $c$ is chosen to overwhelm the feedback gain error.

With the control input in (14), the plant and the error dynamics can be written compactly as

$$x = A_m x + K x + r + C e_{\beta} \quad (16)$$

$$\dot{e} = A_m e + \hat{K} x + C e_{\beta}. \quad (17)$$

The following definitions will be used in the subsequent theorem.

$$Q_1 \triangleq (L^T + 2M)D + D(L + 2M)$$

$$\lambda_2(L, D) \triangleq \min_{i \in \mathbb{R}} \lambda_i(L^T D + DL)$$

$$\lambda_{\text{min}}(Q) \triangleq \min_{i \in \mathbb{R}} \lambda_i(Q)$$

$\lambda_{\text{min}}(Q) \triangleq \min_{i \in \mathbb{R}} \lambda_i(Q)$

$$d_{\text{max}} \triangleq \max d_1, \quad \text{and} \quad d_{\text{min}} \triangleq \min d_i.$$

Stability will now be shown for the dynamics in this subsection when the error feedback consensus tuning parameter $c$ is less than or equal to the the negative scalar

$$c^* \triangleq \frac{4d_{\text{max}}k_{\text{max}}}{|a_m|d_{\text{min}}\lambda_2(L, D)} \quad (19)$$

**Theorem 2.** For the dynamics in (16), the reference model in (7), the error dynamics in (17), and the update law in (15), communicating over a directed graph $G$ with the target nodes denoted by $M$ and satisfying assumptions 1, 2 and 3’, if $c \leq c^*$, then all states are uniformly bounded and $\lim_{t \to \infty} e(t) = 0$.

Arguments for the proof will be given in two parts. First analysis is performed for when $x \notin \mathbb{R}^n_+ \setminus 0$ and then for when $x \in \mathbb{R}^n_+ \setminus 0$. Many mathematical operations that follow will exploit the fact that $D$ and $M$ commute as well as the fact that $D$ is an output balancing.

1) The State Space $x \notin \mathbb{R}^n_+ \setminus 0$: Consider the Lyapunov candidate

$$V(e) = e^T D e \quad (20)$$

Differentiating along the system dynamics it follows that

$$\dot{V} = e^T D (A_m e + \hat{K} x + C e_{\beta}) + (A_m e + \hat{K} x + C e_{\beta})^T D e$$

Expanding $e_{\beta}$ and recalling that $A_m = a_m I_{n \times n}$ it follows that

$$\dot{V} = 2a_m e^T D e + e^T D \hat{K} x + x^T \hat{K} D e + c e^T ((L^T + M)D + D(L + M)) e.$$  \quad (21)

Dividing the expression $e^T ((L^T + M)D + D(L + M)) e$ into two equal parts, and exploiting the fact that $D$ is an output balancing it follows that

$$e^T ((L^T + M)D + D(L + M)) e =$$

$$\frac{1}{2} e^T ((L^T + 2M)D + D(L + 2M)) e$$

$$+ \frac{1}{2} e^T (L^T D + DL) x$$  \quad (22)

Rearranging terms, recalling that $A_m = a_m I_{n \times n}$, using the definition of $Q_1$ in (18) and the definition of $e_{\beta}$ in (9) it follows that

$$\dot{V} = [e^T x^T] \begin{bmatrix} 2a_m D + \frac{1}{2} Q_1 & \frac{1}{2} D \hat{K} \hat{K}^T \hat{K} & \frac{1}{2} e^T (L^T D + DL) x \end{bmatrix}$$  \quad (23)

This may seem strange, as we do not have quadratic cost in terms of $\hat{k}$. Indeed this term could be included as well. We explicitly do not include it here, just to show that in general our proof does not exploit the fact that learning is occurring. This continues to be an issue in DACS over directed graphs. See Remark 2 for the same analysis with the adaptive parameter costs explicitly included in the Lyapunov function.
when \( x \notin \mathbb{R}_1^T \). When \( x = 0 \) it follows that \( \dot{V} = e^T(2a_m + \frac{c}{2}Q_1)e \). Given the fact that \( c \leq c^* \) where \( c^* \) is defined in (19) (and recall that \( a_m < 0 \) as well) it follows by the Schur Complement that \( \dot{V} < 0 \) when \( x \notin \mathbb{R}_1^T \) unless \( e = 0 \).

2) The state space \( x \in \mathbb{R}_1^T \setminus \{0\} \): If \( D \) is a graph balancing then \( x \in \mathbb{R}_1^T \setminus \{0\} \) and the expression in (23) would become

\[
\dot{V} = e^T x^T \left[ 2a_m D + \frac{c}{2}Q_1 \begin{bmatrix} DK & 0_{n \times n} \end{bmatrix} \right] e.
\]

We will now show however that \( x \) can not remain in \( \mathbb{R}_1^T \setminus \{0\} \) for any finite amount of time. We will first investigate the adaptive gains and then the plant states themselves. If \( x \in \mathbb{R}_1^T \setminus \{0\} \) then from the definition of the Laplacian and our update law it follows that

\[
\hat{k}_i = 0, \quad i \notin T \\
\hat{k}_j = -x_i(x_j - x_m), \quad j \in T
\]

(24)

Let \( t_1 \) be a time such that \( x(t_1) \in \mathbb{R}_1^T \setminus \{0\} \), and if \( x(t) \in \mathbb{R}_1^T \setminus \{0\} \) for a nonzero amount of time \( t - t_1 \neq 0 \) with \( t \geq t_1 \) then

\[
\dot{x}_i(t) = a_m x_i(t) + r + x_i(t) \int_{t_1}^{t} 0 \, d\tau \\
\dot{x}_j(t) = a_m x_j(t) + r + x_j(t) \int_{t_1}^{t} -x_j(\tau)e_j(\tau) d\tau + ce_j(t)
\]

for \( i \notin T \) and \( j \in T \). Letting \( k = \hat{k}_i(t_1) \) which remains constant for all \( i \notin T \) and noting that \( x_i = x_j \) necessarily when \( x \in \mathbb{R}_1^T \) it follows that in order for \( x \) to remain in this special subspace it necessarily follows that

\[
x_i(t)k = -x_i(t) \int_{t_1}^{t} x_i(\tau)e_i(\tau) d\tau + ce_i(t),
\]

(25)

note that all subscripts are now \( i \). The expression in (25) only holds when \( e_i = 0 \), see Appendix B, and thus \( x \) can not remain in the special linear subspace \( \mathbb{R}_1^T \) unless \( e = 0 \).

Remark 2. Note that we did not include the parameter error \( \hat{k} \) in the Lyapunov candidate. It was not necessary to illustrate stability. Due to the fact that a projection algorithm is used \( k \), and thus \( \hat{k} \) in return, are bounded. If indeed our Lyapunov candidate was

\[
V(e, \hat{k}) = e^T De + \hat{k}^T D\hat{k}
\]

then the derivative of \( \dot{V} \), after substitution of the update law, would have the extra terms

\[
-e^T (L + M)^T DKx - x^T KDLx - e^T M^T DKx - x^T KDMe
\]

on the right hand side. Exploiting the fact that \( D \) is an output balancing, the above expression is equivalent to

\[
-x^T L^T DKx - x^T KDLx - e^T M^T DKx - x^T KDMe
\]

Therefore, the \( 2 \times 2 \) block matrix in (23) would be replaced with

\[
\begin{bmatrix}
2a_m D + \frac{c}{2}Q_1 & D(I_{n \times n} - M) \hat{K} \\
KDL(I_{n \times n} - M) & \frac{c}{2}(L^T D + DL) - (L^T DK + KDL)
\end{bmatrix}
\]

which for \( c \) sufficiently negative and \( x \) not in \( \mathbb{R}_1^T \setminus \{0\} \) is negative definite.

C. DACS with unknown constant input \( r \)

In this subsection we will not assume global knowledge of \( r \) and thus the input is now given as

\[
u = Kx + \hat{r} + Ce_\beta
\]

where the term \( \hat{r} \) appears in place of \( r \) in (14). The update law for \( K \) remains the same as in the previous section and the update term for \( \hat{r} \) is defined as

\[
\dot{\hat{r}} = -e_\beta + cL\hat{r}.
\]

(27)

The term \( cL\hat{r} \) illustrates the fact that agents share their local estimates \( \hat{r}_i \) with their neighbors. For ease of analysis we scale the term \( L\hat{r} \) with the same \( c \) that scales the error consensus feedback in the input. The dynamics in this section can be compactly written as

\[
\begin{align*}
\dot{x} &= A_m x + \hat{K}x + r + \hat{r} + Ce_\beta \\
\dot{e} &= A_m e + \hat{K}x + \hat{r} + Ce_\beta.
\end{align*}
\]

(28)

(29)

Theorem 3. For the dynamics in (28), the reference model in (7), the error dynamics in (29), and the update laws in (15) and (27), communicating over a directed graph \( G \) with the target nodes denoted by \( M \) and satisfying assumptions 1, 2 and 3, if \( c \) is sufficiently negative, then all states are uniformly bounded and \( \lim_{t \to \infty} e(t) = 0 \).

Proof. Consider the Lyapunov candidate

\[
V(e, \hat{r}) = e^T De + \hat{r}^T D\hat{r}.
\]

(30)

The time derivative of \( e^T De \) will now introduce two new terms in the derivative of the Lyapunov function that were not present in (23)

\[
e^T D\hat{r} + \hat{r}De.
\]

(31)

These two terms appear because of the presence of \( \hat{r} \) in (29).

The time derivative of \( \hat{r}^T D\hat{r} \) with the update law in (27) will introduce the following four terms in the Lyapunov derivative that are not present in (23)

\[
-e^T B^T D\hat{r} - \hat{r}^T DBe + c\hat{r}^T D\hat{r} + c\hat{r}^T \hat{L}^T D\hat{r}
\]

(32)

Given that \( r \) by definition is in \( \mathbb{R}_1^T \) it follows that (32) is equivalent to

\[
-e^T B^T D\hat{r} - \hat{r}^T DBe + c\hat{r}^T D\hat{r} + c\hat{r}^T \hat{L}^T D\hat{r}
\]

(33)

where we have replaced \( \hat{r} \) in the last two expressions with \( \hat{r} \). Adding the terms in (31) and (33) to the derivative of \( V \) in (23) results in the following for the derivative of \( V \) in (30)

\[
\dot{V} = z^T Q_2 z
\]

where \( z^T = [e^T, x^T, \hat{r}^T] \) and

\[
Q_2 = \begin{bmatrix}
2a_m D + \frac{c}{2}Q_1 & D\hat{K} & (I_{n \times n} - B)^T D [I_{n \times n} - B] \\
KDL[I_{n \times n} - B] & \frac{c}{2}(L^T D + DL) - (L^T DK + KDL) & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} & c(L^T D + DL)
\end{bmatrix}
\]

For \( c \) sufficiently negative and \( x \notin \mathbb{R}_1^T \setminus \{0\} \) it follows that \( \dot{V} \) is negative definite. The analysis for the case when \( x \in \mathbb{R}_1^T \setminus \{0\} \) is not presented here, but similar steps to those carried out in the proof of Theorem 2 can be carried out here as well.
VI. SIMULATION EXAMPLES

We now present simulation results for the control design presented in Sections V-C. The parameters for the plant were constructed as follows. The graph is a directed cycle with $|\mathcal{V}| = 10$ and a single target node. The reference model Jacobian $a_m = -1$ and $r = 1$. The values $a_i$ are drawn from a uniform distribution with values in $[0, 1]$, and thus all plants are initially unstable. The initial conditions of the plant $x_i(0)$ and $x_m(0)$ are drawn from a normal distribution with mean 0 and variance 1. All the adaptive parameters start with an initial condition of 0. For the first simulation $c = -1$ and for the second $c = 0$. Note that while we proved stability for the controller in Theorem 3 when $c$ is sufficiently negative, we did not prove stability of the controller when we do not have the linear consensus input or when the estimates of $\hat{r}_i$ are not shared locally. We did however prove stability for $c = 0$ when the graph is undirected in Theorem 1, but as already stated, these simulation results are for a directed graph. We will discuss this more later.

From Figure 1 we can see that with $c = -1$ the system is stable and $e$ asymptotically approaches 0. An interesting phenomenon occurs however starting at about 5 seconds where there is a small burst in the error that lasts for about 10 seconds. This phenomenon has been observed elsewhere in the adaptive literature, see for instance [8, 9]. The phenomenon can be explained as follows. The use of error feedback into the plant can retard adaptation. So for instance, it is possible for the model following error to be small, because of the linear consensus input, while the local state feedback combined with the open-loop plant Jacobian $a_i + \hat{a}_i$ can be positive, [9, Section II].

From Figure 2 we can see that the system is stable even without the linear consensus input. While we were able to prove stability in the case of undirected graphs, we were not able to prove stability for directed graphs with $c = 0$. Future research will look to close this theoretical gap.

In this work it was shown that synchronization can be achieved for our plants solely through adaptation and without a linear consensus input when the graph is undirected. We also explored DACS and presented proofs that did not require a-priori knowledge of a plant state bound. Our analysis exploited the existence of output balancing weights for strongly connected graphs and the adaptive laws were local without any global network knowledge. A proof of Theorem 1 for directed graphs is an important open problem. We close by conjecturing that indeed Theorem 1 holds even for directed graphs.

REFERENCES

define a weighted graph as the triple 

\[ J. Pomet and L. Praly, \]

\[ Hui Yu and Xiaohua Xia, \]

\[ Jeffrey T Spooner and Kevin M Passino, \]

\[ the eigenvector \]

\[ Petros A Ioannou, \]

\[ Chai Wah Wu, \]

\[ Chai Wah Wu, \]

\[ P.A. Ioannou and J. Sun, \]

\[ Daniel Hershkowitz and Hans Schneider, \]

\[ P.A. Ioannou and J. Sun, \]

\[ Ross Stornetta, \]

\[ W. Doe and M. Smith, \]

\[ A. Ioannou and J. Sun, \]

\[ The algebraic connectivity of directed graphs \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ The algebraic connectivity of directed graphs \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]

\[ Petros A Ioannou, \]