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Abstract

Cassuto and Blau recently studied the symbol-pair channel, a model where every two consecutive symbols are read together. This special channel structure is motivated by the limitations of the reading process in high density data storage systems, where it is no longer possible to read individual symbols. In this new paradigm, the errors are not individual symbol errors, but rather symbol-pair errors, where at least one of the symbols is erroneous.

In this work, we study bounds and constructions of codes over the symbol-pair channel. We extend the Johnson bound and the linear programming bound for this channel and show that they improve upon existing bounds. We then propose new code constructions that improve upon existing results for pair-distance six, seven, and ten.
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I. INTRODUCTION

A basic limitation of high density data storage systems is that the outputs of the reading process are pairs of consecutive symbols rather than individual symbols. The symbol-pair read channel was recently proposed as a model reflecting this limitation and it was first studied in [2] and [3]. In those papers the authors studied fundamental questions arising from pair-symbol readings such as the pair-distance, code constructions, decoding of error-correction codes, and bounds on codes size. These results were later extended in several directions such as cyclic codes [20], maximum distance separable (MDS) codes [13], decoding algorithms [21] and more.

In [21], the authors presented efficient decoding algorithms that improved the initial lower bounds from [2] and [3] on the minimum pair-distance of linear cyclic codes. Several more works presented different decoding algorithms for arbitrary linear codes; see e.g. [9], [10], [15], [18]–[20]. The study of MDS codes for the symbol-pair channel was initiated in [4], and was later extended in several more works and for other non-binary codes; see e.g. [5], [6], [12], [13], [17]. Another generalization of the pair-symbol model was studied in [21] for the b-symbol read channel. Here the assumption is that every b > 2 consecutive symbols are read together. This model was further studied for MDS codes in [5], [13].

Assume the stored word is given by the vector \( x = (x_0, x_1, \ldots, x_{n-1}) \). The pair-read vector is given by

\[
\pi(x) = ((x_0, x_1), (x_1, x_2), \ldots, (x_{n-2}, x_{n-1}), (x_{n-1}, x_0)).
\]

A symbol-pair error is the event where at least one of the symbols in the pair-read vector is in error. The pair-distance between two words \( x \) and \( y \), denoted by \( d_p(x, y) \), is the Hamming distance between their pair-read vectors, that is \( d_p(x, y) = d_H(\pi(x), \pi(y)) \). Finally, the minimum pair-distance of a code \( C \) is the minimum pair-distance between any two different codewords. Under this paradigm, the goal is to construct codes with large minimum pair-distance since this is the appropriate figure of merit to study in order to correct symbol-pair errors; that is, a code with minimum pair-distance \( d_p \) permits the correction of at least \( \lceil \frac{dp-1}{2} \rceil \) symbol-pair errors.

In [21], it was shown that if a linear cyclic code has minimum Hamming distance \( d_H \) then its minimum pair-distance is at least \( dp \geq \lceil \frac{2d_H}{b} \rceil \). This work presents also decoding algorithms for such codes. On the other hand, bounds on codes with minimum pair-distance were studied in [3], where the authors extended the sphere packing bound for symbol-pair errors.

In this work, we improve upon existing results and propose new upper bounds and code constructions for the symbol-pair read channel. Specifically, we show how to extend the Johnson bound and the linear programming bound for this setup, and demonstrate how new bounds improve upon the best previously known bound from [3]. We also study code constructions for relatively small minimum pair-distance, namely six, seven, and ten. For these cases we show how to improve the result from [21] using cyclic linear codes in order to obtain codes with better redundancy.

The rest of this paper is organized as follows. In Section II, we review the symbol-pair read channel and list several basic properties that will be used throughout the paper. In Section III we study bounds on codes correcting symbol-pair errors. Then,
in Section IV we present our new code constructions of symbol-pair error-correcting codes when the minimum pair-distance is six, seven, and ten. Lastly, Section V concludes the paper.

II. Preliminaries

Let \( n \in \mathbb{N} \) (the natural numbers, including 0), and denote by \([n]\) the set \( \{0, \ldots, n-1\}\). For a prime power \( q \), we denote by \( \mathbb{F}_q \) the field of size \( q \). For a sequence \( x \in \mathbb{F}_2^n \) denote by \( w_H(x) \) the Hamming weight of \( x \). For two sequences \( x, y \in \mathbb{F}_2^n \) let \( d_H(x, y) \) denote the Hamming distance between \( x, y \). For a set \( C \subseteq \mathbb{F}_2^n \), denote by \( d_H(C) \triangleq \min_{x,y \in C,x \neq y} \{ d_H(x, y) \} \) the minimum Hamming distance between any two different sequences in \( C \). We also denote by \( 0, 1 \in \mathbb{F}_2^n \) the all zeros and the all ones sequences, respectively.

**Definition 1.** Let \( \pi : \mathbb{F}_2^n \to (\mathbb{F}_2 \times \mathbb{F}_2)^n \) denote the (cyclic) pair-symbol read representation which is defined as follows. For \( x = (x_0, x_1, \ldots, x_{n-1}) \in \mathbb{F}_2^n \),

\[
\pi(x) \triangleq ((x_0, x_1), (x_1, x_2), \ldots, (x_{n-2}, x_{n-1}), (x_{n-1}, x_0)).
\]

For a code \( C \subseteq \mathbb{F}_2^n \), we denote by \( \pi(C) \subseteq (\mathbb{F}_2^2)^n \) the pair-code generated by \( C \), i.e.,

\[
\pi(C) \triangleq \{ \pi(c) : \ c \in C \}.
\]

We now define the associated pair-weight and pair-distance. For a sequence \( x \in \mathbb{F}_2^n \), define the pair-weight of \( x \) as

\[
w_p(x) \triangleq w_H(\pi(x)) = |\{ j \in [n] : (x_j, x_{j+1}) \neq (0, 0) \}|
\]

with coordinates taken modulo \( n \). Similarly, for sequences \( x, y \in \mathbb{F}_2^n \), define the pair-distance as

\[
d_p(x, y) \triangleq d_H(\pi(x), \pi(y)) = |\{ j \in [n] : (x_j, x_{j+1}) \neq (y_j, y_{j+1}) \}|
\]

with coordinates taken modulo \( n \). For a set \( C \subseteq \mathbb{F}_2^n \) we define \( d_p(C) \) as the minimum pair-distance between two codewords,

\[
d_p(C) \triangleq \min_{x,y \in C, x \neq y} d_p(x, y).
\]

In the following, we make use of the well known property (see [21])

\[
d_p(x, y) = w_p(x + y).
\]

(1)

Note that for a linear code, \( C \), we obtain

\[
d_p(C) = \min_{y \in C, y \neq 0} d_p(0, y) = \min_{y \in C, y \neq 0} w_p(y).
\]

(2)

**Example 1.** Let \( x = (0110), y = (0101) \in \mathbb{F}_2^4 \). We have that

- \( w_H(x) = w_H(y) = 2 \).
- \( d_H(x, y) = 2 \).
- \( \pi(x) = ((0, 1), (1, 1), (1, 0), (0, 0)) \).
- \( \pi(y) = ((0, 0), (1, 0), (0, 1), (1, 0)) \).
- \( w_p(x) = 3, w_p(y) = 4 \).
- \( d_p(x, y) = 3 \).

Define \( r(x) \triangleq |\{ i : \pi(x)_i = (0, 1) \}| \). It is evident that \( r(x) \) is the number of occurrences of the symbol \((0, 1)\) in \( \pi(x) \). It is straightforward to show that \( r(x) = |\{ i : \pi(x)_i = (0, 1) \}| = |\{ i : \pi(x)_i = (1, 0) \}| \). Note that the sequence \( 1 \) has \( r(1) = 0 \). We may consider \( r(x) \) as the number of runs of consecutive symbols in \( x \). Throughout the rest of the paper, we will consider only binary vectors unless mentioned otherwise or it is clear from the context. It is known [3] that for the binary case

\[
w_p(x) = w_H(x) + r(x).
\]

(3)

Moreover, if \( C \) is a linear code, from (2), it is straightforward to verify that

\[
d_p(C) = \min_{y \in C, y \neq 0} \{ w_H(y) + r(y) \}.
\]

(4)

In this work we focus on bounds and constructions for codes that, for fixed levels of redundancy, maximize the pair-distance \( d_p(x, y) \) for \( x, y \in \mathbb{F}_2^n \). We make use of the following lemma from [21] which we include for completeness.

**Lemma 2.** [21, Lemma 1] Suppose \( C \subseteq \mathbb{F}_q^n \) is a cyclic linear code where \( d_H(C) \geq d \). Then, for any \( x \in C \), \( r(x) \geq \lceil \frac{d}{2} \rceil \).
As a consequence of Lemma 2, it follows that if \( C \) is a linear cyclic code with minimum Hamming distance \( d_H(C) \), then the code \( C \) satisfies
\[
d_p(C) \geq \left\lfloor \frac{3d_H(C)}{2} \right\rfloor.
\]

### III. Upper Bounds

In this section, we derive a number of new bounds on the maximum size of a code with a prescribed pair-distance. In the first subsection, we consider upper bounds for even pair-distance and then in the following subsection we apply linear programming techniques.

#### A. Upper Bounds for Even Pair-Distance

In this subsection, we derive upper bounds for even pair-distance codes using similar logic as in the Johnson bound [11, Theorem 2.3.8]. In Lemma 3, we first derive a bound on the maximal size of a code with minimum pair-distance at least \( 2w \) where each codeword has pair-weight \( w \). Afterwards, this result is used in Theorem 5 to derive an upper bound for codes with even pair-distance.

Let \( n, d, w \in \mathbb{N} \) and denote by \( A_p(n, d) \) the maximal size of a code of length \( n \) with pair-distance \( d \), and by \( A_p(n, d, w) \) the maximal size of a code of length \( n \) with pair-distance at least \( d \) where each codeword has pair-weight \( w \). For the specific case in which \( d = 2w \) we have the following equality.

**Lemma 3.** For positive integers \( n, w \),
\[
A_p(n, 2w, w) = \left\lfloor \frac{n}{w} \right\rfloor.
\]

**Proof:** Let \( x, y \in \mathbb{F}_2^n \) have pair-weight \( w_p(x) = w_p(y) = w \) and \( d_p(x, y) \geq 2w \). Since \( d_p \) is a metric, by the triangle inequality, \( d_p(x, y) \leq d_p(x, 0) + d_p(0, y) = 2w \), which implies that if \( d_p(x, y) \geq 2w \), then \( d_p(x, y) = 2w \). At first, we show that \( A_p(n, 2w, w) \geq \left\lfloor \frac{n}{w} \right\rfloor \). We do so by constructing a code as follows. Let \( c_i, 0 \leq i < \left\lfloor \frac{n}{w} \right\rfloor \), be the sequence generated by appending \( iw \) zeros, \((w-1)\) ones and \( n-iw-w+1 \) zeros, i.e., \( c_i = 0^{iw}1^{w-1}0^{n-iw-w+1} \) and consider the code \( C = \{ c_0, \ldots, c_{\left\lfloor \frac{n}{w} \right\rfloor} \} \). Note that \( |C| = \left\lfloor \frac{n}{w} \right\rfloor \), \( \forall x \in C \), \( w_p(x) = w \) and \( \forall x, y \in C \), \( d_p(x, y) = 2w \). Thus, \( A_p(n, 2w, w) \geq \left\lfloor \frac{n}{w} \right\rfloor \).

In order to show that \( A_p(n, 2w, w) \leq \left\lfloor \frac{n}{w} \right\rfloor \) we note (using (1)) that \( 2w \leq d_p(x, y) = w_p(x + y) \). Since each word has pair-weight \( w \) we obtain that \( 2w = w_p(x) + w_p(y) = r(x) + w_H(x) + r(y) + w_H(y) \). Combining the inequalities with the fact that \( d_p(x, y) \leq w_p(x) + w_p(y) \) we obtain
\[
w_p(x + y) = r(x) + w_H(x) + r(y) + w_H(y).
\]
This equality means that for every \( j \in [n] \), \( x_j \cdot y_j = 0 \) and \( x_j \cdot y_{j+1} = y_j \cdot x_{j+1} = 0 \). In other words, it means that \( x \) and \( y \) cannot have 1 in the same position. Moreover, if \( x (y) \) has a run of ones that ends in position \( j \), then \( y (x) \) cannot have a run of ones beginning in position \( j + 1 \).

Suppose \( C \) is a code of maximal size where all sequences in \( C \) have pair-weight \( w \) and \( d_p(C) = 2w \). Let \( M \in \mathbb{F}_2^{M \times n} \) be a matrix which contains as rows the codewords from \( C \). From the previous discussion, notice that each column of \( M \) has at most a single 1 in it. Additionally, the column immediately after the end of any run of ones must not contain any 1. We say that column \( j \) of \( M \) is occupied by \( x \) if \( x \) has a 1 in position \( j \) or a run of ones ending in position \( j - 1 \). We claim that the number of columns of \( M \) occupied by any codeword in \( C \) is \( w_H(x) + r(x) = w \). Since each codeword occupies \( w \) columns of \( M \), and each column can only be occupied by a single codeword, we can have at most \( \left\lfloor \frac{n}{w} \right\rfloor \) codewords in \( C \).

Before continuing, we introduce some additional notation and useful results from [3]. For integers \( i, j \) where \( i \leq j \), let \( [i, j] = \{i, i+1, \ldots, j\} \). For integers \( n \geq \ell \geq L \), let \( D(n, \ell, L) \) be the number of sequences of weight \( \ell \) that have \( L \) runs. The next lemma appears in [3].

**Lemma 4.** [3] For integers \( n \geq \ell \geq L \),
\[
D(n, \ell, L) = \frac{n}{L} \binom{\ell - 1}{L - 1} \binom{n - \ell - 1}{L - 1}.
\]

For a sequence \( x \in \mathbb{F}_2^n \) and for a natural number \( t \in \mathbb{N} \), denote by \( S_t(x) \) the radius-\( t \) sphere around \( x \), i.e., \( S_t(x) = \{ y : d_p(x, y) = t \} \). In particular, from [3] we have
\[
|S_t(x)| = \sum_{\ell = \left\lfloor \frac{t}{2} \right\rfloor}^{t-1} D(n, \ell, t - \ell).
\]
Let \( B_t(x) = \{ y : d_p(x, y) \leq t \} \) be the ball of radius \( t \) around \( x \). Then,

\[
|B_t(x)| = 1 + \sum_{i=1}^{t} |S_i(x)|.
\]

Notice from these expressions that the values for \( |S_i(x)| \) and \( |B_t(x)| \) do not depend on \( x \). Consequently, we denote

\[
S_p(n, t) = |S_t(x)|,
\]

and

\[
B_p(n, t) = |B_t(x)|.
\]

Note that for any fixed \( t \), the order of both \( S_p(n, t) \) and \( B_p(n, t) \) is \( \Theta(n^{t/2}) \). Thus, according to the sphere packing bound [3], the redundancy of a code with minimum symbol-pair distance \( d \) is at least

\[
\left\lfloor \frac{d_p - 1}{4} \right\rfloor \log(n).
\]

We may now state the main result of this subsection. The proof follows a similar logic as in the proof of the Johnson bound [11, Theorem 2.3.8].

**Theorem 5.** Let \( n, d \in \mathbb{N} \) where \( d \) is even. Let \( t \in \mathbb{N} \) be such that \( d = 2t + 2 \), then

\[
A_p(n, d) \leq \frac{2^n}{B_p(n, t) + \frac{S_p(n, t+1)}{n}}.
\]

**Proof:** Let \( C \subseteq \mathbb{F}_2^n \) be a code of size \( M \) with \( d_p(C) \geq d \) where \( d = 2t + 2 \). For a sequence \( x \in \mathbb{F}_2^n \), let \( d_p(C, x) = \min_{c \in C, c \neq x} d_p(x, c) \) and denote \( \mathcal{N} = \{ x \in \mathbb{F}_2^n : d_p(C, x) = t + 1 \} \). Clearly,

\[
M \cdot B_p(n, t) + |\mathcal{N}| \leq 2^n.
\]

Consider the set \( \mathcal{X} = \{ (c, x) \in C \times \mathcal{N} : d_p(c, x) = t + 1 \} \). We first calculate \( |\mathcal{X}| \). For any \( c \in C \), denote by \( \mathcal{X}_c = \{ x \in \mathcal{N} : (c, x) \in \mathcal{X} \} \) and note that \( |\mathcal{X}| = \sum_{c \in C} |\mathcal{X}_c| \). For a fixed \( c \in C \), let \( x \in \mathbb{F}_2^n \) be any sequence such that \( d_p(c, x) = t + 1 \). There are exactly \( S_p(n, t+1) \) such sequences. Thus, \( w_p(c + x) = t + 1 \) which means that \( d_p(C, x) \leq t + 1 \). We show that for any \( c' \in C, c' \neq c \), we have \( d_p(c', x) \geq t + 1 \), which implies \( d_p(C, x) = t + 1 \). By the triangle inequality we obtain,

\[
d \leq d_p(c, c') = w_p(c + c') = w_p(c + x + c' + x) \\
\leq w_p(c + x) + w_p(x + c') = t + 1 + w_p(c' + x).
\]

This implies that if \( d = 2t + 2 \) then \( w_p(c' + x) = d_p(c, x) \geq t + 1 \). Since \( c' \) was arbitrary, we obtain \( d_p(C, x) = t + 1 \). Therefore, for a fixed \( c \in C \), we have that \( |\mathcal{X}_c| = S_p(n, t + 1) \), which implies that

\[
|\mathcal{X}| = M \cdot S_p(n, t + 1).
\]

We now fix \( x \in \mathcal{N} \) and consider the set

\[
\mathcal{C}_x = \{ x + c : c \in C \text{ and } d_p(x, c) = t + 1 \}.
\]

Note that \( \mathcal{C}_x \) is a constant pair-weight code of length \( n \) with codewords of pair-weight \( t + 1 \) and minimum pair-distance \( d \). Therefore, for every choice \( x \in \mathcal{N} \), \( |\mathcal{C}_x| \leq A_p(n, 2t + 2, t + 1) \). This, in turn, implies that

\[
|\mathcal{X}| \leq |\mathcal{N}| \cdot A_p(n, 2t + 2, t + 1).
\]

Combining Lemma 3 with (9), (10) and (11) we obtain

\[
M \left( B_p(n, t) + \frac{S_p(n, t+1)}{n} \right) \leq M \cdot B_p(n, t) + |\mathcal{N}| \leq 2^n.
\]

Since this is true for every code of size \( M \), it also true for the value \( A_p(n, d) \), which establishes the theorem’s statement. ■
B. Linear Programming Upper Bound

We now consider the application of linear programming techniques to derive upper bounds on codes under the pair-distance metric. The approach used here is analogous to the approach from [8]. First, we introduce a mapping, which we refer to as $T_{[m_1,m_2]}$. In Lemma 6, we show that if the input to $T_{[m_1,m_2]}$ is a sequence with Hamming weight $i$ and $j$ runs, then the Hamming weight of the output sequence is a function of $i$ and $j$ only. Lemma 7 then provides a necessary condition on the weight enumerator for a code over $(\mathbb{F}_2)^n$ and this condition along with the result from Lemma 6 is used in Theorem 8 to derive a set of necessary conditions on the number of codewords in a code with a prescribed pair-distance. Finally, Corollary 9 gives our linear programming upper bound, which contains the statement of Theorem 8 as one of its necessary conditions.

Before continuing, we first introduce some useful notation. For a linear code $C \subseteq \mathbb{F}_2^n$ and for $i, j \in [n]$, let

$$A_{ij} \triangleq \{x \in C : w_H(x) = i, r(x) = j\},$$

and denote by $a_{ij} = |A_{ij}|$. Note that for $i < j$, $A_{ij} = \emptyset$, and so we may consider only the cases where $j \leq i$. Note also that $|C| = \sum_{0 \leq j \leq n} a_{ij}$. The following claim states that given $w_H(x)$ and $r(x)$ we can determine the statistics of the symbols in $\pi(x)$.

**Claim 1** Suppose $x \in \mathbb{F}_2^n$ is such that $w_H(x) = i$ and $r(x) = j$ and denote $\pi(x) = (z_0, z_1, \ldots, z_{n-1}) \in (\mathbb{F}_2)^n$. Then

1) $|\{\ell \in [n] : z_\ell = (1,1)\}| = i - j$.
2) $|\{\ell \in [n] : z_\ell = (0,1)\}| = j$.
3) $|\{\ell \in [n] : z_\ell = (0,1)\}| = j$.

**Proof:** Note that under the setup described in the claim, $w_p(x) = i + j$. The fact that $|\{\ell \in [n] : z_\ell = (1,0)\}| = j$ follows immediately from the definition of $r(x)$ presented in Section II. Since $w_p(x) = i + j$, it follows then that $|\{\ell \in [n] : z_\ell = (1,1)\}| = w_p(x) - 2j = i - j$ as desired.

Let $m_1, m_2 \in [n]$ be such that $m_1 + m_2 \leq n$ and let $N = n_{m_1} \cdot (m_{n-1} - m_1)$, $H = n_{m_2} \cdot (n_{n-1} - m_2)$. We introduce a mapping $T_{[m_1,m_2]} : (\mathbb{F}_2)^n \to (\mathbb{F}_2)^N$ as follows. Let $J_0, \ldots, J_{n-1} \subseteq [n]$, $J_{n-1} \subseteq [n]$, $J_{n-1} = m_1$ for $t = 1, 2$ and $J_{n-1} \cap J_{n-2} = \emptyset$. Meaning that we think of $J_{n-1}$ as all the $m_1$ positions that were chosen in the first round and of $J_{n-2}$ as all the $m_2$ positions that were chosen in the second round. For a sequence $z = ((z_0,0), (z_1,0), (z_1,1), \ldots, (z_{n-1},0), (z_{n-1},1)) \in (\mathbb{F}_2)^n$ we define $T_{[m_1,m_2]}(z) = y$ where $y = (y_0, \ldots, y_{n-1}) \in (\mathbb{F}_2)^N$ is defined as follows. For $i \in [N]$,

$$y_i \equiv \left( \sum_{\ell \in J_{t,1}} (z_{\ell,0}, z_{\ell,1}) + \sum_{\ell \in J_{t,2}} (0, z_{\ell,2}) \right) \mod 2.$$

Note that if $x = (x_0, \ldots, x_{n-1})$ and $T_{[m_1,m_2]}(\pi(x)) = y$ where $y = (y_0, \ldots, y_{n-1})$, then for $i \in [N]$,

$$y_i \equiv \left( \sum_{\ell \in J_{t,1}} (x_{\ell,0}, x_{\ell,1}) + \sum_{\ell \in J_{t,2}} (0, x_{\ell,2}) \right) \mod 2.$$

**Lemma 6.** Suppose $x \in \mathbb{F}_2^n$, $w_H(x) = i, r(x) = j$ where $j \leq i$. Then,

$$w_H \left( T_{[m_1,m_2]}(\pi(x)) \right) = \left( \begin{array}{c} n \\ m_1 \end{array} \right) \left( \begin{array}{c} n - m_1 \\ m_2 \end{array} \right) - \sum_{s \equiv t + \ell + \ell' \equiv (i, j, t, u) \equiv 0 \mod 2} \left( \begin{array}{c} n - i - j \\ m_1 - s - t - u \end{array} \right) \left( \begin{array}{c} i - j - s \\ s' \end{array} \right) \left( \begin{array}{c} j - t \\ t' \end{array} \right) \times \left( \begin{array}{c} n - i - j \\ m_2 - s' - t' \end{array} \right)$$

where $\binom{a}{b} = 0$ whenever $a \leq 0, b < 0, b > a$.

**Proof:** Let $T_{[m_1,m_2]}(\pi(x)) = y = (y_0, \ldots, y_{n-1})$. We would like to calculate the size $|\{\ell \in [N] : y_\ell = (0,0)\}|$ and obtain the Hamming weight by subtracting this amount from $N$. From Claim 1, we have that in $\pi(x)$ there are $i - j$ positions containing $(1,1)$, $j$ positions containing $(0,1)$ and $j$ positions containing $(1,0)$. Fix $\ell \in [N]$ and let $s = |\{k \in J_{t,1} : \pi(x)_k = (1,1)\}|$, $t = |\{k \in J_{t,1} : \pi(x)_k = (0,1)\}|$, $u = |\{k \in J_{t,1} : \pi(x)_k = (1,0)\}|$. We have that

$$\sum_{k=1}^{t} (1,1) + \sum_{k=2}^{t} (0,1) + \sum_{k=1}^{u} (1,0) \equiv (0,0) \mod 2$$
iff \( s \equiv t \equiv u \pmod{2} \). Now we do the same for the positions in \( \mathcal{J}_{t,2} \). Let \( s' = \{ k \in \mathcal{J}_{t,2} : \pi(x)_k = (1, 1) \} \), \( u' = \{ k \in \mathcal{J}_{t,2} : \pi(x)_k = (1, 0) \} \). Since the sum on the positions in \( \mathcal{J}_{t,2} \) contributes only to the \( (0, 1) \) term, we obtain that

\[
\sum_{k_1=1}^{s} (1, 1) + \sum_{t=1}^{t+s'+t'} (0, 1) + \sum_{k_3=1}^{u} (1, 0) \equiv (0, 0) \pmod{2}
\]

iff \( s \equiv t + s' + t' \equiv u \pmod{2} \). Since \( \binom{i-j}{s} \binom{j}{t} \binom{n-i-j}{m_1-s-t-u} \) is equal to the number of ways of picking the \( m_1 \) positions for the set \( \mathcal{J}_{s,1} \) (where \( s \) positions in the set have value \( (1, 1) \), \( t \) positions have value \( (0, 1) \), and \( u \) positions have value \( (1, 0) \)), and \( \binom{i-j-s}{s'} \binom{j-t}{t'} \binom{n-i-u}{m_2-s'-t'} \) is equal to the number of ways of picking the \( m_2 \) positions for the set \( \mathcal{J}_{t,2} \), we get that \( \left| \{ \ell \in [N] : y_\ell = (0, 0) \} \right| \) can be calculated as

\[
\sum_{s,t,s',t',u=1}^{n} 1_{s+t+s'+t'+u \equiv (0, 0) \pmod{2}} \binom{i-j}{s} \binom{j}{t} \binom{n-i-j}{m_1-s-t-u} \binom{i-j-s}{s'} \binom{j-t}{t'} \binom{n-i-u}{m_2-s'-t'}
\]

which gives the desired result.

Notice from the previous lemma that \( w_H(\mathcal{T}_{[m_1,m_2]}(\pi(x))) \) only depends on \( w_H(x) = i, r(x) = j \). Therefore, for any \( x \), we can characterize \( w_H(\mathcal{T}_{[m_1,m_2]}(\pi(x))) \) by the following function

\[
w_H(i, j) \triangleq \binom{n}{m_1} \binom{n-m_1}{m_2} - \sum_{s+t+s'+t' \equiv u \pmod{2}} \binom{i-j}{s} \binom{j}{t} \binom{n-i-j}{m_1-s-t-u} \binom{i-j-s}{s'} \binom{j-t}{t'} \binom{n-i-u}{m_2-s'-t'}
\]

where \( i, j \) are non-negative integers and \( j \leq i \).

Before stating the main result of this section, we need one more lemma which requires the following notation. For a pair-code \( C_p \subseteq (\mathbb{F}_2^n)^n \), let \( a_i \) denote the number of codewords with pair-weight \( i \), i.e., \( a_i = \left| \{ x \in C_p : w_p(x) = i \} \right| \). Considering \( C_p \) as a binary expansion of a code over \( \{0, 1, 2, 3\} \) we obtain the following lemma from the Plotkin bound.

**Lemma 7.** For a code \( C_p \subseteq (\mathbb{F}_2^n)^n \), we have \( \sum_{i=0}^{n} (n-4i)a_i \geq 0 \).

**Proof:** Similar to the proof of Lemma 3, let \( C_p \subseteq (\mathbb{F}_2^n)^n \) be a code of size \( |C_p| = M \), and let \( M \) be the codeword matrix which contains as rows all the codewords from \( C_p \). For shorthand, let \( m_{i,j} \) denote the element in row \( i \) and column \( j \) of \( M \). For \( j \in [n] \), let \( w_{0,j} = \left| \{ k : m_{k,j} = (0, 0) \} \right| \), \( w_{1,j} = \left| \{ k : m_{k,j} = (0, 1) \} \right| \), \( w_{2,j} = \left| \{ k : m_{k,j} = (1, 0) \} \right| \), and \( w_{3,j} = \left| \{ k : m_{k,j} = (1, 1) \} \right| \). Then we have

\[
M \sum_{i=0}^{n} (n-4i)a_i = \sum_{c,d} d_H(c, d) = 2 \left( \sum_{i=1}^{n} w_{1,j}w_{2,j} + w_{1,j}w_{3,j} + w_{1,j}w_{0,j} + w_{2,j}w_{3,j} + w_{2,j}w_{0,j} + w_{3,j}w_{0,j} \right)
\]

where \( c, d \in (\mathbb{F}_2^n)^n \). To maximize the above expression we set \( w_{i,j} = M/4 \) for \( i \in \{0, 1, 2, 3\} \) so that \( M \sum_{i=0}^{n} (n-4i)a_i \leq \frac{12M^2n}{16} \) which implies

\[
\sum_{i=0}^{n} (n-4i)a_i \leq \frac{12M^2n}{16} = \frac{3n}{4} \sum_{i=0}^{n} a_i,
\]
Theorem 9. Suppose that \( \sum_{i=0}^{n} a_i - \sum_{i=0}^{n} i a_i \geq 0 \) which after simplifying gives the expression in the lemma.

We can now derive the main result of this section by applying the previous lemma to the pair-code \( T_{[m_1,m_2]}(\pi(C)) \). To simplify the notation, let

\[
K_{m_1,m_2}(n, i, j) \triangleq 4 \sum_{s \equiv t + s' + t' \equiv u \pmod{2}} \left( \begin{array}{c} i - j \\ s \\ u \\ m_1 - s - t - u \end{array} \right) \times \\
\left( \begin{array}{c} n - i - j \\ m_1 - s - t - u \\ m_2 - s' - t' \end{array} \right) \\
- \left( \begin{array}{c} n \\ m_1 \\ m_2 \end{array} \right)
\]

Lemma 8. For a positive integer \( n \) and non-negative integers \( m_1, m_2 \) where \( 0 \leq m_1 + m_2 \leq n \), we have

\[
\sum_{j \leq i} K_{m_1,m_2}(n, i, j) a_{i,j} \geq 0.
\]

Proof: From Lemma 7 we can write

\[
0 \leq \sum_{r=0}^{N} (N - \frac{4}{3} r) a_r
\]

\[
= \sum_{r=0}^{N} \left( \left( \begin{array}{c} n \\ m_1 \\ m_2 \end{array} \right) - \frac{4}{3} r \right) \sum_{w_H(i,j)=r} a_{i,j}
\]

\[
= \sum_{w_H(i,j)=r} \left( \sum_{r=0}^{N} \left( \left( \begin{array}{c} n \\ m_1 \\ m_2 \end{array} \right) - \frac{4}{3} r \right) a_{i,j} \right)
\]

\[
= \sum_{j \leq i} \left( \sum_{r=0}^{N} \left( \left( \begin{array}{c} n \\ m_1 \\ m_2 \end{array} \right) - \frac{4}{3} r \right) a_{i,j} \right)
\]

\[
= \sum_{j \leq i} \left( \sum_{s \equiv t + s' + t' \equiv u \pmod{2}} \left( \begin{array}{c} i - j \\ s \\ u \\ m_1 - s - t - u \end{array} \right) \times \\
\left( \begin{array}{c} n - i - j \\ m_1 - s - t - u \\ m_2 - s' - t' \end{array} \right) \\
- \left( \begin{array}{c} n \\ m_1 \\ m_2 \end{array} \right) \right),
\]

which simplifies to the expression in the statement of the theorem.

We now may state the linear programming bound. For integers \( n, m \) where \( 0 \leq m \leq n \), let

\[
K_m(n, i) \triangleq \sum_{k=0}^{m} (-1)^k \left( \begin{array}{c} i \\ k \\ m - k \end{array} \right)
\]

Theorem 9. Suppose \( C \subseteq \mathbb{F}_2^n \) with \( d_p(C) \geq d \). Then, \( |C| \) is upper bounded by the following expression

Maximize \( \sum_{1 \leq j \leq i} a_{i,j} \)

Subject to:
1) \( a_{0,0} = 1 \)
2) \( a_{i,j} = 0 \) if \( i + j < d \)
3) \( \sum_{i=0}^{n} K_m(n, i) \left( \sum_{j=1}^{i} a_{i,j} \right) \geq 0 \)
4) \( 0 \leq m \leq n \)
5) \( K_{m_1,m_2}(n, 0, 0) a_{0,0} + \sum_{i=1}^{n-1} \sum_{j=1}^{i} K_{m_1,m_2}(n, i, j) a_{i,j} \)
   \[+ K_{m_1,m_2}(n, n, 0) a_{n,0} \geq 0 \]
6) \( 0 \leq m_1 + m_2 \leq n \).
Proof: The fact that $a_{0,0} = 1$ follows since there is only one codeword of weight zero. Furthermore, if $i + j < d$, then as a result of the minimum pair-distance of the code $C$, $a_{i,j} = 0$. Since $\sum_{j=1}^{i} a_{i,j}$ represents the set of all codewords of weight $i$, the third constraint is a direct consequence of the linear programming bound found in [8] for instance. The last constraint follows directly from Lemma 8.

In order to evaluate the new bounds we derived in this section, we compared in Table I our results with the sphere-packing upper bound from [3], for $2 \leq n, d_p \leq 7$. Each entry consists of a pair of numbers delimited by a ’/’ where the first number in the pair represents the result of using our linear programming bound or the Johnson bound and the second number represents the sphere-packing upper bound from [3]. For even pair distance we used our result from Theorem 5 and for odd distances Theorem 9.

TABLE I

<table>
<thead>
<tr>
<th>( n \setminus d_p )</th>
<th>( 3 )</th>
<th>( 4 )</th>
<th>( 5 )</th>
<th>( 6 )</th>
<th>( 7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2/4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>4/8</td>
<td>2/8</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>8/16</td>
<td>4/16</td>
<td>2/4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>16/32</td>
<td>9/32</td>
<td>4/5</td>
<td>2/5</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>32/64</td>
<td>21/64</td>
<td>8/9</td>
<td>4/9</td>
<td>2/4</td>
</tr>
<tr>
<td>7</td>
<td>64/128</td>
<td>38/128</td>
<td>16/16</td>
<td>8/16</td>
<td>4/8</td>
</tr>
</tbody>
</table>

IV. CONSTRUCTIONS FOR SMALL MINIMUM PAIR-DISTANCE

In this section, we present new code constructions for the pair-symbol channel. Table II compares between the sizes of the best known code constructions for the pair-symbol channel (in terms of their code lengths) and the best known upper bound on the codes cardinalities. For odd pair distance we used the sphere-packing upper bound from [3] and for even pair distance we used Theorem 5. We have highlighted the contributions of this section by (•). The fourth column Table II, labeled as “Hamming Distance of the Code”, is a lower bound on the Hamming distance of the code whose size is listed in the third column. As can be seen from Table II, our constructions provide codes that improve upon the state-of-the-art results for the cases where $d_p = 6, 7, 10$.

Note that the case of $d_p = 2, 3$ are trivial and are known. For the case where $d_p = 2$, since every code has minimum pair-distance at least 2, $A_p(n, 2) = 2^n$. For the case where $d_p = 3$, it can be shown that codes with a single parity bit is optimal, which implies $A_p(n, 3) = 2^{n - 1}$. For $d_p = 4$, the best known construction is based on two interleaved simple parity codes which results with codes of cardinality $2^n/4$, when $n$ is even. Note that the upper bound from Theorem 5 on the code cardinality in this case is $2^n/3$, and thus this case is still not fully solved (though it is solved for linear codes).

In general, if we were to apply the best known codes in order to construct codes with minimum pair-distance $d_p$ then the Hamming distance $d_H$ of the codes will have to satisfy $\left\lfloor \frac{2d_p + 1}{3} \right\rfloor \log(n) \geq d_p$, or $d_H \geq \left\lfloor \frac{2d_p + 1}{3} \right\rfloor$ (see [21]). Hence, the redundancy of these codes will be roughly

$$\left\lfloor \frac{2d_p + 1}{3} \right\rfloor \log(n) = \left\lfloor \frac{d_p - 1}{3} \right\rfloor \log(n), \quad (12)$$

which is already close to the lower bound in (8), which states that the redundancy has to be at least $\lfloor (d_p - 1)/4 \rfloor \log(n)$. Our goal in this section is to improve this construction for $d_p = 6, 7, 10$.

TABLE II

<table>
<thead>
<tr>
<th>( d_p )</th>
<th>Upper Bound</th>
<th>Lower Bound on Code Size</th>
<th>Hamming Distance of the Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$2^n$</td>
<td>$2^{n-2}$ [3]</td>
<td>2 [3]</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{2^n}{3}$</td>
<td>$\frac{2^{n-1}}{3}$ [3]</td>
<td>3 [3]</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{1}{2} \left( \frac{n+1}{2} \right)^2$</td>
<td>$\frac{2^n}{5}$ (+)</td>
<td>4 (+)</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{1}{2} \left( \frac{n+2}{2} \right)^2$</td>
<td>$\frac{2^n}{4(1+n)}$ (+)</td>
<td>4 (+)</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{1}{2} \left( \frac{n+3}{2} \right)^2$</td>
<td>$\frac{2^n}{(n+1)^2}$ [21]</td>
<td>5 [21]</td>
</tr>
<tr>
<td>9</td>
<td>$\frac{2^n}{4}$</td>
<td>$\frac{2^n}{2(3n+1)}$</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>$\frac{1}{2} \left( \frac{n+4}{2} \right)^2$</td>
<td>$\frac{2^n}{2(3n+1)}$ (+)</td>
<td>6 (+)</td>
</tr>
</tbody>
</table>
Throughout this section we represent codewords also as polynomials. For a word \( c = (c_0, \ldots, c_{n-1}) \in \mathbb{F}_q^n \), the polynomial representation \( c(x) \) of \( c \) (with the indeterminate \( x \)) is given by
\[
c = c(x) = \sum_{i=0}^{n-1} c_i x^i \in \mathbb{F}_q[x].
\]

**A. Codes with Minimum Pair-Distance Six**

We now show how to construct codes with an even length \( n \) and pair-distance equals to 6. Let \( \{0, 1, \alpha, \alpha^2\} = \mathbb{F}_4 \) and define the map \( \Pi : \mathbb{F}_4 \to \mathbb{F}_2^2 \) so that \( \Pi(0) = (0, 0), \Pi(1) = (0, 1), \Pi(\alpha) = (1, 0), \Pi(\alpha^2) = (1, 1) \). Clearly, the map \( \Pi \) is invertible. For a sequence \( \Pi \) we know that \( 1 \) is a generalized version of Theorem 1 and isomorphic to \( A \). Codes with Minimum Pair-Distance Six

**Claim 2** Suppose \( n \) is an even integer and let \( C \subseteq \mathbb{F}_2^n \) be a linear code such that \( d_H(C) \geq d \). Then, \( d_h(\Pi(C)) \geq \left\lceil \frac{3d}{2} \right\rceil \). 

**Proof:** Since \( C \) is a linear code, we can determine the minimum pair-distance of the code \( C \) by considering the minimum pair-weight of a sequence in \( C \). We show the result by proving that there does not exist a sequence in \( C \) with pair-weight less than \( \left\lceil \frac{3d}{2} \right\rceil \). Let \( z = (z_0, \ldots, z_{n-1}) = \Pi(x) \in \mathbb{F}_2^n, x \in \mathcal{C} \). Let \( I \subseteq \left\lceil \frac{d}{2} \right\rceil \) denote the non-zero indices in \( x \) and suppose we partition \( I \) into 3 subsets \( I_1, I_2, I_3 \) where for any \( k \in I_1 \), we have \( x_k = \alpha \), for any \( k \in I_2 \), we have \( x_k = \alpha^2 \), and for any \( k \in I_3 \), we have \( x_k = 1 \). Furthermore, let \( i_1 = |I_1|, i_2 = |I_2|, \) and \( i_3 = |I_3| \) where clearly \( w_H(x) = i_1 + i_2 + i_3 \). From (3) we know that \( w_p(z) = w_H(z) + r(z) \) where \( r(z) \) is the number of runs in \( z \). Hence, \( w_H(z) \geq i_1 + i_2 + i_3 + r(z) \). Since a run of symbols may start with \( \Pi(1) = 01 \) and may end with \( \Pi(\alpha^2) = 10 \) we obtain \( r(z) \geq \left\lceil \frac{i_1 + i_3}{2} \right\rceil \). Thus we have
\[
w_p(z) \geq 2i_2 + \left\lceil \frac{3(i_1 + i_3)}{2} \right\rceil.
\]

We can minimize the expression by setting \( i_2 = 0 \) and the lemma follows.

We now describe the code using a parity-check matrix. In the following, we describe how to construct the parity check matrix. We begin by generating a set of matrices
\[
H^{(0)}, H^{(1)}, \ldots, H^{(m-4)}.
\]

For \( j \in [m-3] \), suppose \( \alpha_{m-j-1} \in \mathbb{F}_4^{m-j-1} \) is a primitive element. Note that every power of \( \alpha_{m-j-1} \) can be represented by a sequence over \( \mathbb{F}_4 \) of length \( m-j-1 \) which corresponds to the polynomial representation of \( \alpha_{m-j-1} \). We construct the matrix \( H^{(j)} \in \mathbb{F}_4^{m \times 4^{m-j-1}-1} \) as follows:
\[
H^{(j)} = \begin{bmatrix}
0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & & & & & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 \\
1 & 1 & 1 & 1 & \cdots & 1 \\
\alpha_{m-j-1} & \alpha_{m-j-1}^2 & \alpha_{m-j-1}^3 & \alpha_{m-j-1}^4 & \cdots & \alpha_{m-j-1}^{4^{m-j-1}-1}
\end{bmatrix},
\]

where the first \( j \) rows of \( H^{(j)} \) are equal to zero, the \( j + 1 \)th row is all ones and the last \( m-j-1 \) rows are obtained by the sequence representation of \( \alpha_{m-j-1}^\ell \) for \( \ell \in \{1, \ldots, 4^{m-j-1}-1\} \). Note that under this writing, \( \alpha_{4^{m-j-1}-1} \) is the (multiplicative) unit of \( \mathbb{F}_4^{4^{m-j-1}-1} \). Moreover, the \( 1 \) in \( H^{(j)} \) corresponds to the (multiplicative) unit in \( \mathbb{F}_4 \). We now construct a set of matrices \( H^{(j)}, j \in [m-3] \) by removing one column sequence from \( H^{(j)} = (h_1^{(j)}, \ldots, h_{4^{m-j-1}-1}^{(j)}) \). More precisely, let \( \alpha \) be a primitive element in \( \mathbb{F}_4 \), we remove the column from the matrix \( H^{(j)} \) which equals to
\[
\frac{1}{\alpha^3} \cdot \left( \alpha^2 \cdot h_1^{(j)} + \alpha \cdot h_{4^{m-j-1}-1}^{(j+1)} \right),
\]

where we interpret the matrices cyclically so that \( H^{(m-3)} = H^{(0)} \). We denote the resulting matrix as \( H^{(j)} \) which we index as \( H^{(j)} = (h_1^{(j)}, \ldots, h_{4^{m-j-1}-2}^{(j)}) \) for \( j \in [m-3] \). Notice that the sequence in (14) is not equal to the first column of \( H^{(j)} \) (for any \( j \)) since, according to (13) (considering the last \( m-j-1 \) components), we have \( h_1^{(j)} = \alpha_{m-j-1} \) and \( h_1^{(j)} = \alpha_{m-j-1} + \alpha \).
Lemma 10. \(h_1^{(j+1)} = \alpha^3 \cdot 1 + \alpha \cdot \alpha_{m-j} \neq \alpha^3 \cdot \alpha_{m-j-1}\) where the last inequality holds since \(\alpha_{m-j}\) has a different order than \(\alpha^2 (\alpha_{m-j-1} - 1)\). Also note that for \(j \in [m-3]\),

\[
H^{(j)} = (h_1^{(j)}, \ldots, h_{4^m-1-2}^{(j)}) \in \mathbb{F}_4^{4^m-1-2},
\]

where for every \(i \in \{1, \ldots, m-j-2\}\), \(h_i^{(j)}\) is a sequence of length \(m\). Moreover, for \(j_1 \neq j_2 \in [m-3]\), \(H^{(j_1)}\) and \(H^{(j_2)}\) have different sizes. Next, we form the matrix \(H\) where

\[
H = (H^{(0)}, H^{(1)}, \ldots, H^{(m-4)}) \in \mathbb{F}_4^{N 	imes N}
\]

where \(N = 4^{m-4} - 2m + 6\).

The matrix \(H\) satisfies the following properties which are proved in Appendix A:

1) For any non-zero \(z \in \mathbb{F}_4^N\), if \(H \cdot z = 0\), then \(w_H(z) \geq 3\).

2) Suppose \(z \in \mathbb{F}_4^{4^m-1-2}\) and \(w_H(z) = 3\). Then, if \(H^{(j)} \cdot z = 0\), \(r(z) \geq 2\).

3) Let \(\alpha\) be a primitive element for \(\mathbb{F}_4\), for any \(j \in [m-3]\),

\[
\alpha^3 \cdot h_{4^m-1-2}^{(j)} + \alpha \cdot h_1^{(j+1)} \neq \alpha^3 \cdot h_k^{(j)},
\]

where \(k \in \{1, \ldots, m-j-2\}\) and we assume \(h_{1}^{(m-3)} = h_1^{(0)}\).

The code \(C_6 \subseteq \mathbb{F}_4^N\) is defined as

\[
C_6 \triangleq \{ c \in \mathbb{F}_4^N : H \cdot c = 0 \}.
\]

The following theorem uses uses Claim 2 along with Lemma 10 to produce codes with minimum pair-distance six.

Theorem 11. The code \(C_6\) satisfies \(d_p(\Pi(C_6)) \geq 6\).

Proof: From property 1) of the matrix \(H\), we know \(d_H(C) \geq 3\) and so by Claim 2, we have that \(d_p(\Pi(C)) \geq 5\). We proceed by assuming there exists a codeword \(y \in \mathbb{F}_4^N\) where \(w_H(\Pi(y)) = 5\) and we will arrive at a contradiction.

If \(w_H(\Pi(y)) = 5\), then since \(d_H(C) = 3\), we have two possible options. Either \(w_H(\Pi(y)) = 3\) and \(r(\Pi(y)) = 2\), or \(w_H(\Pi(y)) = 4\) and \(r(\Pi(y)) = 1\). We first consider the case in which \(w_H(\Pi(y)) = 4\) and \(r(\Pi(y)) = 1\). Thus, the sequence \(\Pi(y)\) contains \(0111110\) as a subsequence. Under this setup, \(w_H(y) \geq 3\), and so \(y\) contains the substring \(1, \alpha^2, \alpha\). Since the symbols \(1, \alpha, \alpha^2\) appear consecutively in \(y\), it follows that we can invoke property 2) and conclude that \(r(y) \geq 2\).

Now suppose that \(w_H(\Pi(y)) = 3\) and \(r(\Pi(y)) = 2\) and assume that the three non-zero symbols in \(y\) are in positions which multiply only columns in \(H^{(j)}\) for some \(j \in [m-3]\). For instance, if \(j = 1\), this assumption implies that all three non-zero symbols in \(y\) are contained within the first \(4^m-2\) positions of \(y\). Then we have that for some sequence \(v\),

\[
H^{(j)} \cdot v = 0,
\]

where \(H^{(j)}\) contains a row that is all-ones. This implies that the non-zero symbols of \(v\) are \(\alpha, \alpha^2, 1\) and which in turn implies the non-zero symbols of \(y\) are \(\alpha, \alpha^2, 1\). Under the map \(\Pi\), this implies that \(w_H(\Pi(v)) = w_H(\Pi(y)) = 4\). We now would like to apply Property 2). The fact that the conditions are met is proved in Lemma 16 which appears in the appendix. From property 2) of the matrix \(H\), we have \(r(v) = r(y) \geq 2\) which implies \(r(\Pi(v)) = r(\Pi(y)) \geq 2\) and hence \(d_p(\Pi(y)) \geq 6\) and we arrive at a contradiction in this case.

Suppose now that the three non-zero symbols in \(\Pi(y)\) are in positions which multiply columns in different sub-matrices of \(H\). Suppose first that \(y\) contains non-zero components that multiply 3 sub-matrices in \(H\). In other words, we would have

\[
0 = \gamma_1 \cdot h_{k_1}^{(j_1)} + \gamma_2 \cdot h_{k_2}^{(j_2)} + \gamma_3 \cdot h_{k_3}^{(j_3)},
\]

where \(\gamma_1, \gamma_2, \gamma_3 \in \mathbb{F}_4\) and \(|\{j_1, j_2, j_3\}| = 3\). Recall that \(h_{k_i}^{(j)}\) is zero in the first \(j-1\) components and 1 in the \(j\)-th component so that if \(|\{j_1, j_2, j_3\}| = 3\), then (15) cannot hold. Suppose then that \(|\{j_1, j_2, j_3\}| = 2\), and without loss of generality, \(j_1 = j_2\).

By the structure of the sequences \(h_{k_i}^{(j)}\) (in particular, since \(h_{k_2}^{(j_1)}\) has a row which is all-ones), this implies \(\gamma_1 = \gamma_2\) and so if \(r(\Pi(y)) = 2\), then either:

\[
h_{2^m-1-2}^{(j_1)} + \alpha \cdot h_{1}^{(j_1+1)} = h_{k_2}^{(j_1)},
\]

or

\[
h_{2^m-1-2}^{(j_1)} = \alpha \cdot h_{1}^{(j_1+1)} + \alpha \cdot h_{k_2}^{(j_1+1)}.
\]
Note that (17) cannot be satisfied since \( h_{2^{m-1}+2}^{(j_1)} \) has 1 in a position in which both \( \alpha \cdot h_{1}^{(j_1+1)} \) and \( \alpha \cdot h_{k_2}^{(j_1+1)} \) have zero. As a consequence, we are left with (16). However, this contradicts property 3) of \( H \) and so we arrive at a contradiction in this case as well.

We consider the cardinality of the code \( \Pi(C_6) \) and compare it with the previously best known codes. Since \( C_6 \) is a linear code with parity check matrix of dimension \( m, |C_6| = 2^m \). Since \( N = \frac{4^m - 4}{3} - 2m + 6 \) where \( m \leq \log_2(3N + 4^3) \) and since the mapping \( \Pi \) creates codes of length \( 2N \), setting \( n = 2N \) gives:

\[
|C_6| \geq \frac{2^n}{2 + 4^3}.
\]

The best known construction for codes with \( d_p \geq 6 \) requires a binary cyclic code with Hamming distance at least 4 [21]. Hence the cardinality of that code would be at least \( \frac{2^n}{2} \).

**B. Codes with Minimum Pair-Distance Seven**

In this subsection, we turn to the construction of codes with minimum pair-distance seven. Our point of departure for this construction is a known result from [1] on burst-correcting codes. A code will be called a \( b \)-burst-correcting code if it can correct any error pattern which is confined to at most \( b \) consecutive locations. According to [1], it is known that for every even \( m \geq 4 \), there exists a cyclic \( 3 \)-burst-correcting code of length \( 2^m - 1 \) with a generator polynomial of the form \((1 + x + x^2)p(x)\), where \( p(x) \) is a primitive polynomial. The connection between three-burst-correcting codes and symbol-pair codes with minimum pair distance seven is established in the next theorem.

**Theorem 12.** Let \( n = 2^m - 1 \) where \( m \geq 4 \) is an even integer. Then, there exists a binary cyclic code \( C_7 \) of length \( n \) such that \( d_p(C_7) \geq 7 \).

**Proof:** Recall from [1] that there exists a cyclic code \( C_7 \) of length \( 2^m - 1 \) with a generator polynomial of the form 
\((1 + x + x^2)p(x)\) where \( p(x) \) is primitive that can correct a single burst of errors of length at most 3. Since the minimum distance of the code \( C_7 \) is 3, it follows from (5) that any codeword in \( C_7 \) with \( d_H \geq 3 \) has at least two runs in it. Since the code is cyclic, it therefore suffices to show that there does not exist a codeword \( c(x) \in C_7 \) where we can write \( c(x) = B_1(x) + x^\ell B_2(x) \mod x^n - 1 \) for a positive integer \( \ell \) when \((B_1(x), B_2(x)) \in \{(1, 1+x)(1, 1+x+x^2),(1+x,1+x)\}\). The result follows by noting that if, on the contrary, \( c(x) \) could be written as \( c(x) = B_1(x) + x^\ell B_2(x) \mod x^n - 1 \) then the code \( C_7 \) could not correct a burst of errors of length 3. This is due to the fact that a linear code is a 3-burst error correcting code iff every codeword (except the zero codeword) is not the sum of two or less cyclic burst of length at most 3 [1].

For \( n = 2^m - 1 \), let \( C_7 \) be the code constructed according to Theorem 12, so that \( d_p(C) \geq 7 \). Since the degree of a primitive polynomial is \( m \), this implies that the generator polynomial has degree of \( m + 2 \) which in turn implies that
\[
|C_7| = \frac{2^n}{4(1+n)},
\]

since \( m = \log_2(n+1) \). If we were to construct a code with minimum pair distance seven using the result from [21], its minimum Hamming distance will have to be at least five. Hence, by the sphere packing bound, this implies that the cardinality of the resulting code will be at most
\[
\frac{2^n}{1+n + \left(\frac{n}{2}\right)}.
\]

Furthermore, by the sphere packing bound for symbol-pair codes [3], the largest cardinality of a code with minimum pair distance seven is at most \( \frac{2^n}{1+n} \). Therefore, the redundancy of the code \( C_7 \) is roughly at most a single bit from optimality.

**C. Codes with Minimum Pair-Distance Ten**

Now, we turn to constructing codes that have pair-distance 10. We will use the following property of cyclic codes.

**Lemma 13.** (c.f., [14]) Suppose \( C \) is a code with a self-reciprocal generator polynomial. Then the codewords in \( C \) are reversible.

The following lemma will be used to prove our main result.

**Lemma 14.** For a positive integer \( m > 2 \), let \( g(x) \in \mathbb{F}_2[x] \) be a generator polynomial for a cyclic code \( C \subseteq \mathbb{F}_2^{2^m-1} \) with roots \( \{\alpha, \alpha^{-1}\} \subseteq \mathbb{F}_{2^m} \) where \( \alpha \) is a primitive element of \( \mathbb{F}_{2^m} \). Then \( d_H(C) \geq 4 \).

**Proof:** Since \( g(x) \) has the primitive element \( \alpha \) as a root, \( d_H(C) \geq 3 \) from the BCH bound [16]. Suppose, on the contrary, that \( d_H(C) = 3 \). Then there exists a codeword \( c(x) \in C \) where \( c(x) = 1 + x^i + x^j \) for \( j > i \). Since \( g(x) \) is self-reciprocal
we know from Lemma 13 that the codewords in $C$ are reversible, and so there exists a codeword $c'(x) = 1 + x^{l-i} + x^l$. But then $c(x) + c'(x) = x^i + x^{l-i} \in C$, which is a contradiction since $d_H(C) \geq 3$.

Using the previous lemma, we can now prove the main result of this section.

**Theorem 15.** For a positive integer $m > 2$, let $g(x) \in F_2[x]$ be a generator polynomial for a cyclic code $C_{10} \subseteq F_2^{2m-1}$ with roots $\{\alpha^{-1}, \alpha^0, \alpha^1\} \subset F_{2^m}$ where $\alpha$ is a primitive element of $F_{2^m}$, then $d_H(C_{10}) \geq 10$.

**Proof:** Let $n = 2^m - 1$. From the BCH bound [16] we obtain $d_H(C_{10}) \geq 6$ (note that if $\alpha (\alpha^{-1})$ is a root of the generator polynomial then also all of its conjugates which include $\alpha^2$ ($\alpha^{-2}$)). Hence, $d_H(C_{10}) \geq 9$ from (5). Suppose, on the contrary that $d_H(C_{10}) = 9$ and let $c(x) \in C_{10}$ be a codeword in $C_{10}$ with pair-weight 9. Then, there are three possibilities to consider. Either a) $c(x)$ is comprised of 3 runs each of length 2, or b) $c(x)$ is comprised of 3 runs where there is a run of length 1, 2, and 3 in $c(x)$, or c) $c(x)$ is comprised of 3 runs where there are 2 runs of length 1 and one run of length 4.

We first consider case a) so assume $c(x)$ is comprised of 3 runs each of length 2. Then we can write $c(x) = (1 + x)(1 + x^i + x^l)$ for $i \geq 3$ and $j - i \geq 3$. Since $g(x)$ is the generator polynomial for $C_{10}$, $g(x)|c(x)$ and so

$$(1 + x)(1 + x^i + x^l) = q(x) \cdot (x + \alpha^{-1}) \cdot (x + 1) \cdot (x + \alpha) \mod x^n + 1$$

where $q(x) \in F_2[x]$. This implies $(x + \alpha) \cdot (x + \alpha^{-1})(1 + x^i + x^l)$ which is a contradiction since from Lemma 14, a code with a generator polynomial $(x + \alpha) \cdot (x + \alpha^{-1})$ has minimum Hamming distance at least 4.

Assume case b) holds and that $c(x) = 1 + x + x^2 + x^i + x^l + x^{i-1} \not\in C$ where $i \geq 4$ and $j - i \geq 2$. Then, the reverse of $c(x)$, $c'(x) = 1 + x + x^{l-i-1} + x^{l-i} + x^l + x^{i-1} \in C$. However, then $c(x) + c'(x) \in C_{10}$ where $c(x) + c'(x) = x^2 + x^l + x^{i-1} + x^{l-i} + x^{i-1}$ which is a contradiction since $d_H(C_{10}) \geq 6$.

In the previous paragraph we showed that $C_{10}$ does not contain any codewords of weight 6 where the first run has length 3 the next run has length 1 and the last run has length 2. Denote the set of sequences of Hamming weight 6 and length $n$ where the first run has length 3 the next run has length 1 and the last run has length 2 as $V(3, 1, 2)$. In particular, we showed in the previous paragraph that $V(3, 1, 2) \cap C_{10} = \emptyset$ and also that $V(2, 1, 3) \cap C_{10} = \emptyset$. Since the code $C_{10}$ is cyclic, we can also conclude that $V(1, 2, 3) \cap C_{10} = \emptyset$ and $V(2, 3, 1) \cap C_{10} = \emptyset$ from the fact that $V(3, 1, 2) \cap C_{10} = \emptyset$ and also that $V(1, 3, 2) \cap C_{10} = \emptyset$, $V(3, 2, 1) \cap C_{10} = \emptyset$ from $V(2, 1, 3) \cap C_{10} = \emptyset$. Thus, $C_{10}$ cannot contain any codewords of weight 6 comprised of runs of length 1, 2, and 3.

Assume case c) holds and $c(x) = 1 + x^i + x^{i+1} + x^{i+2} + x^{i+3} + x^l \in C_{10}$ where $i \geq 3$ and $j - i \geq 5$. Since the codewords of $C_{10}$ are reversible we know $c'(x) = 1 + x^{l-i-3} + x^{l-i-2} + x^{l-i-1} + x^{l-i} + x^l \in C_{10}$. However, then $c(x) + c'(x) = x^i + x^{i+1} + x^{i+2} + x^{i+3} + x^{l-i-3} + x^{l-i-2} + x^{l-i-1} + x^{l-i} \in C_{10}$ which is a contradiction since any codeword in $C_{10}$ has at least 3 runs from Lemma 2. Using similar logic as the previous paragraph, it can be shown that since $C_{10}$ is a linear, cyclic code with reversible codewords case c) cannot hold.

In order to evaluate the redundancy of the code, we note that since $\alpha$ and $\alpha^{-1}$ are primitive, the degree of the generator polynomial is $2m + 1$. Since $m = \log_2(n + 1)$ we obtain that the size of the code from Theorem 15 is $2^{2m}$, that is, its redundancy is $2 \log_2(n + 1)$. This follows since $\alpha (\alpha^{-1})$ is primitive and hence it corresponds to a polynomial of degree $m$. This implies that the degree of the generator polynomial of the code $C_{10}$ is $2m + 1$. Note that the best known construction requires the Hamming distance of the code to be at least seven and thus its redundancy is approximately $3 \log_2(n)$ [21]. Lastly, according to the sphere packing bound or Theorem 5, the minimum redundancy of a code with minimum pair distance ten is at least $2 \log_2(n + 1) + c$, for some constant $c$. Hence, the redundancy of the code $C_{10}$ is at most a fixed number of bits away from optimality.

**V. Conclusion**

In this work we studied symbol-pair codes for the symbol-pair read channel. First we derived new upper bounds on the code cardinalities. Our new bounds improved upon the best known bound which was based on the sphere packing bound [3]. The new bounds are adaptations of the Johnson bound and the linear programming bound to the symbol-pair read channel. We then showed how to improve the codes from [21] when the minimum pair distance is six, seven, and ten. Our constructions are almost optimal in the sense that the redundancy of our code constructions is at most a constant number of bits away from the lower bound on the redundancy.

**APPENDIX A**

**Proof of Lemma 10**

Before proving Lemma 10 we highlight a property of the matrices $H^{(l)}$ which will be useful later. For a sequence $z \in F_4^l$ let $l(z)$ denote the minimum length between the first and the last non-zero symbol in $z$, considered cyclically. For instance if $z = (0, 1, \alpha, 0, 0, \alpha^2, 0, 0, 0, 0, 0) \in F_4^{12}$, then $l(z) = \min \{5, 10, 12\} = 5$ since the the minimum is obtained when considering the first non-zero symbol in $z$ to be in position 1 and the last non-zero symbol is in position 5. Note that taking $z'$
Lemma 16. For a non-zero \( z \in \mathbb{F}_4^{m-1} \), if \( H^{(j)} \cdot z = 0 \), then \( l(z) \geq 5 \) and \( w_H(z) \geq 3 \).

Proof: The proof follows by noting that \( H^{(j)} \) is a parity check matrix for a cyclic code. This code has \( m - j - 1 \) length codewords over \( \mathbb{F}_4 \). Note also that the minimum distance of the code is 3 since every two columns are linearly independent thanks to the row of ones and since \( \alpha^{m-1} \) is primitive. We also have that the degree of the generator polynomial for the code is at least \( m - j - 1 \). Therefore, any codeword polynomial has degree at least 4 which implies \( l(x) \geq 5 \) for any codeword \( x \).

From Lemma 16 and noting that \( H^{(j)} \) is the result of removing a single column from \( H_{H}^{(j)} \), we can prove Lemma 10

Proof of Lemma 10:

1) By the construction of \( H \), it is clear that \( H \) has a stairs-like shape. First, it is clear that \( w_H(z) \neq 1 \). Assume \( w_H(z) = 2 \) and note that if \( H \cdot z = 0 \) then \( z \) must have 2 non-zero elements in positions which correspond to a specific matrix \( H^{(j)} \) for some \( j \in [m-3] \). This is because each matrix \( H^{(j)} \) has a row of ones. Moreover, those non-zero elements in \( z \) must be equal. Since the next lines contain powers of a primitive element, it results in \( H \cdot z \neq 0 \). Hence, \( w_H(z) \geq 3 \).

2) This is a direct consequence of Lemma 16. Since \( z' \) is such that \( H^{(j)} z = 0 \) then \( l(z') \geq 5 \). This means that if \( H^{(j)} z = 0 \) then \( l(z) \geq 4 \) hence \( w_H(z) \geq 3 \) implies \( r(z) \geq 2 \).

3) This property follows directly from the construction of the matrix \( H \).
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