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CHAPTER 1

The Basic Equations of Nonlinear Filtering

1. Introduction

This paper is concerned with the variational and geometrical interpretation of nonlinear filtering using stochastic control and Lie-theoretic ideas. The origin of these ideas can be traced back to the work of Whiyeley [1965].

There are two essentially different approaches to the nonlinear filtering problem. The first is based on the important ideas of innovations processes, originally introduced by Bode and Shannon and Kolmogoroff in the context of Wiener filtering problems and later developed by Kalat and his students in the late sixties for non-linear filtering problems. This approach reaches its culmination in the seminal paper of Fujishiki-Kallianpur-Kunita [1972]. A detailed account of this approach is now available in book form of Lipcer-Shiryaev [1977] and Kallianpur [1980]. The second approach can be traced back to the doctoral dissertation of Mortensen [1966], Duncan [1967] and the important paper of Oikawa [1969]. In this approach attention is focused on the unnormalized conditional density equation, which is a nonlinear partial stochastic differential equation, and it derives its inspiration from function space integration as originally introduced by Kac [1951] and Rey [1954]. Mathematically, this view is closely connected to the path integral formulation of Quantum Physics due to Feynman [1965]. For an exposition of this analogy see Mitter [1980, 1981].

The relationships between non-linear filtering and stochastic control is obtained by considering the pathwise equations of non-linear filtering and via an exponential transformation giving it a stochastic control interpretation (cf. Fleming-Mitter [1982]).

2. Formulation of the Nonlinear Filtering Problem

To simplify the exposition we shall discuss the situation where the observation y is scalar.

Let \((\Omega, F, \mathbb{P})\) be a complete probability space and let \(F_t, t \in [0,T]\) be an increasing family of sub-\(\sigma\)-fields of \(F\). Consider the observation process

\[
y(t) = \int_0^t h(x(s)) \, ds + \xi(t)
\]

where \(\xi(t)\) is an \(F_t\)-adapted Wiener process and \(x(s)\), the state process is an \(n\)-dimensional \(F_t\)-adapted process and satisfies the stochastic differential equation

\[
\left\{
\begin{array}{l}
x(t) = b(x(t)) \, dt + \sigma(x(t)) \, dw(t),
x(0) = x
\end{array}
\right.
\]

where \(w(t)\) is an \(n\)-dimensional Wiener process which is independent of \(\xi(t)\). We shall make the assumption

\[
E \int_0^T |h(x_s)|^2 \, ds < \infty \quad \forall \, t \in [0,T]
\]

and we make the following further assumptions on \(b\) and \(h\).

\[
b \in C^1_b(\mathbb{R}^n; \mathbb{R}^n), \quad h \in C^1_b(\mathbb{R}^n, \mathbb{R})
\]

Let \(a(x) = \varphi(x) \, \sigma(x)\); assume there exists \(\lambda_1, \lambda_2 > 0\) such that

\[
\|h(x)\|_1 = \lambda_1 \|x\|_1, \quad \lambda_2 \|x\|_1 < \lambda_1 \|x\|_1, \quad \forall \, x \in \mathbb{R}^n
\]

\(h\) is a polynomial of degree \(m\), such that \(h = h_1 + h_2\), where

\(h_1\) is a homogeneous polynomial of degree \(m\) such that

\[
\lim_{|x| \to \infty} \frac{|h_1(x)|}{|x|^m} = \infty
\]

\(h_2\) is of degree \(< m\).

The assumptions on \(a\) and \(b\) could be relaxed.

Let \(P_t = \{P(y(s), \mathbb{Q}(x,s))\}\) and let \(\Pi(t,\xi,\omega)\) denote the conditional distribution of \(x(t)\) given \(P_{\xi[s]}\):

\[
\Pi(t,\xi,\omega) = P(x(t) \in \omega | P_{\xi[s]}(\omega))
\]

The problem of nonlinear filtering is the characterization of \(\Pi(t,\xi,\omega)\).

3. The Basic Equations of Nonlinear Filtering

In this section we describe the basic equations of non-linear filtering and discuss our basic point of view towards non-linear filtering. For a derivation of these equations see the lectures of Kunita, this volume.

Let \(s \in C^2_b(\mathbb{R}^n)\) and denote by

\[
[(\Pi(t), \xi)] = \int_\mathbb{R}^n \delta(x) \Pi(t,\xi,\omega)
\]

Then \(\Pi(t)\) satisfies the non-linear stochastic partial differential equation (Kushner-Stratonovitsch Equation)

\[
\frac{\partial \Pi(t,\xi)}{\partial t} = \{L(\Pi(s), \xi) + \int_0^t \Pi(s) \Pi(\xi,\omega) d\theta(s) - \Pi(s) \Pi(\xi,\omega) d\xi(s) - \Pi(s) \Pi(\xi,\omega) d\xi(s)
\]

where \(L\) is the generator of the diffusion process given by (2.2).

\[
L = \frac{1}{2} \sum_{i,j=1}^n \sigma_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + b(x) \frac{\partial}{\partial x}
\]

\[
\xi(t) = (\xi_1(t), \ldots, \xi_n(t)), \quad \xi(t)(x) = \sum_{i,j=1}^n \sigma_{ij}(x) \xi_i(t) \xi_j(t)
\]
We think of the filter as a dynamical system and we think of equation (3.2) as the input-output equation of the filter, the input being the observations \( y(t) \) and the output the conditional distribution \( P(t) \).

Let \( \rho(t,x,Z) \) be a continuous stochastic process with values in the set of finite positive measures on \( \mathbb{R} \). Denote by
\[
(\rho(t),z) = \int \rho(x) \rho(t,dx, dz) \tag{3.1}
\]
Consider the equation
\[
(\rho(t),z) = (\rho(0),z) + \int_0^t (\rho(s),1)+ \int_0^t (\rho(s), h(s)) dy_s \tag{3.4}
\]
This is the weak form of the Zakai equation.

Now it can be proved:

If \( \rho(t) \) is a solution of (3.3) then
\[
(\rho(t),z) = \frac{(\rho(t),z)}{(\rho(t),1)} \tag{3.2}
\]
is a solution of equation (3.2).

Moreover, we have the Feynman-Kac formula
\[
(\rho(t),z) = E[1(x(t)) \exp(\int_0^t h(x(s))^2 ds - \frac{1}{2} \int_0^t h(x(s))^2 ds)] \tag{3.5}
\]
For later use we shall consider the weak form of the Zakai equation in Stratonovich form:
\[
(\rho(t),z) = (\rho(0),z) + \int_0^t (\rho(s), 1 - \frac{1}{2} \sigma^2) dz + \int_0^t (\rho(s), h(s)) dy_s \tag{3.6}
\]
where \( \cdot \) denotes the Stratonovich differential.

If \( \rho(t,x,Z) \) has a smooth density \( \rho(t,x) \) then \( \rho(t,x) \) satisfies the Zakai equation:
\[
\frac{d}{dt} \rho(t,x) = \left( r + \frac{1}{2} \sigma^2 \right) \rho(t,x) dt + \rho(t,x) h(t) \cdot dy(t) \tag{3.7}
\]
where \( \cdot \) denotes formal adjoint.

\( \rho(t,x) \) has the interpretation of an unnormalized conditional density and is to be thought of as the "state" of the filter.

To compute "conditional statistics" corresponding to \( \phi = \mathbb{I}_B(x) \), we need the state-output equation
\[
\Phi(x(t)) = \int_0^t \Phi(x) \rho(t,x) dx \tag{3.8}
\]

The fundamental problem of non-linear filtering is the "invariant" study of equation (3.7). The analytic difficulty of this problem stems from the following:

1. In most interesting situations the operator \( x \mapsto h(x) \) is unbounded.
2. The paths of the \( y \)-process are only Holder continuous of exponent \( < \frac{1}{2} \).

4. Pathwise Non-Linear Filtering

The ideas of this section are due to Clark [1978], Davis [1980] and Mitter [1980]. There is as yet no theory of non-linear filtering where the observations are:
\[
y(t) = h(x(t)) + \eta(t) \tag{4.1}
\]
where \( \eta(t) \) is physical wide-band noise and hence smooth. Define \( \gamma(t) = Y(t) \) and \( \eta(t) = Y(t) \) where \( \cdot \) denotes differentiation. Then (4.1) can be written as:
\[
\gamma(t) = h(x(t)) + \eta(t) \tag{4.2}
\]
\[
\eta(t) = \int_0^t h(x(t)) dt + \int_0^t dY(t) \tag{4.3}
\]
Equation (4.3) is a mathematical model of the physical observation (4.1) where the wide band noise \( \gamma(t) \) has been approximated as "white noise" \( \gamma(t) \) and hence \( \eta(t) \) is a Wiener process.

Now, if we wish to compute
\[
\mathbb{E}[\gamma(x(t))|\gamma^*] \tag{4.4}
\]
then this filter does not accept the physical observation \( y \). The idea is to at least construct a suitable version of the conditional expectation so that the performance of the filter as measured by the mean-square error remains close when the physical observation \( y \) is replaced by the mathematical model of the observation.

This is most easily done by eliminating the stochastic integral in (3.7) by a suitable transformation (gauge transformation in the language of physicists).

Define \( q(t,x) \) by
\[
q(t,x) = \exp(h(x) y(t) q(t,x) \tag{4.5}
\]
Then \( q(t,x) \) satisfies the parabolic partial differential equation
\[
\frac{\partial q}{\partial t} = \Delta q + \gamma^2 q \tag{4.6}
\]
Equation (4.5) is the pathwise non-linear filtering equation and should be solved for each observation path \( y \) (which can be taken to be physical observation).

In this paper we shall prove that under certain assumptions, from the solution of the pathwise filtering equations, we can construct a measure which coincides with the measure given by the Feynman-Kac formula for \( \rho(t,x) \), namely (3.5). This will be done using direct methods due to Sheu [1982] and using stochastic control ideas due Fleming-Mitter [1982].

We first write down equation (4.5) explicitly as
\[ q_k = \frac{1}{2} \text{tr} a(x) b_{k+1} + g^\gamma(x,t) \cdot b_{k+1} + \nabla^2(x,t) q \]

(4.6)

\[ q(0,x) = p^0(x), \text{ the density of } x(0), \text{ where} \]

\[
\begin{cases}
q^j &= \frac{1}{2} \text{tr} a(x) b_{k+1} + q^j \cdot b_{k+1} + \nabla^2(x,t) q, \\
q^j &= \frac{1}{2} \text{tr} a(x) b_{k+1} + q^j \cdot b_{k+1} + \nabla^2(x,t) q, \\
\sigma^j &= \frac{1}{2} \text{tr} a(x) b_{k+1} + q^j \cdot b_{k+1} + \nabla^2(x,t) q.
\end{cases}
\]

(4.7)

5. Estimates for Parabolic Equations

Consider the linear parabolic equation

\[
\begin{align*}
\left\{ 
\begin{array}{l}
p_t = \frac{1}{2} \text{tr} a(x) p_{xx} + q(x,t) p_x + V(x,t) p, \\
p(0,x) = -p^0(x) \in C_b(\mathbb{R}^d).
\end{array}
\right.
\end{align*}
\]

(5.1)

We assume

\[ a_{i,j} \in C_b^{(n)} \text{ and there exist constants } \lambda_1, \lambda_2 > 0 \text{ such that} \]

\[ \lambda_1 |E|^2 \leq \sum_{i,j=1}^n a_{i,j} E_i E_j \leq \lambda_2 |E|^2, \quad \forall \xi \in \mathbb{R}^d \]

(5.2)

There exists \( \bar{V} \in C_b^{(n)}(\mathbb{R}^d), \bar{V} > 0 \) such that

\[ |
\begin{align*}
\bar{V} \eta \|, & \| g \|, \| g \|_1 \| = 0 \text{ as } |x| \to \infty \\
\| \bar{V} \|_1 & = 0 \text{ (5.3)}
\end{align*}
\]

There exists \( \bar{V} \in C_b^{(n)}(\mathbb{R}^d), \bar{V} > 0 \) such that

\[ |V(x,t)|^2 + C_1 V(x,t) + C_2 < \infty, \quad t \in [0,T], \]

(5.4)

Consider the stochastic differential equation

\[
\begin{align*}
\dot{x}(t) &= \sigma(x(t)) \dot{w}(t) \\
x(0) &= x,
\end{align*}
\]

(5.5)

where \( \sigma = \omega^{1/2} \) and \( w \) is brownian motion. Then

Theorem 5.1 (Existence)

The solution of equation (5.1) has the probabilistic representation

\[
p(t,x) = \mathbb{E}_x[p^0(x(t)) \exp\left(\int_0^t g(x(s)) \cdot d\omega(s) - \frac{1}{2} \int_0^t |g|^2 ds\right),
\]

(5.6)

where \( \mathbb{E}_x \) denotes expectation with respect to the measure on the path space of \( x(.) \).

Moreover, \( p(t,x) \in C^1 \) for \( t > 0 \) and it is a classical solution of (5.1).

Proof: If \( q \) is bounded and \( V \) is bounded below (5.3) is a classical result. It is obtained by using the Girsanov transformation and the Feynman-Kac formula (cf. Simon (1979)). For \( g \) and \( V \) satisfying the hypotheses of this section, it is still valid using an approximation argument on \( g \) and \( V \) (for example, approximating by \( C_b \) functions).

The probabilistic representation is then used to obtain a weak solution for (5.1) and then a classical regularity result shows that the probabilistic solution gives a \( C^1 \)-solution of (5.1).

We now need the following probabilistic estimates:

Lemma 5.2 (Sheu (1982))

\[ \forall k > 0, \forall t > 0 \text{ there exists a constant } C \text{ such that} \]

\[ \mathbb{E}_x[\exp(-t \bar{V}(x))] \leq C \exp(-tk \bar{V}(x)), \quad \forall t \in [0,T]. \]

(5.7)

Lemma 5.3 (Sheu (1982))

\[ \forall k > 0, \forall t > 0 \text{ there exists a constant } C \text{ such that} \]

\[ \mathbb{E}_x[\exp(-t \bar{V}(x))] \leq C \exp(-tk \bar{V}(x)). \]

(5.8)

Theorem 5.3 (Sheu (1982)). If \( \bar{V} \in C_b^{(n)} \), then we have the estimates:

\[ \forall k > 0, \forall t \in [0,T], \exists C \text{ such that} \]

\[ |p(t,x)|^2 + |p_x(t,x)|^2 + |p_{xx}(t,x)|^2 \leq C \exp(-k \bar{V}(x)). \]

(5.9)

Proof (Sketch)

Let \( \mathcal{E}(t) = \exp\left(\int_0^t g(x(s)) \cdot d\omega(s) - \frac{1}{2} \int_0^t |g|^2 ds\right) \) and

\[ m(t) = \mathbb{E}_x[\exp\left(\int_0^t V(x(s)) ds\right)]. \]

From the Itô differential rule and the Feynman-Kac formula (5.3), we obtain

\[ d(p^0(x(t))m(t)) = m(t)\frac{1}{2} \text{tr} a(x(t)) p_{xx}(x(t)) + V(x(t)) p_x(x(t)) \cdot dt \]

(5.10)

where \( m(t) \) is the solution of the stochastic differential equation

\[ \dot{m}(t) = \frac{1}{2} m(t) \text{tr} a(x(t)) p_{xx}(x(t)) + V(x(t)) p_x(x(t)) \cdot d\omega(t) \]

(5.11)
\[ p(t,x) = p^0(x) + \int_0^t K_t[x_1(t)]\, dt \]  
\[ p_{\xi}(t,x) = \sum_k K_t[x_\xi(t)] \] 

(5.8)

Now the estimates on \( p \) and \( p_{\xi} \) are obtained by applying the probabilistic estimates (5.4), (5.5) to (5.7) and (5.6).  

The last estimate is obtained by obtaining an expression \( p_{\xi} \) from (5.8), replacing \( g \) and \( V \) by approximations \( g' \) and \( \tilde{V} \) \( \in C^\infty \) and applying the probabilistic estimates (5.4), (5.5) and taking the limits in \( n \).

6. **Uniqueness of the Weak Zakai Equation**

Consider the Zakai equation (3.4) and define a measure \( \gamma^y(t) \) by

\[ \gamma^y(t) = (p^0(t), \exp(-y(t)) \Phi), \quad \forall \Phi \in C_0^\infty(\mathbb{R}^n). \]  

(6.1)

Then \( \gamma^y(t) \) satisfies

\[ \gamma^y(t) = (\gamma^y(0), \Phi) + \int_0^t (\gamma^y(s), [L^Y + \Phi^Y]) \, ds \] 

(6.2)

where \( L^Y \) and \( \Phi^Y \) are given by (4.5).

**Theorem 6.1** [Shoe, 1982]

Let \( \gamma(t) \) be the solution of

\[ \frac{d}{dt} \gamma(t) = (\gamma(t), L^Y \Phi), \quad \forall \Phi \in C_0^\infty(\mathbb{R}^n) \] 

(6.3)

with \( \gamma(0) \geq 0 \) and \( \gamma(t), \exp(y(t)\Phi) \) bounded on bounded intervals with a continuous \( y \) fixed.

For \( \Phi \in C_0^\infty(\mathbb{R}^n) \) let \( \psi(s) \) be the solution of the backward equation

\[ \begin{cases} 
\frac{d\psi}{ds}(s) + \tilde{Y} \psi(s) = 0 & s < t \\
\psi(t) = \tilde{\psi} 
\end{cases} \] 

(6.4)

Then \( \psi(s), \psi'(s) = \text{constant on } [0,t] \) and \( \psi(s), \psi' \) is uniformly bounded on intervals \( [s, t], 0 \leq s \leq t \).

**Sketch of Proof.**

If we define \( \tilde{\psi}(s) = \tilde{\psi}(t-s) \) then we can apply the estimates of Theorem (5.2) to obtain

\[ |\tilde{\psi}(s,x)|, |\tilde{\psi}'(s,x)|, |\tilde{\psi}''(s,x)| \leq C \exp(-k|\tilde{\psi}(t,x)|) \]

for \( s \in [0,t], k > 0 \), \( C \) depending on \( \delta \). By an approximation argument equation (6.3) holds for all \( \Phi \) satisfying
variable of integration. Let us consider possible trajectories which arrive at state \( x \) at time \( t \). Introduce the function

\[
V(x, t) = \frac{1}{2}[f(x(t), t) - a]^2 + \frac{1}{2} \int_{t_0}^{t} [y(t) - h(x(t), t)]^2 dt. 
\]

(1.7)

Given the measurement record \( y(t), t_0 < t < T \), \( V(x, t) \) is the numerical value of the penalty assigned by our least squares rationale for estimating the value \( x \) as the state at time \( t \). Direct differentiation reveals that \( V(x, t) \) obeys the partial differential equation

\[
\frac{3}{2} \frac{\partial}{\partial t} V(x, t) + f(x, t) \frac{\partial}{\partial x} V(x, t) = \frac{1}{2} [y(t) - h(x, t)]^2. 
\]

(1.8)

This suggests that we define the Hamiltonian function

\[
H(x, p, t) = pf(x, t) - \frac{1}{2} [y(t) - h(x, t)]^2. 
\]

(1.9)

We may then make the interpretation that \( V(x, t) \) satisfies the Hamilton-Jacobi equation

\[
\frac{3}{2} \frac{\partial}{\partial t} V(x, t) + H(x, \frac{\partial}{\partial x} V(x, t), t) = 0. 
\]

(1.10)

The boundary condition on (1.10) is, from (1.7),

\[
V(x, t_f) = \frac{1}{2} [x - a]^2. 
\]

(1.11)

Now define the modal trajectory estimate \( \hat{x}(t) \) as the root of the equation

\[
\frac{3}{2} \frac{\partial}{\partial t} \hat{x}(t) = 0. 
\]

(1.12)

Computing \( \frac{3}{2} \frac{\partial}{\partial t} \hat{x}(t) \) we get:

\[
\frac{3}{2} \frac{\partial}{\partial t} \hat{x}(t) = \frac{3}{2} H_x(x, \hat{x}(t), t) \frac{\partial}{\partial x} \hat{x}(t) + \frac{1}{2} \frac{3}{2} H_{xx}(x, \hat{x}(t), t) \frac{\partial^2}{\partial x^2} \hat{x}(t) = 0. 
\]

(1.13)

where \( \tau_2(t) \) is defined as

\[
\tau_2(t) = \frac{3}{2} \frac{\partial}{\partial x} \hat{x}(t) = \frac{3}{2} \frac{\partial}{\partial x} \hat{x}(t). 
\]

(1.14)

Substituting (1.9) into (1.13), the modal trajectory filter is explicitly

\[
\frac{3}{2} \frac{\partial}{\partial t} \hat{x}(t) = f(\hat{x}(t), t) + \frac{1}{2} \frac{3}{2} h_x(\hat{x}(t), t) [y(t) - h(\hat{x}(t), t)] 
\]

(1.15)

where \( h_x = \frac{3}{2} h_x \). Here it is assumed that \( \frac{3}{2} h_x \) is invertible at \( \hat{x}(t) \), \( \forall t \).

We now seek a differential equation for computing \( \tau_2(t) \). A standard computation shows that this equation is

\[
\tau_2(t) = 0. 
\]

(1.16)

We now use Hamilton-Jacobi theory. To do this, we replace the fixed endpoint time \( T \) in (1.5) with current time \( t \), and we use a dummy time variable \( \tau \) as the
\[
\frac{dt_1}{dt} = \frac{\partial}{\partial x} \left[ \frac{3}{2} H(x, t_1) \right]_{x = \bar{x}(t)} - \left( \frac{3}{2} H(x, t_1) + 2 \frac{\partial H(x, t_1)}{\partial x} \frac{\partial^2 H(x, t_1)}{\partial x^2} \right)_{x = \bar{x}(t), p = 0}.
\]
\[
(1.16)
\]

In (1.16), \( t_1(t) \) is defined as
\[
\tau_3(t) = \frac{3}{2} V(x(t), t), \quad x = \bar{x}(t).
\]
\[
(1.17)
\]

However, this approach has the drawback that the equation for \( t_1(t) \) involves \( t_k(t) \) and hence we are led to an infinite set of coupled equations.

We now show how these ideas have a natural and rigorous interpretation based on the relation between linear parabolic equations and Bellman-Hamilton-Jacobi equations which is based on a logarithmic transformation, well known in the physics literature. The results in the next section are taken from Fleming-Mitter (1982).

2. The logarithmic transformation. Let us consider a linear parabolic partial differential equation of the form
\[
P_c = \frac{1}{2} \text{tr} A(x) D_x^2 + g(x, t) \cdot D_x + V(x, t)p, \quad t > 0.
\]
\[
p(x, 0) = p^{(0)}(x).
\]
\[
(2.1)
\]

By solution \( p(x, t) \) to (2.1) we mean a "classical" solution \( p \in C^2 \), i.e., with
\[
P_{x_i} + P_{x_j} \quad (i, j = 1, \ldots, n).
\]

If \( p \) is a positive solution to (2.1), then \( X = -\log p \) satisfies the nonlinear parabolic equation
\[
\frac{dX}{dt} = \frac{1}{2} \text{tr} A(x) D_x^2 + H(x, t, X), \quad t > 0.
\]
\[
(2.2)
\]
\[
S(x, 0) = S^0(x) = -\log p^{(0)}(x),
\]
\[
H(x, t, X) = g(x, t) \cdot X + \frac{1}{2} \frac{\partial^2 H(x, t)}{\partial x^2} X^2 - V(x, t).
\]

Conversely, if \( S(x, t) \) is a solution to (2.2), then \( p = \exp(-S) \) is a solution to (2.1).

This logarithmic transformation is well known. For example, if \( g = V = 0 \), then it changes the heat equation into Burger's equation.

We consider \( 0 < t < t_1 \) with \( t_1 \) fixed but arbitrary. Let \( Q = \mathbb{R}^N \times [0, t_1] \). We say that a function \( \phi \) with domain \( Q \) is a class \( \mathcal{C} \) if \( \phi \) is continuous and, for every compact \( K \in \mathbb{R}^N \), \( \phi(t, x) \) satisfies a uniform Lipschitz condition on \( K \) for \( 0 \leq t \leq t_1 \). We say that \( \phi \) satisfies a polynomial growth condition of degree \( r \), and write \( \phi \in \mathcal{C}_r \), if there exists \( M \) such that
\[
(\phi(x,t)) \leq M(1+|x|^r), \quad \text{all } (x, t) \in Q.
\]

Throughout this section and its following assumptions are made. Somewhat different assumptions are made in §4, 5 as needed. We assume:
\[
\phi, \phi^{-1} \text{ are bounded, Lipschitz functions on } \mathbb{R}^N.
\]
\[
(2.3)
\]

For some \( m > 0 \)
\[
\phi \in \mathcal{C}^m, \quad \psi \in \mathcal{C}^m_{2m}.
\]
\[
(2.4)
\]

For some \( L > 0 \)
\[
S^0 \in C^L \cap \mathcal{C}_L.
\]
\[
(2.5)
\]

For some \( \mu > 0 \)
\[
V(x, t) \leq \mu (1 + |x|^2).
\]
\[
(2.6)
\]

We introduce the following stochastic control problem, for which (2.2) is the dynamic programming equation. The process \( f(t) \) being controlled is \( n \)-dimensional and satisfies
\[
df = y(8(t); y) dt + 8(8(t); y) dw, \quad 0 \leq t \leq T, \quad f(0) = x.
\]
\[
(2.7)
\]

The control is feedback, \( \mathbb{R}^n \)-valued:
\[
u(t) = y(8(t), t).
\]
\[
(2.8)
\]

Thus, the control \( y \) is just the drift coefficient in (2.7). We admit any \( y \) of class \( \mathcal{C}^2 \). Note that \( y \in \mathcal{C}^2 \) implies at most linear growth of \( |y(x, t)| \) as \( |x| \to \infty \). For every admissible \( y \), equation (2.7) has a pathwise unique solution \( \xi \) such that \( E(|\xi|^2) < \infty \) for every \( r > 0 \). Here \( || \cdot ||_L \) is the usual norm on \([0, t]\).

Let
\[
L(x, t, u, \xi) = \frac{1}{2}(\text{tr}(x, u) - \text{tr}(x)) - V(x, t), \quad t > 0.
\]
\[
(2.9)
\]

For \( x(t), u(t) \in \mathbb{R}^n \) and \( y(t) \) admissible, let
\[
J(x, t, u) = E \left[ \int_{0}^{T} L(x, t, u(t)) dt \right] + S^0(8(T; x, t)).
\]
\[
(2.10)
\]

The polynomial growth conditions in (2.4), (2.5) imply finiteness of \( J \). The stochastic control problem is to find \( y^{(0)} \) minimizing \( J(x, t, y) \). Under the above assumptions, we cannot claim that an admissible \( y^{(0)} \) exists minimizing \( J(x, t, y) \). However, we recall the following result, which is a rather easy consequence of the lte differential rule.

Verification Theorem. Let \( \xi \) be a solution to (2.2) of class \( C^{1,1} \), with \( S(x, t) = \phi(\xi) \). Then
(a) \( S(x,t) \leq J(x,t; u) \) for all admissible \( u \).

(b) If \( u^{EP} = g - a_x \) is admissible, then \( S(x,t) = J(x,t; u^{EP}) \).

In §4 we use (a) to get upper estimates for \( S(x,t) \), by choosing judiciously comparison controls. For \( u^{EP} \) to be admissible, in the sense we have defined admissibility, \( a_x \) can grow at most linearly with \( |x| \); hence \( S(x,t) \) can grow at most quadratically. By enlarging the class of admissible controls to include certain \( u \) with faster growth as \( |x| \to \infty \) one could generalize (b). However, we shall not do so here, since only part (a) will be used in §3 to get an estimate for \( u \).

In §4 we consider the existence of a solution \( S \) with the polynomial growth condition required in the Verification Theorem.

Other control problems. There are other stochastic control problems for which (2.2) is also the dynamic programming equation. One choice, which is appealing conceptually, is to require instead of (2.7) that \( L(t) \) satisfy

\[
4E = \left\{ \begin{array}{ll}
\alpha \mathbb{E}[g(t), t] + \beta \mathbb{E}[g(t), t]
\end{array} \right.
\]

with \( L(0) = x \). We then take

\[
L(x,t,u) = \frac{1}{2} u' a^{-1} (x - V(x,t))
\]

The feedback control \( u \) changes the drift in (2.11) from \( g \) to \( g + a \). When \( a \) is identically \( 1 \), \( L = \frac{1}{2} u^2 - V(x,t) \) corresponds to an action integral in classical mechanics with time-independent potential \( V(x,t) \).

3. Upper estimates for \( S(x,t) \). In this section we obtain the following upper estimates for the growth of \( S(x,t) \) as \( |x| \to \infty \) in terms of the constants \( n \geq 1 \), \( \ell \geq 0 \) in (2.4), (2.5)

Theorem 3.1. Let \( S \) be a solution of (2.2) of class \( C^{\ell} \), with \( S(x,0) = \varphi(x) \). Then there exist positive \( M_1, M_2 \) such that:

(i) For \( (x,t) \in G, S(x,t) \leq M_1 \), \( \left| x \right|^{n+1} \) with \( n = \max \{ n, \ell \} \).

(ii) Let \( 0 < t_0 < t_1 \), \( n > 1 \). For \( (x,t) \in G \times [t_0, t_1] \),

\[
S(x,t) \leq M_2 \left( \left| x \right|^{n+1} \right)
\]

The constant \( M_1 \) depends on \( t_1 \), and \( M_2 \) depends on both \( t_0 \) and \( t_1 \) in the hypotheses of this theorem, \( S(x,t) \) is assumed to have polynomial growth as \( |x| \to \infty \) with some degree \( n \). The theorem states that \( r \) can be replaced by \( n \), or indeed by \( n + 1 \) provided \( t > t_0 > 0 \). Purely formal arguments suggest that \( n + 1 \) is best possible, and this is confirmed by the lower estimate for \( S(x,t) \) made in §4.

Sketch of Proof.

Theorem 3.1 is proved by noting

\[
\begin{align*}
L(x,t,u) &\leq M_1 \left( \left| x \right|^{2n} + u^2 \right) \\
\ell(x) &\leq M_1 \left( 1 + \left| x \right|^\ell \right)
\end{align*}
\]

which follows from (2.3) - (2.6) and (2.9).

The remainder of the proof is based on choosing the open loop control \( u(t), 0 \leq t \leq T \), where \( u(t) = b(t) \) and the components \( v_i(t) \) satisfy

\[
\begin{align*}
v_i'(t) &= -\left( \sum_{i=1}^{n} x_i v_i \right)^{n-1}, & i = 1, \ldots, n \\
v_0(0) &= x
\end{align*}
\]

This choice of non-optimal control gives the requisite upper bounds.

4. An existence theorem. In this section we give a stochastic control proof of a theorem asserting that the dynamic programming equation (2.2) with the initial data \( \varphi \) has a solution \( S \). The argument is essentially taken from Fleming and Hales [1975]. Since (2.2) is equivalent to the linear equation (2.1), with positive initial data \( \varphi \), one could get existence of \( S \) from other results which give existence of positive solutions to (2.1). However, the stochastic control proof gives a polynomial growth condition on \( S \) used in the Verification Theorem (§4).

Let \( 0 < \alpha < 1 \). We say that a function \( \phi \) with domain \( G \) is of class \( C_\alpha \) if the following holds. For any compact \( \bar{G} \), there exists \( \Phi \) such that \( (x,t), (x',t') \in \bar{G} \)

\[
\left| \phi(x',t') - \phi(x,t) \right| \leq M \left[ \left| t' - t \right|^{\alpha/2} + \left| x' - x \right| \right]
\]

we say that \( \phi \) is of class \( C^{\alpha+1}_{\alpha} \) if \( \phi, \phi_1, \phi_2, \ldots, \phi_n \), are of class \( C^{\alpha}_\alpha \), \( i = 1, \ldots, n \).

In this section the following assumptions are made. The matrix \( a(x) \) is assumed constant. By a change of variables in \( \mathbb{R}^n \) we may take

\[
a = \text{identity}
\]

For fixed \( t, g(\cdot,t), V(\cdot,t) \) are of class \( C^1 \) on \( \mathbb{R}^n \), and \( g, g_1, \ldots, g_n, \ V, V_1, \ldots, V_n \), \( i = 1, \ldots, n \), are of class \( C_\alpha \) for some \( \alpha \in (0,1) \). Moreover,

\[
g(x,t) \leq \gamma_1 + \gamma_2 |x|^{2n}, \quad m > 1,
\]

With \( \gamma_2 \) small enough that (4.4) below holds. (If \( g \not\in \mathcal{P} \) with \( \gamma < m \), then we can take \( \gamma_2 \) arbitrarily small.) We assume that

\[
a_1 |x|^{2m} - a_2 \leq -V(x,t) \leq A |x|^{2m}
\]

for some positive \( a_1, A, a_2 \) and that

\[
\ell(x) \leq M_1 \left( 1 + |x|^{\ell} \right)
\]

which follows from (2.3) - (2.6) and (2.9).
\[ q_x \in \mathcal{P}_n, V_x \in \mathcal{P}_n \]  

(4.5)

We assume that \( S^0 \in C^3 \cap \mathcal{P}_n \) for some \( n \geq 0 \), and

\[
\lim_{|x| \to \infty} S^0(x) = 0,
\]

(4.6)

\[
|S^0_x| \leq C_1 S^0 + C_2,
\]

(4.7)

for some positive \( C_1, C_2 \).

Example. Suppose that \( V(x,t) = -\nabla_{\nu}(x) + V_0(x,t) \) with \( V_0(x) \) a positive, homogeneous polynomial of degree \( 2m \), \( m \geq 0 \), and \( V_0(x) \) a polynomial in \( x \) of degree \( <2m-1 \) with coefficients \( \delta \)-Hölder continuous functions of \( t \). Suppose that \( p(x,t) \) is a polynomial of degree \( \leq m-1 \) in \( x \), with coefficients \( \delta \)-Hölder continuous in \( t \), and \( S^0(x) \) is a polynomial of degree \( k \) satisfying (4.6). Then all of the above assumptions hold.

From (2.9), (4.2), \( L = \frac{1}{2} |u| L_2^2 - V \). If \( \gamma_2 \) in (4.3) is small enough, then

\[
\beta_1 (1 + |u|^2) - \beta_2 \leq L(x,u,u) \leq R (1 + |u|^2) + |x|^{2m},
\]

(4.8)

for suitable positive \( \beta_1, \beta_2, R \). Moreover,

\[
V_x = -\nabla_{\nu}(u) - V_x,
\]

\[
|V_x| \leq \frac{1}{2} |u|^2 + |q_x| + |q_x| + |V_x|,
\]

where \( |q_x| \) denotes the operator norm of \( q_x \) regarded as a linear transformation on \( B^n \).

From (4.3), (4.5), (4.6)

\[
|V_x| \leq C_1 L + C_2
\]

(4.9)

for some positive \( C_1, C_2 \) (which we may take the same as in (4.7)).

Theorem 4.1. Let \( r = \max \{2m,k\} \). Then equation (2.2) with initial data \( S(x,0) = S^0(x) \) has a unique solution \( S(x,t) \) of class \( C^{r+1} \cap \mathcal{P}_n \), such that \( S(x,t) \to 0 \) as \( |x| \to \infty \) uniformly for \( 0 \leq t < t_1 \).

Sketch of Proof of Theorem 4.1.

The existence part of the proof is contained in Fleming [1969] and Fleming-Bishop [1975]. To obtain uniqueness, \( p = \exp(S) \) is a \( C^{r+1} \) solution of (2.1), with \( p(x,t) \to 0 \) as \( |x| \to \infty \) uniformly for \( 0 \leq t < t_1 \). Since \( V(x,t) \) is bounded above, the maximum principle for linear parabolic equations implies that \( p(x,t) \) is unique among solutions to (2.1) with these properties, and with initial data \( p(x,0) = p^0(x) = \exp(-S^0(x)) \).

Hence, \( S \) is also unique, proving theorem 4.1.

It would be interesting to remove the restriction that \( S = \text{const} \) made in this section.

5. A lower estimate for \( S(x,t) \). To complement the upper estimates in Theorem 3.1, let us give conditions under which \( S(x,t) \to 0 \) as \( |x| \to \infty \) as fast at least as \( |x|^{m_1} \) for some \( m_1 > 1 \). This is done by establishing a corresponding exponential rate of decay to 0 for \( p(x,t) \). In this section we make the following assumptions. We take \( U \in C^2 \) with

\[
0, \quad d^2, \quad \delta^1 \quad \text{bounded, \quad} \gamma_{x} \in \mathcal{P}_n, \quad \gamma_{x} \in \mathcal{P}_n, \quad \gamma_{x} \in \mathcal{P}_n,
\]

(5.1)

for some \( r > 0 \). For each \( t, \gamma_{x}(t) \in C^2 \). Moreover,

\[
\gamma_{x} \in \mathcal{P}_n, \quad \gamma_{x} \in \mathcal{P}_n, \quad \gamma_{x} \in \mathcal{P}_n, \quad \gamma_{x} \in \mathcal{P}_n
\]

(5.2)

and \( \gamma_{x}, \gamma_{x} \), \( \gamma_{x} \), \( \gamma_{x} \), \( \gamma_{x} \), \( \gamma_{x} \) are continuous on \( \mathcal{Q} \). For each \( t, \gamma_{x}(t) \in C^2 \). Moreover, \( V \) satisfies (4.4), where

\[
\gamma_{x} \in \mathcal{P}_n, \quad \gamma_{x} \in \mathcal{P}_n, \quad \gamma_{x} \in \mathcal{P}_n
\]

(5.3)

and \( \gamma_{x}, \gamma_{x} \), \( \gamma_{x} \), \( \gamma_{x} \), \( \gamma_{x} \), \( \gamma_{x} \) are continuous on \( \mathcal{Q} \). We assume that \( p^0 \in C^2 \) and there exist positive \( \delta, M \) such that

\[
\exp(\delta |x|^{m_1}) |p^0(x)| + |p^0_{x}(x)| + |p^0_{xx}(x)| \leq M
\]

(5.4)

Theorem 5.1. Let \( p(x,t) \) be a \( C^{r+1} \) solution to (2.1) such that \( p(x,t) \to 0 \) as \( |x| \to \infty \), uniformly for \( 0 \leq t < t_1 \). Then there exists \( S > 0 \) such that \( \exp(S |x|^{m_1}) |p(x,t)| \) is bounded on \( W \).

Proof. Let \( s = \max \{2m,1\} \). Then

\[
\psi(x) = (1 + |x|^2)^{s/2}, \quad \tau(x,t) = \exp(\delta \psi(x)) |p(x,t)|.
\]

Then \( \tau \) is a solution to

\[
x_t = \frac{1}{2} x_{xx} + u \cdot x_{x} + \nabla \phi \cdot \nabla \psi,
\]

\[
u = v \cdot x_{x} + \frac{1}{2} (d^2 x_{x} \cdot x_{x} + 6 \delta \phi x_{x} x_{x})
\]

(5.5)

The proof is now completed by using Theorem 5.1 of Chapter 1 and the maximum principle for parabolic equations.

Corollary. For some positive \( \delta, \delta^1 \)

\[
S(x,t) \geq \delta |x|^{m_1 - \delta^1}.
\]

(5.6)
6. Connection with the Pathwise Filter Equations

Consider now the pathwise filter equations (4.5) of Chapter 1. Using the techniques of this section we get existence and uniqueness of a classical solution of equation (4.5). Moreover defining

$$y^q = -\log q^y$$

we get the bounds

$$E^y_x(t, \sigma_x^2) \leq M_1(t + |x|^2), \quad 0 \leq t \leq t_1, \quad x = \max(0, t)$$  \hspace{1cm} (6.1)

$$E^y_x(t, \sigma_x^2) \leq M_2(t + |x|^2), \quad 0 \leq t_0 \leq t \leq t_1, \quad x \geq 0$$  \hspace{1cm} (6.2)

where $M_1$ and $M_2$ depend on $\gamma$. For $q^y = \exp(-s^y)$ we need $M_3$. From the corollary to Theorem 5.1 we get the lower bound

$$s^y(x, t, \gamma) \geq \delta |x|^{2/\gamma} - \delta_1, \quad 0 \leq t \leq t_1$$  \hspace{1cm} (6.3)

Finally defining

$$q^y = \exp(y(t, x)q^x)$$  \hspace{1cm} (6.4)

and defining a positive measure

$$\tilde{\lambda}_{x}(t) = \int_{\mathbb{R}^n} \delta(x) \varphi(t, x) dx, \quad \varphi \in C_0$$  \hspace{1cm} (6.5)

using Theorem 6.1 of Chapter 1, one can show that $\tilde{\lambda}_x = \lambda_x$ is given by the Kallianpur-Striebel formula, (3.5) of Chapter 1.

The consequences of these results are important. It shows that using the pathwise filter equations one can compute the normalized conditional measure of the filtering problem given by the Kallianpur-Striebel formula (and indeed using the bounds one can see that the normalized conditional measure can be computed). This does give the strongest possible robustness result. Furthermore, the upper and lower bounds (6.1) - (6.3) gives us the means of evaluating approximation schemes and also bounds on estimation errors. We conjecture that these results will give sharper results on lower bounds for non-linear filtering (cf. Gallou 1975, 1979).

7. Remarks on the Previous Results

The existence and uniqueness results for the filtering equations do not cover the following situation:

Consider the non-linear filtering problem:

$$\begin{align*}
\dot{x}_1(t) &= \varphi_1(x_1(t), t) \\
\dot{x}_2(t) &= \varphi_2(x_2(t))
\end{align*}$$  \hspace{1cm} (7.1)

with the observation equation

$$\frac{\varphi(x_1(t), x_2(t))}{\varphi_2(x_2(t))} dt + \delta(x_2(t))$$  \hspace{1cm} (7.2)

where $\varphi_1$, $\varphi_2$, and $\delta$ are independent Brownian motions. The pathwise filtering equations are:

$$\begin{align*}
\dot{q}(t) &= \frac{1}{2} \frac{\delta^2(x_1(t), x_2(t))}{\varphi_2(x_2(t))} \dot{x}_1(t) + \frac{1}{2} \frac{\delta(x_1(t), x_2(t))}{\varphi_2(x_2(t))} \dot{x}_2(t) + \delta(x_2(t)) q(t) \\
\dot{q}(0, x) &= \delta(x) > 0, \quad \varphi \in C_0
\end{align*}$$  \hspace{1cm} (7.3)

$$\begin{align*}
\dot{q}(t, x, \gamma) &= \frac{\gamma}{2} \varphi_2(x_2(t), x) q(t, x) \\
\dot{q}(0, x, \gamma) &= 1, \quad \varphi \in C_0
\end{align*}$$  \hspace{1cm} (7.4)

and $\dot{q}$ and $\varphi$ are given by equation (4.7) of Chapter 1.

If we now make the assumption that $\varphi$ is invertible at $\varphi_x(t)$ where $\varphi_x(t)$ is obtained by solving $\varphi_x = 0$, then by the Morse Lemma (Lang, 1974, 1979), there exists a suitable coordinate system in which $\varphi$ is a quadratic in the neighborhood of $\varphi_x(t)$.

In this way one gets an approximate filter which has the structure of an extended Kalman Filter, see equation (1.15) of this Chapter. $\varphi \varphi_x$ is in the analog of the Fisher Information Matrix and the requirement that it is invertible corresponds to requiring an observability condition on the nonlinear system. It is interesting to remark that in examples where the Extended Kalman Filter is known not to work $\varphi_x$ turns out to be singular.

9. Remarks

The Stochastic Maximum Principle (see the lectures of Bensoisson this volume) could be applied to the stochastic control problem (8.1) to obtain the bi-characteristics (stochastic) corresponding to equation (8.1).
CHAPTER 3

A Path Integral Calculation for a Class of Filtering Problems

1. Introduction

In this chapter we present a path-integral calculation for a class of filtering problems which generalizes a new derivation of results of Benes (1981) for this problem and at the same time shows the relationship of this class of problems to certain ideas of Feynman (cf. Feynman-Hibbs 1965). The ideas of this section in their present form are due to Mitter and Ocone (unpublished).

Feynman was concerned with calculating the Green function $G(x,x',t)$ for the Schrödinger equation of a particle in a potential field $V(x)$ from path integral representations. Roughly speaking

$$G(x,x',t) = e^{i\int_0^T V(x(s))ds} \mathbb{E}[x(t) = x']$$

where $\mathbb{E}$ is a measure, formally defined as a limit of Gaussian measures, on the space of paths $\{x(s)|x(0) = x', x(T) = x\}$. $V$ is the Lagrangian of the physical system under consideration. Feynman thought of the paths of the underlying function space as the possible trajectories of the particle. He proposed representing those paths as perturbations about the classical motion $x_c(t)$ of the particle in the field $V(x)$,

$$x(t) = x_c(t) + \zeta(t)$$

In the simple case of quadratic $U(x)$, corresponding to the harmonic oscillator, this substitution neatly accounts for the $x$ and $x'$ dependencies in $G$ by a clever use of the dynamical equation for $x_c(t)$.

We show how these ideas can be adapted to a class of filtering problems first considered by Benes.

2. Problem Formulation and Results

We consider a filtering problem where $x(t)$ will be an $\mathbb{R}^d$-valued process satisfying

$$dx(t) = f(x(t))dt + db(t)$$

$$x(0) = x_0$$

where $f(x) = V(x)$

(2.2)

for some twice continuously differentiable $V: \mathbb{R}^d \to \mathbb{R}$ and $x_0$ is a point of $\mathbb{R}^d$ (and not a random variable). Likewise

$$dy(t) = Hx(t)dt + dB(t)$$

(2.3)

where $y(t)$ is an $\mathbb{R}^m$-valued process and $H$ a real matrix. Of course, $b(\cdot)$ and $\zeta(\cdot)$ are independent Brownian motions of appropriate dimensions.

We assume further that, for some $T > 0$,

$$\mathbb{P}[\int_0^T f(x(s)) - f(x(s)) + \zeta(s)ds = 1] = 1$$

$$\mathbb{P}[\int_0^T f(x(s)) - f(x(s)) + \zeta(s)ds = 1] = 1$$

$$\mathbb{P}[\int_0^T \zeta(s) ds = 0] = 1$$

We shall work always with $t \geq 0$.

The specific form of $f(x)$ is important because it allows a useful representation for $\int_0^T f(x(s))ds$. Indeed, by Itô's differentiation rule

$$\int_0^T f(x(s))ds = V(x(t)) - V(x(0)) + \frac{1}{2} \int_0^T \nabla^2 V(x(s))ds$$

(2.4)

Our hypotheses guarantee that the unnormalized conditional density makes sense. From the vector version of the Kalman filtering formula, this is

$$p(x(t)|z_0) = \frac{1}{E_1[\exp[-\int_0^T f(x(s))ds, db(s) = \frac{1}{2} \int_0^T \nabla^2 V(x(s))ds]z_0(x(t), x(t))}$$

(2.5)

In the above $E_1$ represents expectation with respect to the transformed measure. We show the existence of the density $q(x,t)$ of $x(t)$ in the next lemma.

Lemma 2.1. $x(t) - x_0$ is a Brownian motion under $p_1$,

$$\frac{dp}{dp_1} = \exp[-\frac{1}{2} \int_0^T \nabla^2 V(x(s))ds]$$

and

$$\frac{dp_1}{dp} = \exp[\frac{1}{2} \int_0^T \nabla^2 V(x(s))ds]$$

(2.6)

$q(x,t)$ exists and

$$q(x,t) = \frac{1}{E_1 \exp[-\frac{1}{2} \int_0^T \nabla^2 V(x(s))ds]z_0(x(t), x(t))}$$

(2.7)

Lemma 2.1 provides the tool for rewriting (2.5) as a Gaussian integral.

Theorem 2.2,

$$p(x,t) = \frac{1}{E_1 \exp[-\frac{1}{2} \int_0^T \nabla^2 V(x(s))ds]z_0(x(t), x(t))}$$

(2.8)

where $y(t)$ is an $\mathbb{R}^m$-valued process and $H$ a real matrix. Of course, $b(\cdot)$ and $\zeta(\cdot)$ are independent Brownian motions of appropriate dimensions.

We assume further that, for some $T > 0$,
Sketch of Proof

The proof of Theorem 2.2 is accomplished by using the rule for changing measures under conditional expectation and (2.4). \(\Box\)

In the next theorem, we will apply the Feynman ideas mentioned before to the conditional expectation

\[
\mathbb{E}_1\left[ \exp\left\{ \int_0^t R(x(s))\,ds \right\} \mid F_t, \mathcal{X}_t = \mathcal{X} \right] = \int_\mathcal{X} \mathbb{E}_1 \left[ \exp\left\{ \int_0^t R(x(s))\,ds \right\} \right] \mu_t(\mathcal{X}) \, d\mathcal{X}
\]

To do this we need the analogue of the classical motion in the Feynman path integral. To motivate our choice we recall that the path of a classical particle in a potential field \(U(t,x)\) is given by

\[
\mathcal{X}_t = -\frac{\partial U}{\partial x}(t, \mathcal{X}_t(t))
\]

(we assume the particle has unit mass.) If \(v(t) = \mathcal{X}_t(t)\) we can reexpress this as a two-dimensional first-order system

\[
\begin{pmatrix}
\dot{\mathcal{X}}_t(t) \\
\dot{v}(t)
\end{pmatrix} = \begin{pmatrix} x(t) \\ v(t) \end{pmatrix}
\]

For (2.8), the appropriate potential is formally

\[
U(t,x) = \left\{ \begin{array}{ll}
\mathbb{E}_1 \left[ \exp\left\{ \int_0^t R(x(s))\,ds \right\} \mid F_t, \mathcal{X}_t = \mathcal{X} \right] \\
\mathbb{E}_2 \left[ \exp\left\{ \int_0^t R(x(s))\,ds \right\} \mid F_t, \mathcal{X}_t = \mathcal{X} \right]
\end{array} \right.
\]

The corresponding classical motion is then given by

\[
\begin{pmatrix}
\dot{\mathcal{X}}_t(t) \\
\dot{v}(t)
\end{pmatrix} = \begin{pmatrix} 0 \\ -\frac{\partial U}{\partial x}(t, \mathcal{X}_t(t)) \end{pmatrix}
\]

which, in Ito form, is

\[
\begin{pmatrix}
\mathcal{X}_t(t) \\
v(t)
\end{pmatrix} = \begin{pmatrix} x(t) \\ v(t) \end{pmatrix} + \begin{pmatrix} 0 \\ \frac{1}{2}\frac{\partial^2 U}{\partial x^2}(t, \mathcal{X}_t(t)) \end{pmatrix} dt + \begin{pmatrix} 0 \\ \frac{1}{2}\frac{\partial^2 U}{\partial x^2}(t, \mathcal{X}_t(t)) \end{pmatrix} \, d\mathcal{X}
\]

We now state the main result.

**Theorem 2.3.** Suppose that

\[
R(x) = \alpha x^2 + \beta x + \gamma
\]

and \(\alpha > 0\). Let \((\mathcal{X}_t(s), v(s))\) satisfy the equations

\[
\begin{align*}
\mathcal{X}_t(s) &= v(s)ds \\
v(s) &= \left( (\alpha \mathcal{X}_t(s) + \frac{\beta}{2})ds - \frac{\gamma}{\alpha} dv(s) \right)
\end{align*}
\]

with boundary conditions \(\mathcal{X}_t(0) = \mathcal{X}_0, v(0) = v\). Then

\[
\begin{align*}
p(x, t) &= \frac{t}{2\pi} \exp\left\{ \frac{1}{4} \int_0^t \left( \left( \frac{\partial}{\partial x} \mathcal{X}_t(s) \right)^2 + \frac{\partial^2 U}{\partial x^2}(s, \mathcal{X}_t(s)) \right) ds \right\} \\
&\times \mathbb{E}_2 \left[ \left. \exp\left\{ -\frac{1}{2} \int_0^t <v(s), A\mathcal{X}_t(s)> \right\} \left| \mathcal{X}(t) = x \right. \right] \\
&= \mathbb{E}_2 \left[ \exp\left\{ -\frac{1}{2} \int_0^t <v(s), A\mathcal{X}_t(s)> \right\} \left| \mathcal{X}(t) = x \right. \right]
\end{align*}
\]

in which

\[
z(s) = \mathcal{X}_t(s) - \mathcal{X}_t(0)
\]

and \(\mathbb{E}_2\) is expectation with respect to the measure \(\mathbb{P}_2\), defined below, under which \(z(\cdot)\) is Brownian.

**Proof.** The first step is to represent the conditional expectation term of the expression for \(p(x, t)\) in theorem (2.2) in terms of yet another measure. This involves another Girsanov measure transformation. Since

\[
z(s) = x(s) - x_0 - \int_0^s \mathcal{X}(r) \, dr
\]

\(x(s) - x_0\) is Brownian and independent of \(y(\cdot)\) under \(\mathbb{P}_1\), and \(\int_0^t \mathcal{X}(s) \, ds \leq \bar{x} < \infty\) a.s., \(z(s)\) is Brownian under \(\mathbb{P}_2\),

\[
\frac{d\mathbb{P}_2}{d\mathbb{P}_1} = \exp\left( \int_0^t \mathcal{X}(s) \, ds - \frac{1}{2} \int_0^t \mathcal{X}(s) \, ds \right)
\]

Further, \(z(\cdot)\) and \(y(\cdot)\) are independent under \(\mathbb{P}_2\) and

\[
\frac{d\mathbb{P}_1}{d\mathbb{P}_2} = \exp\left( -\int_0^t \mathcal{X}(s) \, ds - \frac{1}{2} \int_0^t \mathcal{X}(s) \, ds \right)
\]

In evaluating \(\frac{d\mathbb{P}_1}{d\mathbb{P}_2}\) it is useful to observe that

\[
\begin{align*}
\int_0^t <v(s), \mathcal{X}(s)> &= \int_0^t \left( <v(s), x(s)> - \int_0^s <z(r), dv(r)> \right) \\
&= \int_0^t \left( <v(s), x(s)> - \int_0^s <z(r), dv(r)> \right) + \int_0^t <z(s), (\alpha \mathcal{X}_t(s) + \frac{\beta}{2})ds - \frac{\gamma}{\alpha} dv(s) >
\end{align*}
\]

The first equality above is an application of Ito's differentiation rule. Now rewrite
the conditional expectation term of \( p(x,t) \) in Theorem 2.2 in terms of the \( P_q \) measure;

\[
E_q \left[ \exp \left( \int_0^t \mathcal{L}(s) \, ds \right) \right] \cdot \frac{1}{2} \int_0^t \mathbb{E}_q \left[ P_{\Gamma}^{x} \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

\[
= \frac{1}{2} \int_x^t \mathbb{E}_q \left[ P_{\Gamma}^{x} \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

\[
= \frac{1}{2} \int_0^t \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathcal{L}(s)
\]

(2.13)

The next step is to analyze the numerator of (2.13). If \( x(s) = x_0(s) + z(s) \delta \theta \) (2.12) are substituted in (2.14), it follows that

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathcal{L}(s) + \frac{1}{2} \int_0^t \mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

(2.14)

\[
\mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \frac{1}{2} \mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

This is the crucial calculation; in \( \mathcal{L}(s) \) contains no term other than \( z(s) z(s) \), in which \( z(s) \) multiplies an \( \mathcal{L}(s) \)-measurable random variable. Since the integrations in (2.13) are effectively over the path space of \( z(s) \), the \( z(s) \) dependencies are thereby separated. (2.15) can be further simplified by noting that

\[
\mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \frac{1}{2} \mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

which follows by applying Ito's differentiation rule to \( \langle x_0(s), v(s) \rangle \). Then, we derive from (2.15):

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \frac{1}{2} \int_0^t \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

\[
\mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \frac{1}{2} \mathbb{E}_q \left[ z(s) z(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

The remainder of the calculation follows by noting that (i) \( z(0) = z(t) = 0 \), (ii) \( z \) and \( y \) are independent under \( P_q \) and (iii) a Gaussian integral calculation to show that

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.16)

Theorem 2.4 reduces the original functional integration to solving the two-point boundary value problem (2.10) and evaluating

\[
\int_0^t \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds = \int_0^t \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] \, ds
\]

(2.17)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.18)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.19)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.20)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.21)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.22)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.23)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.24)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.25)

\[
\mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = \mathbb{E}_q \left[ \mathcal{L}(s) \bigg| \mathcal{F}_s, x_s = x \bigg] = 1
\]

(2.26)
Finally it can be shown that (2.10) are the necessary conditions of an appropriate deterministic optimal control problem which can be given meaning using the ideas of Bismut [1981]. We thus see that in this special situation we can write the unnormalized conditional density as \( \exp(-S(t, x)) \) where \( S \) is the Hamilton-Jacobi value function of a deterministic optimal control problem.

### Chapter 4

#### Geometrical Theory of Nonlinear Filtering

1. Introduction

The starting point of the geometrical theory of non-linear filtering is the Zakai equation [cf. Chapter 1 equation 3.7] in Stratonovich form:

\[
\frac{d\psi(t, x)}{dt} = \left[ L^* - \frac{1}{2} h^2 \right] \psi(t, x) + h \dot{h} \psi(t, x) + \delta(t)
\]  

(1.1)

where \( L \) is the operator

\[
L = \frac{1}{2} \text{tr} \sigma(x) \delta_x + b(x) \cdot \delta_x
\]

(1.2)

denotes formal adjoint.

We have previously alluded to the fact that the invariant study of this equation problem of non-linear filtering. We try to make this remark more precise.

For this purpose we introduce the Lie algebra of operators

\[
\mathfrak{L}(L^* - \frac{1}{2} h^2, h)
\]

that is the Lie algebra generated by the two operators \( L^* - \frac{1}{2} h^2 \) and \( h \) considered as formal differential operators. We claim that the structure of this Lie algebra and its invariance under an appropriate group of transformations exhibits the structure of the filtering problem.

The ideas of this section are due to Brockett and Mitter (for an exposition cf. the article of Brockett with its list of references in Hazewinkel-Willems [1981], the article of Mitter in the same volume and Mitter [1980] and the list of references cited there).

2. Preliminaries. (On Lie Algebras, Lie Groups and Representations)

We shall say that a vector space \( \mathcal{F} \) over \( \mathbb{R} \) is a real Lie algebra, if in addition to its vector space structure it possesses a product \( \mathcal{F} \times \mathcal{F} \to \mathcal{F} \) \( (X, Y, [X, Y]) \) which has the following properties:

(i) it is bilinear over \( \mathbb{R} \)

(ii) it is skew commutative: \( [X, Y] + [Y, X] = 0 \)

(iii) it satisfies the Jacobi identity:

\[
[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0
\]

Example: \( \mathfrak{gl}(n) = \text{algebra of } n \times n \text{ matrices over } \mathbb{R} \).

If we denote by \( [X, Y] = XY - YX \), where \( XY \) is the usual matrix product, then this commutator defines a
Lie algebra structure on \(\mathfrak{m}_\mathcal{M}(E)\).

Example: Let \(\mathfrak{X}(M)\) denote the \(C^\infty\)-vector fields on a \(C^\infty\)-manifold \(M\). \(\mathfrak{X}(M)\) is a vector space over \(\mathbb{R}\) and a \(C^\infty\) module.

(Recall, a vector field \(X\) on \(M\) is a mapping: \(M \rightarrow T_M M\), \(p \mapsto X_p\), where \(p \in M\) and \(T_p M\) is the tangent space to the point \(p\) at \(M\). We can give a Lie algebra structure to \(\mathfrak{X}(M)\) by defining:
\[
\mathcal{L}(XY - YX) = [X, Y],
\]
where \(X, Y\) are \(\mathfrak{X}(M)\) functions in a neighborhood of \(p\), and
\[
[X, Y] = XY - YX.
\]
Both these examples will be useful to us later on.

Let \(\mathfrak{L}\) be a Lie algebra over \(\mathbb{R}\) and let \(\{X_1, \ldots, X_n\}\) be a basis of \(\mathfrak{L}\) (as a vector space). There are uniquely determined constants \(c_{\mathfrak{L}}^{rs:p}\) such that
\[
[X_r, X_s] = \sum_{p=1}^n c_{\mathfrak{L}}^{rs:p} X_p.
\]
The constants \(c_{\mathfrak{L}}^{rs:p}\) are called the structure constants of \(\mathfrak{L}\) relative to the basis \(\{X_1, \ldots, X_n\}\).

From the definition of a Lie algebra:
\[
(i) \quad c_{\mathfrak{L}}^{rs:p} + c_{\mathfrak{L}}^{sp:r} = 0 (1 \leq r, s, p \leq n),
\]
\[
(ii) \quad \sum_{s=1}^n (c_{\mathfrak{L}}^{rs:p} c_{\mathfrak{L}}^{tp:s} + c_{\mathfrak{L}}^{sp:p} c_{\mathfrak{L}}^{tr:s} + c_{\mathfrak{L}}^{tr:s} c_{\mathfrak{L}}^{rs:p}) = 0 (1 \leq r, s, t, u \leq n).
\]

Let \(\mathfrak{L}\) be a Lie algebra over \(\mathbb{R}\). Given two linear subspaces \(\mathfrak{M}, \mathfrak{N}\) of \(\mathfrak{L}\) we denote by \((\mathfrak{M}, \mathfrak{N})\) the linear space spanned by \(\{X, Y; X \in \mathfrak{M}, Y \in \mathfrak{N}\}\). A linear subspace \(\mathfrak{K}\) of \(\mathfrak{L}\) is called a subalgebra if \(\mathfrak{K}, \mathfrak{K} \subseteq \mathfrak{K}\), an ideal if \(\mathfrak{K}, \mathfrak{K} \subseteq \mathfrak{K}\).

If \(\mathfrak{L}\) and \(\mathfrak{L'}\) are Lie algebras over \(\mathbb{R}\) and \(\mathfrak{V}: \mathfrak{L} \rightarrow \mathfrak{L'}\), a linear map, \(\mathfrak{V}\) is called a homomorphism if it preserves brackets:
\[
\mathfrak{V}([X, Y]) = [\mathfrak{V}(X), \mathfrak{V}(Y)].
\]
In that case \(\mathfrak{V}(\mathfrak{L})\) is a subalgebra of \(\mathfrak{L'}\). Conversely, every finite-dimensional Lie algebra is the Lie algebra of some simply connected Lie group.

In filtering theory some special Lie algebras seem to arise. We give the basic definitions for three such Lie algebras.

A Lie algebra \(\mathfrak{L}\) over \(\mathbb{R}\) is said to be nilpotent if \(\mathfrak{L}\) is a nilpotent endomorphism 

Let \(\mathfrak{g}\) be a Lie algebra of finite-dimension over \(\mathbb{R}\) and write \(\mathfrak{g} = \mathfrak{g}_0 = [\mathfrak{g}, \mathfrak{g}] \subseteq \mathfrak{g}_{j}, \{\mathfrak{g}_j\}, 0 \leq j \leq n-1\).

Let \(\mathfrak{g}\) be a Lie algebra of finite-dimension over \(\mathbb{R}\) and write \(\mathfrak{g} = [\mathfrak{g}, \mathfrak{g}]. \mathfrak{g}\) is a sub-algebra of \(\mathfrak{g}\) called the derived algebra. Define \(\mathfrak{D}_{1}\) (p+1) inductively by
\[
\mathfrak{g}_{j+1} = \mathfrak{D}_{j} \mathfrak{g} = \mathfrak{D}_{j} \mathfrak{g}_{j}, (p \geq 1).
\]

We then get a sequence \(\mathfrak{g}_{0}, \mathfrak{g}_{1}, \mathfrak{g}_{2}, \ldots\) of sub-algebras of \(\mathfrak{g}\), \(\mathfrak{g}\) is said to be solvable
A sufficient condition for this to work is that the operator identity
\[ f \left( t_{\xi}(X_1) \right) = \exp \left( t_{\nabla}(X_1) \right) \quad \text{and} \quad \exp \left( t_{\xi}(X_1) \right) = \exp \left( t_{\nabla}(X_1) \right) \]
holds for \( X_1 \in \mathfrak{g} \), \( t_\xi \in \mathfrak{g} \).

It is a well-known fact that any Lie algebra representation does not extend to Group representations. An example is the representation of the Heisenberg algebra consisting of three basis elements by the operators \(-ix, \frac{\partial}{\partial x}, 1\) on \( L^2(\mathbb{X}) \) with domain \( C_0^\infty(\mathbb{X}) \), which does not extend to a unitary representation (since essential self-adjointness fails).

Although in filtering theory we are not interested in unitary group representations, nevertheless, these ideas will serve as a guide for integrating the Lie algebras arising in filtering theory.

3. Lie Algebra of Operators Associated With the Filtering Problem

Consider the unbounded operators
\[ L_i = \sum_{j=1}^r \frac{P_j^2}{2} + \frac{1}{2} \sum_{j=1}^r \left( \frac{P_j}{2} \right)^2 \]
where the operators \( P_i(\xi) \) are considered as multiplication operators \( \phi(x) \rightarrow \phi_\xi(x) \phi(x) \), on some common dense invariant domain \( D \) (say \( D = \mathbb{C}^\infty_0(\mathbb{X}) \) or \( \mathcal{H}(\mathbb{X}) \)).

This Lie algebra contains important information and if it is finite-dimensional, then it is a guide that a finite dimensional universal filter for computing \( \phi(t,\xi) \) may exist. (It is not being said that if this Lie algebra is infinite-dimensional that no finite-dimensional filter exists.)

Therefore, the first question that arises is: are there examples of non-linear filtering problems with finite dimensional filter algebras? The second question is: How large is this class? The answer to the first question is: yes, but the answer to the second question appears to be is: that this class is small.

Example 1. Kalman Filtering

\[ \begin{align*}
A &= n \times n \text{ matrix} \\
B &= n \times 1 \text{ matrix} \\
C &= n \times 1 \text{ matrix}
\end{align*} \]

Then
\[ \begin{align*}
L^t - \frac{1}{2} \sum_{i=1}^n \left( \frac{\sigma_i^2}{\sigma_i^2} \right) \quad \text{and} \quad L = \frac{1}{2} \left( C \xi \right)^2
\end{align*} \]
Define the Hamiltonian matrix

\[ H = \begin{pmatrix} \alpha & -\beta \\ \beta & \gamma \end{pmatrix}, \]

and the vector

\[ \eta = \begin{pmatrix} \eta_1 \\ \eta_2 \end{pmatrix} \in \mathbb{R}^{2n}, \]

and the controllability matrix

\[ W = [x : EH : \cdots : E^{2n-1}H], \] and assume that

\[ W \text{ is non-singular.} \]

Define \( Z_1 = E^\eta \) and

\[ Z_1 = [ad \eta]_{E^\eta} Z_1. \]

Then one can show that

\[ Z_1 = \sum_{j=1}^{n} (E^{j-1}H) x_j + \sum_{j=1}^{n} (E^{j-1}H) \frac{\partial}{\partial x_j}, \]

and

\[ [Z_1, X_j] = (E^{j-1}H) \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} (E^{j-1}H). \]

We can then conclude that the filter algebra

\[ \mathcal{F} = \text{span} \{ 0, Z_1, \ldots, Z_{2n+1} \}, \]

where the \( Z_1, \ldots, Z_{2n+1} \) are independent by hypothesis. Hence, \( \mathcal{F} \) has dimension \( 2n+2 \) and this algebra is isomorphic to the oscillator algebra of dimension \( 2n+2 \).

3.1 Invariance Properties of the Lie Algebra and the Benes Problem

The filter algebra is invariant under certain transformations, namely, diffeomorphisms of the \( x \)-space and gauge transformations to be discussed below. When suitably defined this is the largest invariance group for the filter algebra. These ideas best discussed on an example.

Consider the filtering problem:

\[
\begin{align*}
\dot{x}_t &= \mathcal{V}_t x_t \\
\dot{y}_t &= x_t dt + \phi_t
\end{align*}
\]

A basis for the filter algebra \( \mathcal{F} \) is

\[ \begin{pmatrix} x_t, \dot{x}_t, \frac{d}{dx} x_t, 1 \end{pmatrix}, \]

where \( 1 = \frac{1}{2} \frac{d^2}{dx^2} - \frac{1}{2} V(x) \) and this is the 4-dimensional oscillator algebra. It is easy to see that if we perform a smooth change of coordinates \( x = \Theta(x) \) then the filter algebra gives rise to an isomorphic Lie algebra.

Now consider the example first treated by Benes [1981],

\[
\begin{align*}
\dot{x}_t &= f(x) dt + dW_t \\
\dot{y}_t &= x_t dt + dW_t,
\end{align*}
\]

where \( f \) is the solution of the Riccati equation:

\[ \frac{df}{dx} + f^2 = ax^2 + bx + c, \]

and the coefficients \( a, b, c \) are so chosen that the equation has a global solution on all of \( \mathbb{R} \). We want to show that by introducing gauge transformations, we can transform the filter algebra of (3.6) to one which is isomorphic to the 4-dimensional oscillator algebra. Hence, the Benes filtering problem is essentially the same as the Kalman filtering problem considered in example 1.

To see this, first note that for (4.6)

\[ [L_0, x] = \frac{d}{dx} - f, \]

where the brackets are computed on \( C^\infty_0(\mathbb{R}) \).

Now consider the commutative diagram:

\[ \begin{array}{ccc}
C^\infty_0(\mathbb{R}) & \xrightarrow{\frac{d}{dx}} & C^\infty_0(\mathbb{R}) \\
\Psi & \downarrow \phi & \Psi \\
C^\infty_0(\mathbb{R}) & \xrightarrow{-f} & C^\infty_0(\mathbb{R})
\end{array} \]

Here \( \Psi \) is the multiplication operator \( \psi(x) = \Psi(x) \phi(x) \) and it is assumed that \( \Psi \) is invertible. Then it is easy to see that \( \Psi(x) = \exp \int f(s) ds \).

Under the transformation \( \Psi \), the operator \( t^*_c = \frac{1}{2} \frac{d^2}{dx^2} - \frac{3}{2} V(x) \) transforms to

\[ \frac{1}{2} \frac{d^2}{dx^2} - \frac{1}{2} V(x), \]

where \( V(x) = f_x + f^2 \).

It is easy to see that the filter algebra is isomorphic to the Lie algebra with generators

\[ \begin{pmatrix} 1, \frac{d}{dx}, -\frac{1}{2} V(x), -\frac{1}{2} x^2, x \end{pmatrix}. \]

We now see that if \( V(x) \) is a quadratic, then this Lie algebra is essentially the 4-dimensional oscillator algebra corresponding to the Kalman Filter in Example 1.
What we have done is to introduce the gauge transformation
\[ n(t,x) = \psi^{-1}(x) \rho(t,x), \]
where \( \psi(t,x) \) is the solution of the Zakai equation and what we have shown is that the filter algebra is invariant under this isomorphism.

However, for the class of models considered in (1.6) with general drifts \( f \), the Bernoulli problem is the only one with a finite-dimensional Lie algebra (diffusions defined on the whole real line).

There is no difficulty in generalizing these conditions to the vector case, provided \( f \) is a gradient vector field.

### 3.2 The Weyl Algebras and the Cubic Sensor Problem

The Weyl algebra \( W_n \) is the algebra of all polynomial differential operators
\[ W_n = \langle x_1, \ldots, x_n, \frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n} \rangle. \]

A basis for \( W_n \) consists of all monomial expressions
\[ x_1^{a_1} \cdots x_n^{a_n} \frac{\partial}{\partial x_1}^{b_1} \cdots \frac{\partial}{\partial x_n}^{b_n}, \]
where \( a, b \) range over all multi-indices \( a = (a_1, \ldots, a_n), b = (b_1, \ldots, b_n) \). \( W_n \) can be endowed with a Lie algebra structure in the usual way. The centre of \( W_n \), that is the ideal \( Z(W_n) = \{ x_1^{a_1} \cdots x_n^{a_n} \frac{\partial}{\partial x_1}^{b_1} \cdots \frac{\partial}{\partial x_n}^{b_n} | a_1 + \cdots + a_n = 0 \} \), is the one-dimensional space \( \mathbb{R} \cdot 1 \) and the Lie algebra \( W_n/Z(W_n) \) is simple.

Consider the cubic sensor filtering problem:
\[
\begin{align*}
\dot{x}_t &= \mu_t, \\
\dot{\mu}_t &= \frac{3}{2} \mu_t dt + \frac{1}{2} \sigma \cdot \sigma_t dt.
\end{align*}
\]

Then the filter algebra \( L = \frac{1}{2} \mu_t \sigma_t^{-1} \sigma_t dt - \frac{1}{2} \sigma_t \dot{\mu}_t dt \) is the Weyl algebra \( W_1 \).

### 3.3 Example with Pro-finite-dimensional Lie Algebra \( \mu \)

The Weyl algebra \( W_n \) generates the operators (cf. Mitter [81], Marcus-Haazwinkel [82])
\[
L_0 = \frac{1}{2} \mu_t \sigma_t^{-1} \sigma_t dt - \frac{1}{2} \sigma_t \dot{\mu}_t dt, \quad L_1 = \mu_t \sigma_t^{-1} \sigma_t dt + \frac{1}{2} \sigma_t \dot{\mu}_t dt.
\]

Consider the filtering problem:
\[
\begin{align*}
\dot{x}_t &= \mu_t \\
\dot{\mu}_t &= \mu_t \sigma_t^{-1} \sigma_t dt \\
\dot{\sigma}_t &= \mu_t \sigma_t^{-1} \sigma_t dt + \sigma_t \dot{\mu}_t dt.
\end{align*}
\]

In Marcus-Mitter-Deuson [80] it was shown that all conditional moment of \( \mu_t \) can be computed using recursive filters. For this problem \( \mu \) is generated by
\[
\begin{align*}
\dot{x}_t &= \mu_t \\
\dot{\mu}_t &= \frac{1}{2} \mu_t^2 - \frac{1}{2} \sigma_t^2 - \frac{1}{2} \mu_t^2 - \mu_t \sigma_t^2 \\
\dot{\sigma}_t &= \mu_t \sigma_t^{-1} \sigma_t dt + \sigma_t \dot{\mu}_t dt.
\end{align*}
\]

A basis for \( \mu \) is given by \( L_0 \) and
\[
L_1 = \frac{1}{2} \mu_t \sigma_t^{-1} \sigma_t dt + \frac{1}{2} \sigma_t \dot{\mu}_t dt, \quad L_1 = \mu_t \sigma_t^{-1} \sigma_t dt + \frac{1}{2} \sigma_t \dot{\mu}_t dt.
\]

Defining \( \mu_t \) be the ideal generated by
\[
\begin{align*}
\dot{x}_t &= \mu_t \\
\dot{\mu}_t &= \frac{1}{2} \mu_t^2 - \frac{1}{2} \sigma_t^2 - \frac{1}{2} \mu_t^2 - \mu_t \sigma_t^2 \\
\dot{\sigma}_t &= \mu_t \sigma_t^{-1} \sigma_t dt + \sigma_t \dot{\mu}_t dt.
\end{align*}
\]

It can be shown \( \mu \) is a pro-finite-dimensional filtered Lie algebra, soluble and \( \mu \) is finite-dimensional and can be realized in terms of finite-dimensional filters corresponding to conditional statistics.

### 4. The Homomorphism Ansatz of Brockett

To proceed further, we need to make a definition. By a finite-dimensional filter for a conditional statistic \( \hat{x}_t \) (cf. Chapter 1), we mean a stochastic dynamical system driven by the observations:
\[
\begin{align*}
\dot{\hat{x}}_t &= a(t) dt + \beta(t) dx_t, \\
\dot{\hat{y}}_t &= a(t) dt + \beta(t) dy_t.
\end{align*}
\]

defined on a finite-dimensional manifold \( M \), so that \( \hat{x}_t \in \mathbb{R}^m \) and \( a(t) \) and \( \beta(t) \) are smooth vector fields on \( M \). Together with a smooth output map
\[
\hat{y}_t = \gamma(t),
\]

which computes the conditional statistic. Equation (4.1) is to be interpreted in the Stratonovich sense. We would consider (4.1) and (4.2) as the description of a control system with inputs \( x_t \) and output \( \hat{y}_t \). Furthermore, we may assume that (4.1) - (4.2) is minimal in the sense of Sussmann [1977]. We thus have two ways of computing \( \hat{y}_t \) - one via the Zakai equation and the other via (4.1) - (4.2). The ansatz of Brockett says: Suppose there exists a finite-dimensional filter and consider the Lie algebra of vector fields generated by \( a(t) \) and \( \beta(t) \) and call this Lie algebra \( L(\mu) \). Then there must exists a non-trivial homomorphism between the filter algebra \( \mu \) and \( L(\mu) \) such that \( L_0 = \dot{x}_t + \dot{\mu}_t \) where \( L_0 \) is the \( 10 \)th row of \( \beta(t) \).

Conversely, suppose that the Lie algebra \( \mu \) cannot be generated as the Lie algebra of vector-fields with smooth coefficients on some finite-dimensional manifold, then there exists no such homomorphism and hence no conditional statistic can be computed using a finite-dimensional filter.

### 4.1 The Kalman Filter Revisited

It is instructive to view the Kalman Filter in the light of Brockett's Ansatz and to solve explicitly the Zakai equation. We write the solution as:
\[
\begin{align*}
\dot{x}(t) &= \{ \exp(t \sigma_1(t)) \cdots \exp(t \sigma_n(t)) \} x(0), \\
\dot{x}(t) &= \{ \exp(t \sigma_1(t)) \cdots \exp(t \sigma_n(t)) \} x(0).
\end{align*}
\]

and solve for the \( q \) where.
We rewrite (4.1) in a more convenient form using:

\[ \exp(z \cdot f(t)) = \exp(\frac{1}{2}(E^{1-n}_1 x) \cdot E^{1-n}_1) \cdot 2 (E^{1-n}_1 x \cdot (E^{1-n}_1 x) \cdot y) \]  

(4.1.2)

where \((E^{1-n}_1)_{1}\) are the first \(n\) entries of \(E^{1-n}_1\) and \((E^{1-n}_1)_{2}\) are the remaining \(n\) entries.

Using this we get:

\[ \text{L.H.S. of } (4.1) = \exp(\lambda(t)) \exp(\gamma(t) \cdot x(t)) \cdot \exp(\alpha(t) \cdot (E^{1-n}_1 x) \cdot y) \]  

(4.1.1)

where

\[ \lambda(t) = \gamma_{n+1}(t) = \frac{1}{2} \sum_{i=1}^{2n} \gamma_{i}(t) \cdot \gamma_{i}(t) \cdot (E^{1-n}_1 x) \cdot (E^{1-n}_1 x) \]  

(4.1.3)

Thus, if \(v(t) = \frac{2n}{\lambda} \cdot \gamma_{i}(t) \cdot (E^{1-n}_1 x) \cdot (E^{1-n}_1 x) \cdot y \)

we can write

\[ \rho(t, x) = \exp(\lambda(t) \cdot v(t)) \cdot (\exp(\gamma(t) \cdot x(t)) \cdot y) \cdot \exp(\alpha(t) \cdot (E^{1-n}_1 x) \cdot y) \]  

(4.1.4)

Now, differential equations for \(q_i(t)\) can be obtained by using the Baker-Campbell-Hausdorff formula and formal differentiation of both sides of (4.1) and equating coefficients. Also, we see that

\[ Z(t) = \vec{v}(t) \]  

is a sufficient statistic.

Finally, using the differential equations for \(q_i(t)\) we obtain:

\[ Z(t) = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} \exp(-Z_1(t)E) \cdot a \\ \vdots \\ \exp(-Z_{n+1}(t)E) \end{pmatrix} \]

This system computes \(\rho(t, x)\).

For later use: define

\[ F = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \\ -Z_{n+2}(t) \\ \vdots \\ -Z_{2n+1}(t) \end{pmatrix} \cdot \exp(-Z_{n+1}(t)E) \]

considered as vector fields. Define \(G_i = [a^T, \cdot, E_{1, i}]\).

The required homomorphism is:

\[ L \rightarrow F \]

\[ Z_{i,j} \rightarrow G_i, \quad 1 \leq j \leq 2n \]

\[ I \rightarrow \frac{3}{2n^2} \cdot 2n^2 \]

which in fact is an isomorphism.

As we have mentioned in Section (2.1) the crucial question in making the above results rigorous is the Campbell-Baker-Hausdorff formula (2.1) for operators.

For the problem considered, this can be made rigorous by using the properties of the semi-group \(e_{\lambda(t)}\) which has strong contractive properties (cf. Ocone (1980)).

We have referred to the homomorphism theorem as an Assumption, because it has not been rigorously proved, in general (cf. Ocone (1980) for a discussion).

Finally, since the Lie algebra of the Kalman filter is solvable, the representation (2.1) is global. It should be emphasized the method advocated in this section provides a finite-dimensional statistic for the fundamental solution of the Zakai equation and, hence, in a certain sense the Kalman Filtering problem has a finite-dimensional sufficient statistic even for non-Gaussian initial conditions.

The Bayes filtering problems, being "gauge equivalent" to the Kalman Filtering problem is amenable to rigorous treatment using some ideas.

4.2 Non-existence of Finite Dimensional Filters

Hazewinkel and Marcus (1982) have rigorously shown that the Weyl algebra \(W_n\) cannot be realized as the Lie algebra of vector fields with smooth coefficients on a finite dimensional manifold. For the cubic sensor problem it has been shown that if there exists a finite dimensional filter for a conditional statistic then there exists a homomorphism according to the Brockett Ansatz.

Combining these two results one can conclude: there exists no finite dimensional filter for computing any conditional statistic for the cubic sensor problem.
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