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Portability in this regard requires the de�nition of the interface semantics and how information is to be ac-
cessed.

� Allow �exibility in how the interface is applied.
Since OpenMP compilers may implement OpenMP directives differently, including variations in runtime
library operation, the performance interface should not constrain how it is used.

While our study focuses mainly on the instrumentation interface, as that is where events are monitored and the
operational state is queried, clearly the type of performance measurement will determine the scope of analyses
possible. Ideally, the �exibility of the interface will support multiple measurement capabilities.
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In this way, performance observation can be targeted at the levs)8086 0.983(geted)Tof6285 0 74
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3.9 Implementation Issues

It is clear that an interface for performance measurements must be very must



The pomp begin and pomp end routines would have an additional void* typed second



out within the KOJAK project [11] and is a part of the ESPRIT working group APART [1].

EXPERT analyzes the performance behavior along three dimensions: performance problem category, dynamic call
tree position, and code location. Each of the analyzed dimensions is organized in a hierarchy. Performance problems
are organized from more general (�There is an MPI related problem�) to very speci�c ones (�Messages sent in
wrong order�). The dynamic call tree is a natural hierarchy showing calling stack relationships. Finally, the location
dimension represents the hierarchical hardware and software architecture of SMP clusters consisting of the levels
machine, node, process, and thread.

The range of performance problems known to EXPERT are not hard-coded into the tool but are provided as a col-
lection of performance property speci�cations. This makes EXPERT extensible and very �exible. A performance
property speci�cation consists of

� a compound event (i.e., an event pattern describing the nature of the performance problem),
� instructions to calculate the so-called severity of the property, determining its in�uence on the performance of
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4.3 Integration into TAU

The TAU performance system [13] provides robust technology for performance instrumentation, measurement, and
analysis for complex parallel xpalelcutegrationAUvidesAU prox



Figure 2: EXPERT Performance Analysis of OpenMP/MPI Weather Forecasting Application Instrumented
with OPARI

5.1 Weather Forecasting

The REMO weather forecast application from the DKRZ (Deutsches Klima Rechenzentrum, Germany) is an ex-
cellent testcase for the performance API. The code is instrumented using OPARI for OpenMP eKents and the MPI
pro�ling library for MPI eKents. The measurement system uses the EPILOprsystesu
(eent)Tj
5,807 0 1(for)Tj
14.-11.88 Td0
(fPI)Tj
20.6259 0 Td
(the)Tj
15.P7 0 Td
(the)Tj
/R31 9.969one G
7.43301 7.97
(P)Tj
4.90405 0 Td
(-4(Ger
(Wj
-440.9call0 Td
(eca
(the)Tj
/R31 cell8er)Tj
30.1041 0 Td
(E)Tj
5.39753 0 Td
(P)Tj
4.91931 0 Td
(I)Tj
3.11807 0 Td
(L)Tj
5.39753 0 Td
(O)Tj
6.2344 0 Td
(G
7.43301 0 1d
34 66193)Tjac5 0 Td
(57
(W)Tj
11rou 0 es,807 36.78ts)Tj
18.91 0 Tdsys24 66193)describ(instr
(M266e)Tj
15.abo8 0 Td
(and)Tj
17.9338 0 Td
(K)Tj
4.91.89 0 Td07
()Tj
22.4103 0 Td
(the)Tj
/R31 771 6he)Tj
18.1041 0 Td
(E)Tj
5.3X753 0 Td
(O)Tj
6.9753 0 Td
(P)Tj
4.91041 0 Td
(E)Tj
5.3RT344 0 Td
(G
7.43301  Td59es)Tj
47.5.85 0 Td
cel72em)Tj
30.625n 0 Td
(41(E)Tj
5.398 ces461 0 T
(M266m)Tj
22.6567 0 Td
(fhe)Tj
15.3934 0 Td
he)Tj
15.9336 0 Td
(K)Tj
4.91113 0 Td
(09ry)Tj
29.Tjac53 0 T2d
(92y)Tj
29.9397 0 T6(frnd)Tj
17.displaysTd
(-4Td
d
(Tj
-450.475 6567 0 Td
6the)Tj
15.2241 0 Td
(perfoTd
2ce)Tj
53.aTj
6.95303 0d
639e)Tj
18.resul13 0 Td-10.9624Tj
7.433045.563 0 Td
(the)Tj
/R31 7Ger08e)Tj
18.1041 0 Td
(E)Tj
5.3X753 0 Td
(O)Tj
6.9753 0 Td
(P)Tj
4.91041 0 Td
(E)Tj
5.3RT344 0 Td
(G
7.43301  0.970m)Tj
22.,753 0 Td0esapploTd256F65tss:perform
(e9)Tj
15.2241 0 Td
(perfostcace)Tj
53.98 bleechenznal42m,-4(3usi4Wj
-440.9lo0 Td
(. 0 T
(M86ts)Tj
18.Each 0 TdTd4944 66193)diTd
sd
( 0 T
5.06(e)Tj
4.1i1 0 Tdsy195e)Tj
15.display(instr
1
706e)Tj
15..894 0 Td/R40
(G
7.43301 2d
1ing)Tj
24.weigh
(instrnal434s)Tj
19.8r753 0 Td52y)Tj
29.e53 0 T0 Td
(G
7.43301  Td702E)Tj
5.3. 0 T8 Td0ndinstr
-343aseT 7.97
(P)i1 0 Tdsy31(E)Tj
5.3a626 0 9d
(5e)Tj
33tre5 0 TTd
58 7.97
(P)broappl Td179g2Ger
9IT 7.97
(P)labels.08 Td
852yM518Tj
-450.475 n615 0 Td3.006mwiPIthe E O PE G
7.43301  4 03
7performcaceKer812 Td
(prs8ther)Tj
301i1 0 Tdsy19(K)Tj
4..display(instca

(M594Wj
-440.simsulaneouslty0 T6 0 837)Tj
15..894 0 Td
(689ng)Tj
24bo11.88 Td073(E)Tj
5.3a626 0403
(5e)Tj
3n 0 r3 0ll7 042.9ance)Tj
53.9336 07 TdPIe9e9. 0 d
(yst8e)Tj
18.4103 0 Td
(The)Tj
18.4l3698 0TdTd4275ee P 354Wj
-440.iTd
.re Td
(p
(e28ty)Tj
29221.lty0 T Td3752y)Tj
29.3934 0 Td
(e)Tj
4.19338 0 Td
(K)Tj
4.911 0 T2 Td
(1 Tf
7.in1 0 Tds9er01 Tf
7.3a626 05503
7)Tj
15lar1 0 Tdsy30aseend
(O)Tj
6Byo8 0 Td7d6PIe 138ty or of (E)Tj
5.3ossi blTd
(pTd
373d)Tj
17.o1 0 Tds76264 Tf
11.aTj
z Td
(tes555PI)Tj
20.6259 0TTd36.998Tj
-450.475.2241 0 Td
(perfoTd
2ce)Tj
53beha03 0 Td(code)Tj
2vi07656 0Td
57
()Tj
22.0851 0ds7
(of)Tj
11aX753 0803
(5e)Tj
3parcalelTd
(p
(367nd)Tj
17.7613 0 Td
(appl6d7d
rf)Tj
11.n1 0 T2 4625e)Tj
15.d0851 0ds908on595
((E)Tj
5.blTd
( 0 Td
(A)Tj
6.19338 0 Td
(K)Tj
4.9els.08l Td486()Tj
22.0851 0ds7
(of)Tj
11.grnularrity0 T4es3ysis)Tj
393 0 Td3 TdPI)Tj
7.433045Wa 0 T851492I((E)Tj
5.some5 0 TdT7309s)Tj
39.0851 0 T 02ofp
(e27(A)Tj
6.19338 0 Td
(K)Tj
4.939347007d
(e)Tj
4..aTj
6.95303 0d75((1 Tf
7.in1 0 Tds55r01 Tf
7. 416.86 Tm
T877ure)Tj
293934706712ure)Tj
299397 0 Td130nd)Tj
173.851 0 Td
164 Tf
11.4103 0 Td
(The)Tj
18.6hre5 0 ToTd7495e(((e)Tj
4.1ie1 0 Tdd
(7he)Tj
15wls.08l T789ng)Tj
24ar567 0 Td8(the)Tj
15shroappl T65her)Tj
30w
(. 0 0Td
5464 Tf
11.4103 0 Tdd
hng)Tj
24�rsat 0 TTdc
(9e)Tj
4.1ie1 0 Tdd
(7he)Tj
15w689 0 897011 Tf
7.lis113 0 Td
83ent6Figu(E)Tj
5.32241 0 Td
(performance)Tj
53.98 224ie13 0 Td36620aseThe((ase)Tj
3spr88 Td
(3he)Tty)Tj
290n59 0TTdT8757(Tj
-450.475 6at1 0 T70 58 7.97
(P.98 224t.3 0 36073ase)Tj
30r1 0 Tds7
(of)Tj
11losat 0 T36.7ng)Tj
24as1 0 Tds7
e95768()Tj
22.0851 00d(868e)Tj
18.8at1 0 T70 58 7.97
(P.98 224t.3 0  Td43ase)Tj
33 0 T 0 1(fng)Tj
24W625n 0  Td
50of4(P)Tj
4. n61y0 Td
-8006mis4(P)Tj
4.incl..8y0 T Td37ent KAe(are)Tj
21.689 0 1d
(8se)Tj
3shroappl T65her74Wj
-440..3934 0 Td
(e)Tj
4.3p.93
(instrTd183ase)Tj
30nlty0 T 
(133m)Tj
221t91 0 Tdd87495ee K 048(P)Tj
4.C4l3613 Td
ce01ent52PI 905FigureeKeK or 0 13entM594Wj
-440.calbo8 0 Td7d
(e)Tj
4.wso8 0 dT548nd



Figure 3: Barrier Performance Analysis of REMO

The right view shows the distribution of idle times across the different threads. Here all values refer to the selection
in the left neighbor, so the sum of all values correspond to the 73.9% from the middle view. Of course, only the
slave threads have idle times, the master thread shows always 0.0%.

Figure 3 refers to the property
IOpenMP Barrier.� The call tree shows that nearly all barrier time is spent on an

implicit barrier (!$omp ibarrier) belonging to a parallel do (!$omp do). The distribution of overhead across
the different threads shotheto

the refer vie



Original code block

#pragma omp for schedule(static) 0eduction(+: diff) private(j)
(a1,a2,a3,a4,a5)

for(i=i1;i<=i2;i++) {
for(j=j1;j<=j2;j++){

new_psi[i][j]=a1*psi[i+1][j] + a2*psi[i-1][j] + a3*psi[i][j+1] + a4*psi[i][j-1]
- a5*the_for[i][j];

diff=diff+fabs(new_psi[i][j]-psi[i][j]);
}

}

Code block after OPARI instrumenation

pomp_for_enter(&omp_rd_2);
#line 252 "stommel.c"
#pragma omp for schedule(static) 0eduction(+: diff) private(j)

(a1,a2,a3,a4,a5) nowait
for(i=i1;i<=i2;i++) {

for(j=j1;j<=j2;j++){
new_psi[i][j]=a1*psi[i+1][j] + a2*psi[i-1][j] + a3*psi[i][j+1] + a4*psi[i][j-1]

- a5*the_for[i][j];
diff=diff+fabs(new_psi[i][j]-psi[i][j]);

}
}

pomp_barrier_enter(&omp_rd_2);
#pragma omp barrier
pomp_barrier_exit(&omp_rd_2);
pomp_for_exit(&omp_rd_2);

Table 4:







the API also offers a target for OpenMP compilers to generate POMP calls that can both access internal, compiler-
speci�c


