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Abstract

Objective. Action potentials and local field potentials (LFPs) recorded in primary motor cortex
contain information about the direction of movement. LFPs are assumed to be more robust to
signal instabilities than action potentials, which makes LFPs, along with action potentials, a
promising signal source for brain—computer interface applications. Still, relatively little
research has directly compared the utility of LFPs to action potentials in decoding movement
direction in human motor cortex. Approach. We conducted intracortical multi-electrode
recordings in motor cortex of two persons (T2 and [S3]) as they performed a motor imagery
task. We then compared the offline decoding performance of LFPs and spiking extracted from
the same data recorded across a one-year period in each participant. Main results. We obtained
offline prediction accuracy of movement direction and endpoint velocity in multiple LFP
bands, with the best performance in the highest (200-400 Hz) LFP frequency band,
presumably also containing low-pass filtered action potentials. Cross-frequency correlations of
preferred directions and directional modulation index showed high similarity of directional
information between action potential firing rates (spiking) and high frequency LFPs

(70400 Hz), and increasing disparity with lower frequency bands (0-7, 10—40 and 50-65 Hz).
Spikes predicted the direction of intended movement more accurately than any individual LFP
band, however combined decoding of all LFPs was statistically indistinguishable from
spike-based performance. As the quality of spiking signals (i.e. signal amplitude) and the
number of significantly modulated spiking units decreased, the offline decoding performance
decreased 3.6[5.65]% /month (for T2 and [S3] respectively). The decrease in the number of
significantly modulated LFP signals and their decoding accuracy followed a similar trend
(2.4[2.85]% /month, ANCOVA, p = 0.27[0.03]). Significance. Field potentials provided
comparable offline decoding performance to unsorted spikes. Thus, LFPs may provide useful
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1. Introduction

Brain computer interface (BCI) systems based on
intracortically derived neural signals offer a promising means
to control external devices by decoding intended movement
related activity with high temporal and spatial resolution. An
advantage of intracortical sensors is their ability to record
both action potentials (spikes) and lower frequency local field
potentials (LFPs), which may provide multiple, independent
information channels to generate commands for applications
(Pesaran et al 2002, Bansal et al 2012, Andersen et al 2004).
To date, human intracortical BCIs have largely focused on
the commands derived from ensembles of spiking neurons
(Truccolo et al 2008). For instance, spike-based pilot stage
BCI systems have allowed people with tetraplegia to use a
computer for point and click actions and to perform simple
actions by controlling assistive technologies (Hochberg et al
2012, 2006, Collinger et al 2013). Applications for these BCIs
may range from a simple cursor control system for people with
locked-in syndrome, to a rich control signal that allows reach
and grasp with a prosthetic limb. However, BCIs for clinical
or daily real-world use will be practical only if the system can
function reliably every day.

Recording stable spiking activity poses challenges both
on a minute-by-minute time scale and longer (hours to years)
periods (Dickey et al 2009, Chestek et al 2011), first, because
electrodes must remain in the proximity of the recorded
neurons, and second, the electrode’s material characteristics
must remain stable. Shifts in the sampled neuronal population
and unmodeled changes in spike rate introduce decoding
errors and impair neuroprosthetic performance (Perge et al
2013). This problem might be mitigated by improved sensors,
better recording technology, decoding or signal processing
techniques (Fraser ef al 2009, Jarosiewicz et al 2013), adaptive
algorithms (Homer et al 2011, Gurel and Mehring, 2012, Li
et al 2011) or by using LFP signals simultaneously available
from intracortical recordings (Homer et al 2014).

LFPs in area M1 contain information about voluntary arm
movements (O’Leary and Hatsopoulos 2006), and the offline
decoded movement or muscle activity in monkeys appears to
approach or even rival the decoding performance of spikes
(Bansal et al 2011, 2012, Mehring et al 2003, Rickert et al
2005, Zhuang et al 2010a, Flint et al 2012a, 2012b, Slutzky
et al 2011, Stark and Abeles 2007). In monkeys, LFP signal
power at higher frequencies (> 100 Hz) demonstrates increased
kinematic information and better decoding performance than
signal power at lower frequencies (Zhuang et al 2010b, Bansal

et al 2012), presumably because high frequency LFP signals
contain spiking activity (Belitski et al 2008, Ray et al 2008a,
Liu and Newsome, 2006, Schomburg et al 2012, Nir et al
2007), as well as oscillations related to network-level synaptic
activity (Buzsaki et al 2012, Buzsaki and Draguhn 2004).
This suggests that high frequency LFP could be a proxy for
the population firing rate (Ray er al 2008b, Manning et al
2009, Whittingstall and Logothetis 2009). In contrast, lower
frequency LFPs (<30 Hz) might correspond to the activity of
a distinct neural population with different tuning properties,
and encoding different information (Lashgari et al 2012).
This might provide an additional information channel, beyond
spiking, for BCI control. Although the type of information
and the stability of motor cortical LFP signals in humans with
tetraplegia are unknown, this information is now available
by analyzing chronic intracortical multi-electrode recordings
from people with tetraplegia engaged in the BrainGate pilot
clinical trial.

We compared the temporal stability of directional
information in LFPs and spiking ensembles obtained from the
primary motor cortex (MI) of two people with tetraplegia.
The results show that despite several years of paralysis,
motor cortical LFPs were functionally modulated in multiple
frequency bands during intended movement of the arm or
hand. Assessed by continuous trajectory decoding using a
Kalman filter, and discrete target decoding with a naive
Bayesian classifier, we found that LFPs contained information
about intended movement direction similar to spiking. When
decoders were recalibrated each day, LFP signals retained
offline decoding performance and reliability over time similar
to spiking signals, indicating that decoding approaches could
benefit from the use of LFPs.

2. Methods

2.1. Trial participants and dataset

Electrophysiological recordings were collected from two
BrainGate clinical trial participants (T2 and [S3], ages 66[56]
at the time of the recordings). We analyzed a total of
25 research sessions, 12[14] sessions spanning more than
one year in each participant from day 46-467[974-1293]
after implantation. Both participants were diagnosed with
extensive pontine infarction due to thrombosis of the
basilar artery 9[6] years prior to trial recruitment. Both
participants were tetraplegic and anarthric. The usual form
of communication was through eye movements. This research
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Figure 1. Motor cortical field potentials in humans with tetraplegia are task modulated. (A) Time representation of task. (B) and (C) Data
from participant T2 and S3. Signal power decreased in the medium frequency range during movement (~7—-40 Hz) more substantially than
at lower frequencies (0.3—7 Hz). Vertical bands indicate approximate frequency boundaries in the medium frequency range that guided our
band selection for this study. Power spectral densities were generated with fast Fourier transform and averaged across significantly
modulated channels over four sessions in T2 and seven sessions in S3 (27 000 and [10000] data segments per figure).

was conducted with Institutional Review Board (IRB) approval
and an Investigational Device Exemption from the U.S. Food
and Drug Administration. (Caution: Investigational device.
Limited by federal (USA) law to investigational use.) The pilot
clinical trial is registered at clinicaltrials.gov/NCT00912041.
Detailed description of the BrainGate BCI is presented
elsewhere (Simeral et al 2011).

2.2. Decoder calibration and closed-loop control

The results presented in this paper are based on offline analysis
of open and spike-based closed-loop data recorded in the
context of the BrainGate pilot clinical trials (Hochberg et al
2012, 2006, Simeral et al 2011). Participants performed a four
direction center-out-and-back target acquisition task (Kim et al
2008). At the outset of each session, termed the ‘open-loop
phase’, a linear mapping was derived between spiking activity
and cursor movements (see also section 2.5). Specifically, the
participant watched a computer-generated sequence of cursor
movements (‘training cursor’) while attempting arm motions
that would produce the observed cursor action. Neural firing
rates recorded during this attempted arm/hand movement
together with the training cursor velocity were used to calibrate
a Kalman filter based decoding model (Wu et al 2006, Malik
et al 2011). Once established, this mapping was used for
closed-loop control to convert the participant’s subsequently
observed neural firing into real time cursor motion in two
dimensions.

Online, closed-loop voluntary control over the neural
cursor was tested by a radial-4 center-out-back target
acquisition task (Kim er al 2008). The goal of this task was
to move the neural cursor to one of four circularly arranged

peripheral targets that were discs on a screen. The cursor was
centered on the screen to begin a trial (i.e. cursor movement to
anew target), and the participant was asked to direct the cursor
to the target (indicated by color change), then direct the cursor
back to the center and wait to begin a new trial (figure 1(A)).
The results of closed-loop cursor control based on spiking
activity has been reported elsewhere (Kim et al 2008, Perge
et al 2013, Simeral et al 2011, Hochberg et al 2006).

2.3. Signal acquisition

Motor cortical activity was recorded with a 10 x 10
array of platinum-tipped silicon micro-electrodes (1.5 mm
length, 400 pum spacing, 96 active electrodes, Blackrock
Microsystems, Salt Lake City, UT) chronically implanted into
M1 arm/hand area (Hochberg ef al 2006). Recorded electrical
signals were passed externally through a titanium percutaneous
connector that was secured to the skull. Cabling (94 cm long)
attached to the connector and equipped with a unity-gain
isolation stage, routed signals to an amplifier, where ‘raw
data’ signals were analog filtered (0.3-7500 Hz), digitized
at 30 kHz sampling rate and optically transferred to a series
of computers for further processing, as described previously
(Perge et al 2013, Simeral et al 2011).

To obtain unsorted spikes (i.e. multiple single unit
activity), analog signals from each channel were referenced
to the mean of all 96 channels, then bandpass filtered
at 750-7500 Hz. Referencing was used to eliminate large
electrical artifacts and improve signal-to-noise ratio. Times
when this filtered voltage signal crossed a 4.5 root-mean-
squared threshold triggered the storage of a 1.6 ms long spike
waveform. For the offline analysis presented here, no further
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spike sorting or discrimination in spike shape was performed,
thus time stamps of the threshold crossing events, i.e. multi-
unit spiking activity, were used in decoding.

2.4. LFP processing

The same raw data used to obtain spiking was referenced to
the mean of all 96 channels, low-pass filtered with a 400 Hz
cutoff with an eighth order Chebyshev filter (Parks and Burrus,
1987) and down-sampled to 1 kHz. To examine systematic
variations of the amplitude spectrum at different frequencies,
we computed spectrograms of LFP data segments time aligned
to the onset of one of four targets. All spectral analyses were
based on time-frequency decomposition using short-term fast
Fourier transform with time windows of 300 ms, overlaps of
120 ms and frequency steps of 1-10 Hz (steps of 1 Hz for
frequencies <10 Hz, steps of 3 Hz for frequencies <70 Hz
and steps of 10 Hz above 70 Hz).

We differentiated five non-overlapping frequency bands of
interest (low: < 5 Hz, medium: 10-40 Hz, gammal: 45-65 Hz,
gamma?2: 70-200 Hz, epsilon: 200—400 Hz). These frequency
intervals were determined based on a characteristic drop of
signal power in the ~10-40 Hz frequency range in the average
power spectral density when compared between premovement
and movement conditions (figure 1, arrows). In addition, we
apportioned gamma and higher bands (>50 Hz) arbitrarily
as an additional survey on potential differences between these
bands. This was motivated by reports showing that these bands
may behave differently (Ray and Maunsell 2010).

Signal amplitude within each frequency bin of the
spectrogram was z-scored (i.e. the mean signal amplitude
within the bin across all trials and all times was subtracted from
individual trials, and the signal segments were divided by the
standard deviation of all of the values). This normalization step
was used to bring the different spectral features into the same
scale, as cortical field potentials show a 1/f pink-noise-like
decay of signal power (Henrie and Shapley, 2005, Pesaran et al
2002). In addition, subtracting the mean also eliminated static
(and therefore non-informative) components of the signal such
as line noise. Z-scoring gave essentially the same decoding
results as normalization by dividing the bin’s value by the
average signal amplitude of a 1 s long premovement (rest)
period of that frequency bin. Histograms of spiking activity
were similarly z-scored for each recording channel, thus each
electrode (channel) provided six signal types: five LFP features
and one spike rate feature.

The normalized spectrograms for individual trials within
each recording channel served to calculate signal power
within the five frequency bands at 0.3-2.3 s following
target onset. The preferred direction of a feature on a given
recording channel was determined by fitting the trial-to-
trial measurements over the four directions with a cosine
function. To quantify the strength of directional modulation
we calculated a directional modulation index, i.e. the peak-
to-peak amplitude of the cosine fit divided by the standard
deviation of the error residuals of the fit.

2.5. Offline decoding

To ensure that results are independent of the decoding
approach, we used two types of decoders in this study, a naive
Bayesian direction classifier with an assumption of Gaussian
distributed data (Chestek et al 2011) and a velocity-based
Kalman filter (Bansal ef al 2011, Zhuang et al 2010a, Malik
et al 2011). Each decoder was evaluated with five-fold cross
validation. Classification performance was evaluated in terms
of the percent of target directions that were correctly classified,
while the Kalman filter decoding performance was evaluated
by the Pearson’s correlation coefficient between estimated
and actual cursor velocity both in the horizontal and vertical
direction. To simplify presentation, we reported the average of
the horizontal and vertical velocity correlation coefficients.
The state-space model for the Kalman filter was:

Xep1 = Axg + gx (1)

2k = Cxp + pr ()

where x; = [v,, vy],f represents the velocity of cursor at time
tr = kAt (time bin At = 100 ms), z; denotes the features
of neural signals at time #; (spectral power of LFP in each
frequency band or firing rate in a 300 ms window); C is
the observation matrix that linearly relates the cursor state
to the features of neural signals; A is the state transition matrix
that linearly relates the cursor velocity at time #;,; to the
velocity at time #;; pr ~ N(0,T) and g ~ N(O, W) are
the observation and state Gaussian noise respectively with
covariance matrices 7 and W. LFP features and firing rates
used in Kalman decoding were computed in a 300 ms sliding
window with steps of 100 ms.

LFP features usually outnumbered measurements or trials
(480 LFP features versus ~200-300 trials per session),
which necessitated feature selection to avoid overfitting.
For this purpose, we ranked features according to their
individual decoding performance (based on the percentage
of correctly classified movement directions or Pearson’s
correlation coefficient) from best to worst, then calculated
decoding performance starting with the best performing
feature and adding features incrementally for decoding.

Increasing the number of features in directional
classification showed performance improvement that saturated
at ~15 features, with a performance plateau between
~20-30 features and occasional performance decrease above
~30 features, in close agreement with non-human primates
studies (Bansal et al 2011). For this reason, we selected the
20 best-performing features in all analyses with directional
classification. The results were relatively robust to this choice
of feature number. For instance, directional classification using
30 features instead of 20 over the first four research sessions
in T2 showed no significant difference at any frequency band
or spike (paired ¢-test, p > 0.05).

The same feature selection protocol was used for
continuous decoding using the Kalman filter, except that
decoding performance saturated with a slower pace and
reached a plateau at a higher feature number (50-100
depending on the session). For this reason we used 30
features for continuous decoding. A greedy selection paradigm
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(Bansal et al 2011) eliminated highly redundant features and
improved decoding performance by ~10%, however both
in the cross-frequency and time comparison analyses (see
below) it provided highly similar results. Therefore, due to
its simplicity, we used rank-based feature selection in all
subsequent decoding analysis.

Classifying movement direction, when decoded from
either open-loop or spike-based closed-loop trials showed
practically the same result (supplementary figure 1 available
from stacks.iop.org/JNE/11/046007/mmedia). For instance,
offline decoding performance was not significantly different
between open- or closed-loop data in T2 (#-test, p > 0.05
for any frequency bands or spikes) while we found a
weak but significant difference in S3 only in two out of
ten LFP bands (z-test, 0.3-5 Hz: p = 0.03, 45-65 Hz:
p = 0.04, supplementary figure 1, stars (available from
stacks.iop.org/JNE/11/046007/mmedia)). Due to this high
similarity, we combined open- and closed-loop trials in all
subsequent analyses.

To establish significance levels of the decoding results, we
used a bootstrap procedure. In short, we decoded movement
direction (Bayesian classification among four directions) or
cursor velocity (Kalman filter) based on neural data after
we randomized the sequence of movement directions (five-
fold cross validation). One thousand iterations resulted in
a smooth surrogate distribution of decoding performance,
where the mean of the distribution (0.25 in four-directional
classification and 0 in Kalman filter Pearson’s correlation
coefficient accuracy) and the 95% confidence interval marked
our significance level.

3. Results

We compared motor cortical spiking activity and multiple
bands of LFPs recorded from two clinical trial participants
T2 and [S3] performing center-out tasks (see section 2.2),
including 12 sessions from participant T2 (trial days 46—467,
one year and two months study period) and 14 sessions
from participant S3 (trial days 974—1330 after implantation,
one year study period). Below, we describe the directional
tuning and decoding performance in spiking activity and LFPs,
followed by a comparison of offline decoding stability across
research sessions.

The power spectral density of the signal prior to and
during attempted movement showed characteristic changes
in different frequency bands (figure 1) and showed at least
three characteristic types of modulation during movement
imagery (figure 2). First, LFPs at low frequency (0.3-7 Hz)
showed a transient increase followed by tonic decrease
in signal power after cue onset. Second, signal power
decreased markedly at medium frequency (~10-30 Hz),
referred to in motor cortex as beta suppression or event-
related beta desynchronization (Pfurtscheller and Lopes da
Silva 1999). Third, higher frequencies, generally labeled as
gamma, high gamma and epsilon bands (~50 Hz and higher)
showed increased signal power, in a directionally specific
manner. This higher frequency regime contained a strong
component of spiking activity (figure 2(F)) and the directional

Table 1. Frequent co-modulation in LFPs and spiking. Significant
tuning was calculated with 1-way ANOVA (p < 0.01). Data based
on 12[14] research sessions. High gamma: 70-200 Hz. Epsilon:

200-400 LFP band. Values were rounded to single digit precision.

T2 S3

Significantly tuned % of all channels

LFPs or spike 71 37
LFPs 68 30
Spike 23 22
LFPs and spike 20 15
spike but not LFPs 2 7
LFPs but not spike 48 15
Spike but not epsilon 6 11
Epsilon but not spike 5 4
Spike and epsilon 16 11

Epsilon not high gamma 5 5

modulation showed an upper boundary at ~1-3 kHz (data not
shown), which most likely marked the high end of frequency
components of spikes.

To describe directional information across the frequency
spectrum of the field potentials, we sampled the signal power
in five non-overlapping frequency bins of the spectrograms
at 0.3-2.3 s following cue onset (‘low’: 0.3-5 Hz, ‘medium’:
1040 Hz, ‘gamma’: 50-65 Hz, ‘high gamma’: 70-200 Hz,
‘epsilon: 200-400 Hz, (see section 2.4)). The average
z-scored signal power within these time-frequency windows
and z-scored spike rates were calculated for each electrode.
The LFP and spike features (five LFP frequency bins and
one spiking activity per channel) with significant modulation
across the four stimulus conditions (one-way ANOVA,
p < 0.01) were selected for directional analysis. Directional
modulation indices (see section 2.4) were extracted for all
significantly modulated features, and movement directions
were decoded based on a single type of feature or the
combination of all types (see below).

3.1. Comparison of directional modulation in spiking and LFPs

The total number of significantly modulated LFP features
(1-way ANOVA p < 0.01) outnumbered spiking features
by 2.95[1.5]-fold (table 1). Stratified to individual feature
types, the number of significantly modulated channels was
more than twice as high at high frequency (~20% of
all modulated channels in features >70 Hz) than at low
frequency (<10% at <5 Hz, figure 3(A)), while features in
the intermediate frequency range (10-65 Hz) showed a high
number of modulated channels in T2 (~38%) and low number
in S3 (~5%, figure 3(A)). Directional modulation index (see
section 2.4) increased with signal frequency and was highest
in spikes (figure 3(B)).

Simultaneous modulation in multiple LFP bands was
common. One third of the channels showing significant
modulation in any signal type (table 1, ‘LFPs or spike’) were
simultaneously modulated both in LFPs and spikes (‘LFPs
and spike’). Importantly, 48[15]% of the channels showed
modulation in at least one of the five LFP frequency bands,


http://stacks.iop.org/JNE/11/046007/mmedia
http://stacks.iop.org/JNE/11/046007/mmedia

J. Neural Eng. 11 (2014) 046007

J A Perge et al

(E) (A)
60 ~_ 400

40

20

E

Frequency (Hz)

A
TARGET ONSET

()
400 2

200 p=

up (F)

preferred directions in
5 LFP bands and spikes

TARGET
ONSET Frequency (Hz)

1
ersmmdodfifioirsemtion 200-400
70-200
50-65

1
T
1
|
m"'w,"“,\HU‘W/,\;!JI'W,W,-My,u. kprvaptprmiets 10-40

]
! 03-5

2110830¢72

S

400 E
=

05 §

=

joy

200 ®
0

Q

N

g

-05 =

0 z

Time (sec)

Figure 2. Motor cortical LFPs in a person with tetraplegia are functionally modulated in multiple frequency bands. (A)—(D) Trial averaged
time-frequency spectrograms to four movement directions (direction indicated at top of each panel) recorded on a representative electrode.
Power increase in the high frequency bands gamma and epsilon is highly directional selective, as it occurs mostly in the upward movement
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Colors correspond to the frequency bands plotted in (F). Black: spiking activity. (H) Spike waveforms recorded on the same channel. Figure
is based on a single channel in one session and 71-73 trials per spectrogram.

even in the absence of modulation in spiking activity on the
same channel. A fraction of channels (16[11]%) that showed
modulation in spiking also showed significant modulation
in epsilon.

Similarity across spiking and different LFPs was also
captured by directional correlations (preferred direction and
modulation index) within the same channel and across
frequencies (figure 3). With respect to the preferred direction,
we found the strongest directional correlations between the
high frequency range (70-200 and 200—400 Hz). Correlations
in directional modulation index (see section 2.4) across
frequency bands within the same channel showed high
similarity between spikes and high gamma frequency, and
high gamma and epsilon (70-200 Hz and 200400 Hz) but less
correlation between low and high gamma (50-65 Hz and 70—
200 Hz). Directional correlations (both the preferred direction
and modulation index) between high and low frequencies
within the same channel were relatively small, indicating

a disparity of kinematic information between these signal
components. These results were comparable to studies in
primary visual cortex reporting that low frequency LFPs and
spikes contain independent information (Lashgari et al 2012,
Belitski et al 2008).

Preferred directions were not homogenously distributed
(p < 0.001 Rayleigh-test for all but T2 low frequency which
was significant at the 0.05 level), instead all distributions
were unimodal (figure 3(E)). High frequency bands (45-400)
and spiking distributions shared a common mean direction
with no significant difference between the peaks (two-sample
Watson—Williams test, p > 0.05) although preferred directions
in spiking activity showed significantly broader spread, i.e.
a larger variability of preferred directions, which would
make spiking signals especially suitable for multidirectional
decoding. In contrast, despite the relatively high number
of significantly tuned channels in the 10-40 Hz range
(T2, figure 3(A)), the preferred directions were highly
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12[14] research sessions.

clustered in both participants (figure 3(E) second column of
polar plots). This indicates high redundancy of directional
information in this band, and—as we show below—this
band also provided poorer directional decoding performance.
The most common preferred direction changed between
participants and likely depended on recording location,
considering that M1 shows spatial clustering of preferred
directions (Eisenberg et al 2010, Amirikian and Georgopoulos
2003, Georgopoulos et al 2007, Ben-Shaul ez al 2003).

We also intended to ensure that a clustering of preferred
directions or differences in decoding performance across
frequency bands was not an artifact of common average
referencing, which we applied to eliminate synchronous noise
artifacts (see section 2.3). Therefore we performed the same
directional tuning analysis on unreferenced signals, which
also showed similar inhomogeneity in the distribution of
preferred directions (Rayleigh-test, p < 0.001 for all but S3 50—
65 Hz range). Thus, while we observed that common average
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Figure 4. Decoding performance in high frequency LFPs is
comparable to spikes and gradually decreases at lower frequencies.
(A) Directional classification using a naive Bayesian classifier. (B)
Continuous decoding using a Kalman filter. Individual LFP or spike
features were ranked according to their decoding performance, and
the best 20 features were selected to generate performance results
for each frequency band and spikes. Error bars indicate 95%
confidence intervals as determined by bootstrapping. Dashed line
indicates chance level and 95% confidence interval as determined by
bootstrapping (see section 2.5).

referencing decreased the overall signal power preferentially
at low frequencies, neither the distribution of preferred
directions, nor the decoding performance (see section 3.6)
were altered by this data processing.

3.2. Decoding results

We further measured information content in different
bands by comparing the offline decoding accuracy of the
intended target direction with a naive Bayesian classifier
in each band. Decoding movement direction showed the
highest performance in spikes with 56 £+ 22[70 £ 22]%
correct performance (n = 12[14] sessions), and a gradually
decreasing performance at lower frequencies, with the
exception of the 1040 Hz band, where the performance
was the lowest (35 £ 2[32 £ 4]%) in both participants
(figure 4(A)). Decoding performance of the highest frequency
LFP feature (epsilon band, 200400 Hz) was statistically
indifferent from spike-based performance (paired #-test,
p = 0.06[0.17]), while spikes marginally, though significantly,
outperformed all other LFP bands (p < 0.05 in all bands and
both participants).

Sorted single-unit spiking activity might provide different
performance than multi-unit spikes, and knowing this
difference would be important from a practical standpoint.
To compare multi-unit spiking to sorted single unit spikes in
our study, we manually re-sorted the action potentials of the
entire data set (Perge er al 2013), and repeated directional
classification using single-unit spiking activity. Sorted spikes
improved decoding performance by 1-5% in the early sessions,

in accordance to previous studies (Fraser ef al 2009). However,
as signal quality decreased over the study period, decoding
performance fell below multi-unit spike decoding. The mean
decoding performance over the entire study period using
sorted spikes was 12[18]% lower (p = 0.007[0.03], paired
t-test) than multi-unit spikes.

To ensure that decoding results are independent of
the choice of the decoding algorithm, we also performed
continuous decoding of cursor movement velocity using a
Kalman filter. This showed an identical tendency to the
Bayesian classifier, i.e. high offline decoding performance
in multi-unit spikes and high frequency LFPs, while
gradually decreasing performance at lower frequencies
(figure 4(B)). Performance in the epsilon band was statistically
indistinguishable from spikes (#-test, p = 0.32[0.31]) while
spikes outperformed all other LFP bands (p < 0.05 in all
bands and both participants). Both the classification and
continuous decoding results confirmed non-human primate
studies investigating directional information in macaque
M1 LFP frequency bands (Mehring et al 2003, Rickert et al
2005).

3.3. Comparison of long-term decoding stability of movement
direction in spiking and LFPs

To compare the long term stability of spiking and LFP
signals, we assessed changes in offline decoding performance
(naive Bayesian classifier, percent correctly classified target
directions) across all research sessions of this study over
the duration of one year in both participants (figure 5). In
this case we decoded movement direction using an optimal
subset of features selected from all LFP bands, spikes or a
mixture of both LFPs and spikes (‘hybrid decoding’) using a
rank-based feature selection (see section 2.5). In other words,
all feature types from all electrodes were pooled together in
the observation vector for the decoder, assuming statistical
independence.

Combined LFP decoding performance using daily
recalibration of the decoder was statistically indistinguishable
from spike-based performance in 75[76]% of the sessions
(figures 5(A) and (B), t-test on cross-validation results,
p > 0.05). In 25[20]% of the sessions spikes outperformed
LFPs and in 0[6]% of the sessions LFPs significantly
outperformed spikes. Both LFP and spike-based performance
showed a significant decrease over time in both participants.
The rate of performance decrease in spiking signals and LFPs
was similar in participant T2 (linear fit, spike: 3.6%/month,
LFPs 2.4% /month, ANCOVA, p = 0.27), while ~3% slower
in LFPs in participant S3 (spike: 5.65%/month, LFPs:
2.85% /month, ANCOVA, p = 0.03). Thus, in the majority of
sessions, LFPs provided similar offline decoding performance
to spikes.

Signal stability was also reflected in the number of
significantly tuned features (figure 5(C)). On a long time
scale (months to year), both spike and LFP features in both
participants showed an overall decrease in number (least-
square regression, > > 0.3, p < 0.05 in each case). Although
the reason for this change was unknown, we noticed a
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Figure 5. Reliability of LFP-based offline decoding is similar to spike-based offline performance. (A) Directional decoding using a classifier
recalibrated in each research session. Error bars indicate 95% confidence intervals obtained from bootstrapping the five-fold cross validation
results. Dashed lines show chance level. (B) Offline decoding performance using the same classifier calibrated on the first session. (C)
Number of significantly modulated features co-vary between spikes and LFPs. (D) Summary performance of the five classifiers tested over
the study period reveals similar performance for spikes and LFPs. (E) Offline decoding performance using the same decoder decreases by
60% over time periods of ~2 months but remains significantly different from chance level (see section 2.5) both in spikes and LFPs. Larger,
filled symbols indicate statistically different performance from chance level. Fraction change indicates the proportional change in decoding

performance with respect to the calibration session.

gradual decrease in action potential amplitude and electrode
impedance (unpublished observation), as also described in a
macaque study (Chestek et al 2011), indicating that electrode
integrity or other parameters of the recording conditions might
have changed over multiple months. Despite the decline,
it is notable that the array in participant S3 continued to
provide useful signals through more than five years (Hochberg
et al 2012).

On a medium time scale (days to weeks), feature counts
showed large inter-session variability in both signal types
(figure 5(C)), and the changes were significantly correlated
between LFP and spike feature counts (Pearson’s cc =
0.76[0.87], p = 0.00003[0.002]). Most notably, significantly

modulated spike features in T2 decreased from 40 + 14 (n=4
sessions) to 3 £ 3 units (n = §, remaining sessions) between
day 116 and day 235 after implantation (fourth session, or
at the fourth month of this study period) while spike-based
decoding performance decreased from 83 £+ 10% to 44 =+
9%. In parallel, the number of significantly tuned LFP features
and LFP decoding performance also decreased (129 + 88 to
112 £ 49, performance change: 77 &+ 16% to 51 £+ 10%). In
summary, feature counts and decoding performance fluctuated
in a similar fashion across LFPs and spikes both on a long and
at a medium time scale. On a short time scale, i.e. within a
research session, fluctuations in spike amplitudes and firing
rates have been previously reported (Perge e al 2013).
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3.4. Comparison of decoding stability in spiking and LFPs
using fixed decoders

As a further comparison of reliability between spike and
LFP features, we trained a classifier based on data from
the first session and used the same classifier (i.e. fixed its
features and weights) for the remaining sessions. Change
in offline decoding performance reflected signal instability,
as unmodeled signal changes introduce decoding errors,
thus decreasing the performance of a fixed decoder (Perge
et al 2013). The offline performance of both the spike and
LFP-based classifiers in both participants fell to chance
level over time separations of about two months or
longer (figure 5(B)). Since recalibration outperformed fixed
decoders in both participants, these results verify that the
daily recalibration, performed with the intent of optimizing
performance was a reasonable approach during the closed-
loop sessions.

To further characterize the effective time window within
which the same decoder provided reliable offline decoding, we
decoded the intended movement direction in one session using
a decoder calibrated in an earlier session. In other words, we
compared pairs of sessions with increasing level of temporal
separation, and investigated the effect of inter-session time
on prediction accuracy. This test revealed that calibration and
testing performed with short time intervals (days to weeks)
showed higher performance, therefore a more comparable set
of features than sessions performed months apart. Prediction
accuracy fell by 60% compared to the original training
performance within ~100 days of inter-session separation both
in spiking and LFPs and in both participants (figure 5(E)),
although significant performance remained even at longer
inter-session intervals in both participants and signal types
(figure 5(E) large filled symbols). Decoding performance was
significantly different from chance level in 77[71]% of the
tested session combinations for LFPs, and 20[64]% of the
session pairs for spike decoding which indicates increased
stability of LFP signals compared to spiking in participant T2
and comparable performance in S3.

3.5. Hybrid spike-LFP decoding

Given the large number of significantly tuned LFP features
and the stronger directional modulation in spiking (figure 3),
we asked if joint spike-LFP (hybrid) decoding would
improve offline decoding performance. In each session, we
selected twenty features with the highest individual decoding
performance, irrespective of whether that feature was spiking
or LFP, then used these features to recalibrate a decoder
in that session. Decoding movement direction (with a naive
Bayesian classifier) using this hybrid input signal yielded
a higher offline performance similar to the best performing
component (spiking or LFPs) alone (figure 5(A)). That is,
hybrid performance was not statistically significantly different
from the best performing signal type alone in any of the
research sessions (z-test on cross-validation results, p > 0.05).
In addition, we calculated regression lines on performance data
presented in figure 5(A). Regression slopes compared between

Table 2. Contribution of signal types to hybrid decoding. Signals
that were frequently selected for decoding (left columns) were also
more detrimental on performance when removed (right columns).
Right columns indicate performance change when a given feature
type is omitted from feature selection.

% all selected features  Performance change (%)

Signal type T2 S3 T2 S3
0.3-5Hz 125 93 -05 23
10-40 Hz 142 6.7 —2.2* 0.8
50-65 Hz 416 8 —6* 0.7
70-200 Hz 10 133 0.1 1.6
200-400Hz 15 19 -02 —1.6
Spikes 17.9 437 =35 =17

* Statistically significant performance decrease by removing a
given signal type (paired #-test, p < 0.05).

spike-hybrid or LFP-hybrid performance were statistically
indistinguishable in both participants (ANCOVA, p > 0.05).

Feature types were not represented in equal number in
the selection of the 20 most informative features. The most
common feature types were low gamma (50-65 Hz) in T2
(41% of all selected features) and spikes in S3 (43%) followed
by epsilon (200-400 Hz) in both participants (15[19]%,
table 2). Higher numbers of selected features from a given
feature type also indicated stronger contribution to decoding
performance, because leaving one type of feature out of the
feature selection process (i.e. selecting 20 most informative
features but ignoring one feature type at a time) revealed the
largest performance drop for the exclusion of low gamma
in T2 (50-65 Hz, 6% decrease) and spiking in S3 (7.7%
decrease, table 2). The lack of performance improvement using
hybrid signals over either spikes or LFPs further supported our
earlier findings of high redundancy in kinematic information
(figure 3) across these signal types.

3.6. Noise correlations and decoding performance

The slightly lower decodin