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A Additional Related Work

In this short section we highlight some additional related work that we were unable to

cite in the main text because of space constraints.

One of the most exciting frontiers in causal inference right now is the use of machine

learning methods for causal inference including many methods which could be used to

adjust for high-dimensional covariates in experimental and observational settings (Van der

Laan and Rose, 2011; Bloniarz et al., 2015; Hazlett, Forthcoming; Sales, Hansen and

Rowan, 2015; Athey and Imbens, 2016; Athey, Imbens and Wager, 2016; Hartford et al.,

2016; Chernozhukov et al., 2017; Ratkovic and Tingley, 2017). Most of these approaches

leverage models of the outcome (see also, Rubin and Thomas, 2000; Hansen, 2008). By

contrast our approach is focused on the analysis of observational data, falls in the matching

framework, and does not use a separate regression model of the outcome data. There has

been some work on the particular problem of using high-dimensional data for estimating

propensity scores (Schneeweiss et al., 2009; Westreich, Lessler and Funk, 2010; Hill, Weiss

and Zhai, 2011; Belloni, Chernozhukov and Hansen, 2014).

Although not about matching, Taddy (2013a) offers an approach that is conceptually

related to ours: considering how to select documents for manual coding in supervised

learning. Ideally, manual coding should use an optimally space filling design, but this is

impractical in high-dimensions. Taddy proposes a topic model followed by a D-optimal

space filling design in the lower-dimensional topic space. Both of these approaches share

our intuition that if two features in a high-dimensional covariate set commonly co-occur,

then they can be treated interchangeably to identify appropriate counterfactual cases.

There are several recent lines of work considering embeddings and density estimates

as proxies for unobserved confounding (Veitch, Wang and Blei, 2019; Sridhar and Getoor,

2019; Wang and Blei, 2019; Yao et al., 2019; Tran and Blei, 2017). These are also con-

nected to broader examinations of the role of text representations in causal inference

(Egami et al., 2017; Wood-Doughty, Shpitser and Dredze, 2018).

In balance checking with string kernels we primarily use visual diagnostics here. How-

ever, there is a framework for formal hypothesis tests using the Minimum Mean Discrep-
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ancy framework developed in Gretton et al. (2012) (see also, Gretton et al., 2007; Se-

jdinovic et al., 2013; Szabó et al., 2015). For practical purposes these tests would need

to be made more computationally efficient (Zhang et al., N.d.) and altered to reflect

the appropriate null hypothesis for a balance test (Hartman and Hidalgo, 2018). Those

developments are beyond the scope of this paper.
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B Treatment Projection

In this appendix section we derive the the treatment projection discussed in Section 3.1.3.

As a reminder of the notation: wi,l is a one-hot-encoding vector indicating the observed

word in document i at token l. zi,l is a categorical variable indicating the topic of that

token and κ are word weights (with parenthetical superscripts indicating whether they

correspond to parameters for the topics, content covariate, or interaction between topics

and content covariates). Equation 5 from Section 3.1.3 provides the projection which is

reproduced here:

ρi,t =
1

Li

 L∑
l=1

w′i,l κ(cov)
t,c︸ ︷︷ ︸

weight

+
k∑
r

w′i,l

topic indicator︷ ︸︸ ︷
I(zi,l = r) κ

(int)
t,r,c︸ ︷︷ ︸

topic-specific weight


 (8)

Although notationally dense, the projection has the straightforward interpretation of

summing up two weights for each word appearing in the document and normalizing by

document length. The first weight is specific to the entry of the vocabulary (e.g. parade

and protest have different weights) while the second weight is specific to the entry of

the vocabulary and that token’s topic (e.g. parade has one weight under Topic 3 but a

different weight under Topic 2).

Connections to Inverse Regression We arrive at this projection by noting that

conditional on the token-level latent variables z (which denote the topic of a given word

token), the structural topic model with content covariates has the form of the multinomial

inverse regression (MNIR) in Taddy (2013b). In that work, Taddy derives a projection

for the MNIR model and proves that it satisfies classical sufficiency for the outcome

such that given the model and the parameters, the treatment indicator is independent

of the words given the projection (to use our example). Given this low-dimensional

representation, Taddy (2013b) then fits the low-dimensional forward regression which

predicts the treatment indicator using the projection. We don’t actually need this final

step because we are matching on the projection itself (this is roughly analogous to the

practice of matching on the linear predictor in the propensity score).
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Rationale for Projection The rationale for using the projection is the same as in

Taddy’s work: efficiency. As explained in the rejoinder to the original paper (Taddy,

2013c), using the inverse regression provides efficiency gains relative to the forward regres-

sion which derive from assuming a generative model for the words. Given the generative

model, the variance on the projection decreases in the number of words rather than the

number of documents. Even when the generative model does not hold, this can provide

substantial gains in practice.

Advantages of Joint Estimation In our setting, the inverse regression formulation

affords us two additional advantages. First, we can allow words to have different weights

depending on their context (as captured through the topics). For example, in the cen-

sorship example we can allow for the possibility that certain words may always increase

your odds of censorship while others are only sensitive in particular situations. Second,

we avoid redundant information between the topics and the words.

Properties In Taddy (2013b) there are no topics or interactions between topics and

covariates. Here we observe that his Propositions 3.1 and 3.2 establishing sufficiency of

the projection conditional on the parameters of the model (including the document level

random effects), extend to our setting as well by conditioning on the token-level latent

variables zi,l. We show that our model can be written in that form, following closely on

Taddy (2013b, page 758)

wi,l ∼Multinomial(qi,l, 1)

qi,l,c =
exp(ηi,l,c)∑
c exp(ηi,l,c)

ηi,l,c = mc︸︷︷︸
baseline

+

(
k∑
r

I(zi,l = r)κ(topic)
r,c

)
︸ ︷︷ ︸

topic

+
b∑
a

I(Ti = a)κ(cov)
a,c︸ ︷︷ ︸

treatment

+

∑
a

I(Ti = a)

(
k∑
r

I(zi,l = r)κ(int)
a,r,c

)
︸ ︷︷ ︸

treatment-topic-interaction
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The data wi,l and qi,l are v-length column vectors representing the one-hot encoding vector

of the observed data in token l and the probability vector that draws it respectively. All

other terms are scalars. Entries in the vocab are indexed by c and runs to v, the levels of

the content covariate is indexed by a and runs to b, the topics are indexed by r and runs

to k.

We can rewrite this in a more compact notation by suppressing the dependence on

i and writing m as a v-length column vector, T as a b-length column vector (one-hot

encoding), and zl as a k- length column vector (one-hot encoding). We use κ(topic) to

denote the v-by-k matrix of topic parameters and κ(cov) to denote the v-by-a matrix of

covariate parameters and κ
(int)
r to indicate the v-by-a matrix of interaction parameters for

the r-th topic. We can now write the v-length vector ηl as

ηl = m+ κ(topic)′zl + κ(cov)′T +
k∑
c=1

κ(int)
r

′T

= m+ κ(topic)′zl + Φ′T

where Φ = κ(cov) +
∑k

r=1 κ
(int) collects the v-by-a matrix of word weights.

Rewriting the components that do not depend on T as α = m + κ(topic)′zl, we can

write the likelihood in exponential family form

exp (w′lηl − A(ηl)) = exp (w′lα) exp ((w′lΦ)T − A(η))

= h(w)g(Φ′w, T )

where A(η) = log (
∑

c exp(ηc)) is the log-partition function. The form of the model is

now the same as in Taddy (2013b) and the remainder of his proof follows, with standard

sufficiency results for the exponential family implying that p(wl|Φ′wl, T ) = p(wl|Φ′wl).

Proposition 3.2 follows analogously and establishes that the reduction still holds when we

normalize for document length.

Limitations As in Taddy (2013b), it is worth emphasizing that sufficiency only holds

conditional on the latent variables (in our setting zi,l). We subsequently include the
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document level topics θi when we are doing our matching. This is to say that we don’t

invest too heavily in the sufficiency result, rather the results simply provide an intuition for

why these word weights would be helpful in understanding the propensity to be treated.

Alternatives Taddy (2013b) leaves open the question of the best way to use the latent

structure in the projection and there is likely still further work to be done on this point.

Rabinovich and Blei (2014) introduce a simpler projection in the context of their inverse

regression topic model (IRTM). The model structure is similar to the Structural Topic

Model with a content covariate and the predecessor of both models, the Sparse Additive

Generative model of text (Eisenstein, Ahmed and Xing, 2011). In IRTM, the probability

of observing word c from topic r in document i is given by

βi,r,c
βr,cexp(Φcyi)∑
c βr,cexp(Φcyi)

where βr is a draw from a Dirichlet distribution, Φc is a draw from a Laplace distribution

and yi is a continuous covariate (NB: we have adopted their notation from equation

1 of their paper except for the indices we have changed to match ours). Thus, their

representation of a topic is a background topic distribution (βr) multiplied by a distortion

factor (exp(Φcyi)) where the argument of exp() is sparse, leading the distortion factor to

often be 1. We can rewrite the STM model to look more like this in order to clarify the

connections,

Bi,r,c ∝

βr,c︷ ︸︸ ︷
exp(mc + κ(topic)

r,c ) exp(κ
(cov)
Ti,c

)︸ ︷︷ ︸
exp(Φcyi)

no equivalent︷ ︸︸ ︷
exp(κ

(int)
yd,k,v

) .

The first section is an alternate way of representing the background topic distribution. In

IRTM, each topic r is a draw from a Dirichlet distribution, in STM it is a log-linear model

with a dense vector shared by all topics and a sparse, topic-specific deviation. The second

second is mostly the same with the distinction that in IRTM the covariate is continuous

in 1-dimension and in STM it is categorical. The third chunk in STM which captures the

topic-covariate interaction has no equivalence in the IRTM. The IRTM performs MAP
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estimation using a stochastic variational EM algorithm.

Rabinovich and Blei (2014) compute the analogous projection from their model (w
′Φ
L

)

and find that using the projection alone is not very effective for prediction. They instead

opt to compute the MAP estimate of the content covariate. Performing the joint opti-

mization of the content covariate and the topics is complicated and Rabinovich and Blei

(2014) employ a coordinate ascent estimation strategy that would be even more compli-

cated (and slow) in our setting, but it is a direction to possibly explore in future work.

Because we are already conditioning on the topics, we would expect better performance

than the initial Rabinovich and Blei (2014) tests on the simple projection.
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C Simulation Details

In this appendix we provide the technical details of the simulation which we summa-

rized in Section 4.1. To review the motivating logic, we wanted to avoid simulating new

documents because simulating text from the TIRM model itself would make strong and

unrealistic assumptions about the world. We know of no way to provide a realistic model

for treatment assignment, the outcome, and the confounder at the same time while still

also knowing the true causal effect. We opted instead to use the structure of the female IR

scholarship application in Section 4.2 to simulate a confounded treatment assignment and

outcome using the real texts and hand-coding of a plausible confounder (a binary variable

indicating quantitative research methodology). In this appendix we provide additional

details on the simulation including the rationale behind our choices and interpretation of

our results. We also describe the factors that make the simulation challenging enough to

be interesting and those that are still unrealistically simplistic.

We conducted a thousand simulations with each simulation taking approximately 40

minutes to run. Each of the 1000 simulations is linked to a unique seed and can be run

independently using the code in our replication archive.

Simulating the Data We preprocessed the 3201 articles in the JSTOR data using the

default settings of the stm package’s command textProcessor. We then limited to words

which appear in at least 25 documents in order to shrink the vocabulary to a manageable

size. We then construct a model where articles on quantitative methodology are treated

10% of the time and non-quantitative articles are treated 25% of the time. We then

simulate an outcome using the actual hand-coded variable on quantitative methodology

(Xi) as an unobserved confounder which along with the treatment generates the outcome

using a linear model.

Ti ∼ Bernoulli (π = .1Xi + .25(1−Xi))

Yi ∼ Normal
(
µ = .5Xi − .2Ti, σ2 = .09

)
.
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Estimation We largely mirror the estimation choices in our application on this data,

fitting a structural topic model with 15 topics using the treatment as a content covariate

and matching topics in two bins (less than .1 topic proportion in the document or more

than .1 topic proportion in the document) and eight automatically generated bins for the

treatment projection.

Strengths and Weaknesses of the Simulation Strategy The structure of the sim-

ulation preserves both the real documents and hand-coding of a category from those

documents which might plausibly represent a confounder. The simulation is hard (and

thus meaningful) because the confounder is not available to our matching model and there

is no guarantee that it is recoverable from the word-count data. We also induced a sub-

stantial amount of confounding and noise (as evidence by the strikingly poor performance

of the unadjusted estimator). We have relatively few treated units (about 20% of the

sample on average).

The simulation is also easy in some important ways that might give us pause in gener-

alizing. The treatment and outcome model are quite simple. We use a binary unobserved

confounder because it makes the simulation straightforward and easier to describe but

one could imagine constructing a more complicated basis for unobserved confounding.

The linear model for the outcome means that the treatment effect is constant. This helps

remove any complications from the estimand changing as units are pruned, but also makes

things substantially easier for models like TIRM which drop a large number of treated

units.

For computational reasons, we compare performance of topic matching and matching

on the projection using the fitted TIRM model. This effectively demonstrates what each

of these components is contributing to our overall estimate but does not necessarily reflect

what would happen if a topic model or balancing score were fit separately to the data. We

conducted smaller tests (of 100 simulations) using separately estimated topic models and

balancing scores alone and did not observe substantially different results from what we

have reported here. Because we use real texts, we are also limited to only the 3201 articles

in our database and thus were not able to study performance as sample size increases.
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D The Gender Citation Gap: Balance Checking, Re-

sults, and Sensitivity Analysis

This section reports details about the balance checking and analysis for the application es-

timating whether there is a gender citation gap in the IR literature. For balance checking

in this application we are able to include comparisons based on human-coding of the ar-

ticles from the Teaching Research and International Policy (TRIP) article database. The

collection of this data involved a large-scale human coding effort that will not be generally

available in other applications, but provides us a chance to probe the performance of our

method. We do however note that this human coding is not necessarily the gold-standard

for this application because the coding system was not designed to facilitate estimation of

our causal estimand. However if TIRM is performing well, then we believe it should im-

prove balance on the human-coded variables measuring article content. When presenting

comparisons to matches based on human coding we are matching on 35 variables which

includes the methods variables (see Fig 6), issue areas (see Fig 6), paradigms (realist,

liberal, constructivist, atheoretical, nonparadigmatic, marxist) and epistemic orientation

variables (positivist orientation, material variables, ideational variables) from the TRIP

dataset.

Balance Checking: Balancing Estimated Topics

We check whether TIRM balanced the estimated topics adequately in Figure 4. Our

primary comparison is between TIRM, projection matching (propensity score only), and

topic matching. We find that topic matching performs best at balancing the estimated

topics, as we would expect. Matching only on the projection generally does not improve

balance on the topics – in fact balance on many topics gets notably worse. TIRM performs

almost as well as topic matching, despite also balancing on the propensity score, which

we see as evidence of TIRM’s effectiveness in combination with the balance checks below.

We also include a secondary comparison to the balance we obtain when we use matching

on the human-coded variables. Matching on human-coded variables generally improves
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Figure 4: Balancing Estimated Topics

balance on the topic model topics, but not in all cases.

Balance Checking: Kernel Similarity

We also compare the matching based on human coding to TIRM using a string kernel

similarity metric. Figure 5 shows the similarity between matched documents in the corpus

matched using TIRM and corpus matched exactly on human codes. Overall, TIRM per-

forms as well to the human-coding matching in producing semantically similar documents

when measured with string kernel similarity.

Balance Checking: Comparing TIRM and Human Coding

Figure 6 evaluates balance on the human coded categories. The rows along the y-axis cor-

respond to non-mutually exclusive, human-coded categories from the article text: method-

ological categories on top and issue-area categories below. To the right of each category

label, we plot a bar showing the imbalance of this category by gender of article author
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String Kernel Similarity
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Figure 5: String Kernel Similarity Comparison

in the raw data set. TIRM performs reasonably well at balancing the human-coded cate-

gories, especially on the variables that were initially most imbalanced in the full sample:

qualitative methodology, formal methodology, quantitative methodology, and the issue

area of international security, suggesting that TIRM comes closest to mimicking the hu-

man coding process. Topic matching also substantially reduces imbalance in many of the

human-coded categories. In contrast, projection-only matching makes balance worse on

several of the most imbalanced human-coded categories (formal methods and quantitative

methods) and does not improve balance much on several others (qualitative methods and

international security).

It’s true that the other methods also occasionally make imbalance worse on some

of the human-coded variables. TIRM and topic matching both increase imbalance in

articles using descriptive methodology, for example. However, we are more concerned

about correcting extreme imbalances present in the full data set because we ex ante

believe they will produce the greatest bias in our estimates. On these, TIRM and topic

matching outperform projection matching.

12



Mean topic difference (Women−Men)

−0.2 −0.1 0.0 0.1 0.2

Int'l Security
General
US Foreign Policy
Methodology
Philosophy of Science
IR Theory
History of Discipline
Political Theory
American
Environment
Health
Int'l Organization
Int'l Law
Comparative
Comparative Foreign Policy
IPE
Human Rights
Other

Quantitative
Formal
Analysis
Descriptive
Experimental
Policy Analysis
Counterfactual
Qualitative

M
et

ho
d

Is
su

e

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

Full Data Set (Unmatched)
TIRM
Projection Matching
Topic Matching

Figure 6: Automated Matching Comparison and Human Categories
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Balance Checking: Comparing matched pairs

Treated Document Matched Control Document

“Democratic Synergy and Victory in War, 1816-
1992.” Ajin Choi. 2004. International Studies
Quarterly. Abstract: “This study investigates the question of
why democracies are more likely to win wars than non-democracies.
I argue that due to the transparency of the polities, and the sta-
bility of their preferences, once determined, democracies are better
able to cooperate with their partners in the conduct of wars, and
thereby are more likely to win wars. In support of my argument,
the main findings in this study show that, other things being equal,
the larger the number of democratic partners a state has, the more
likely it is to win; moreover, democratic states are more likely to
have democratic partners during wars. These results are in contrast
with those in current literature about the high likelihood of prevail-
ing by democracies in wars, which emphasize, on the one hand, the
superior capacity of democratic states to strengthen military capa-
bilities and, on the other hand, to select wars in which they have a
high chance of winning.”

“Third-Party Interventions and the Duration of
Intrastate Conflicts.” Patrick M. Regan. 2002.
Journal of Conflict Resolution. Abstract: “Recent re-
search has begun to focus on the role of outside interventions in
the duration of civil conflicts. Assuming that interventions are a
form of conflict management, ex ante expectations would be that
they would reduce a conflict’s expected duration. Hypotheses relat-
ing the type and timing of outside interventions to the duration of
civil conflicts are tested. The data incorporate 150 conflicts during
the period from 1945 to 1999, 101 of which had outside interven-
tions. Using a hazard analysis, the results suggest that third-party
interventions tend to extend expected durations rather than shorten
them. The only aspect of the strategy for intervening that reduces
the likelihood that a conflict will end in the next month is that it
be biased in favor of either the opposition or the government. In
effect, neutral interventions are less effective than biased ones.”

“The Present As Prologue: Europe and The-
ater Nuclear Modernization.” Catherine McArdle
Kelleher. 1981. International Security. Introduc-
tion: “More than a year after formal Alliance decision, controversy
still surrounds NATO’s plan for new long-range theater nuclear force
(LRTNF) deployments. The controversy focuses both on the sub-
stance and the process involved. Proponents, in Washington as else-
where, see the decision as an Alliance success, and the process as
a model for future decision-making. The Alliance has now demon-
strated it can meet new Soviet challenges; the exhaustive consul-
tation procedures did lead to a genuinely informed NATO consen-
sus despite the inherent political risks. Although not designed to
match Soviet LRTNF capabilities, ground-launched cruise missiles
(GLCMs) and Pershing IIs do provide a new element in the overall
East-West military balance. And there has been due, measured com-
mon attention to the problems both of reinforcing American strate-
gic linkage, and of pursuing opportunities for East–West limitations
on LRTNF deployments. ”

“Counterforce: Illusion of a Panacea.” Henry A.
Trofimenko. 1981. International Security. Intro-
duction: “In recent years, American military strength has been
moving in a vicious cycle. It has been unable to get out of the im-
passe created by Washington’s desire to outstrip the Soviet Union
in strategic arms and by the practical impossibility of achieving this
aim. The Soviet Union is fully resolved not to fall behind the United
States, nor to permit such U.S. preponderance. Recent evidence of
this strategic merry-go-round was provided by the Carter Admin-
istration’s Directive No. 59, which returned U.S. strategy to the
concepts of counterforce nuclear targeting. This policy concludes
the long campaign in the U.S. media and academic press that was
intended to frighten the Americans with a purported Soviet coun-
terforce and “war-winning” threat. ”

“Locating “Authority” in the Global Political
Economy.” A. Claire Cutler. 1999. International
Studies Quarterly. Abstract: “This article addresses the
problematic nature of “authority” in the global political economy.
Focusing on the rules governing international commercial relations,
which today form part of the juridical conditions of global capital-
ism, the location and structure of political authority are argued to
be historically specific. They have changed with the emergence of
different historic blocs and as a result of consequent alterations in
state-society relations. The article emphasizes the significance of
private corporate power in the construction of the global political
economy and hegemonic authority relations. However, the signifi-
cance of private authority is obscure and little understood by stu-
dents of international relations. This gives rise to analytical and
normative grounds for adopting a historical materialist approach to
the analysis of global authority that incorporates national, subna-
tional, and transnational influences.”

“South Korean and Taiwanese Development and
the New Institutional Economics.” David C. Kang.
1995. International Organization. Introduction: “The
publication of books by both Alice Amsden and Robert Wade pro-
vide an opportune moment to reflect on the study of East Asian
development. After an inital surge of interest beginning in the
1970s, the field has reached a plateau, and scholars recently have
cast a wide net searching for ways to extend the field. In assessing
the “state of the art” regarding economic development of the East
Asian newly industrialized countries (NICs), this review will treat
three themes. First, I will argue that the focus on states versus mar-
kets is becoming stale and much scholarly interest lies in the politics
behind the economics. Second, I argue that political scientists have
underexplored the historical origins of Korean and Taiwanese capi-
talism and that such attention promises to strengthen both theories
and explanations of development. Third, I argue that the interna-
tional system has been more important in promoting development
in East Asia than accounts in the “first wave” have recognized.”

Table 4: Matched pairs of documents (female authorial teams on left).
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Results

We estimate negative binomial regression models using similar specifications to those in

Table 2 of Maliniak, Powers and Walter (2013). Our results are in Table 5. Column 1

of Table 5 shows the results of a specification with no conditioning variables other than

the TIRM matching. Columns 2 and 3 add progressively more control variables, but only

includes those that could be coded easily, without human reading. Column 4 adds the

human-coded variables for research orientations, paradigms, and methodology. Column 4

corresponds closely to the “kitchen sink” model in Maliniak, Powers and Walter (2013),

but omits a handful of variables that do not vary in our matched sample.

These results support the conclusion of Maliniak, Powers and Walter (2013) that

there is a detectable gender citation gap in the IR literature. Maliniak, Powers and Wal-

ter (2013, 906) estimate the gap to be about 4.7 citations, while our equivalent model in

column 4 estimates this gap to be 6.5 citations. Our estimate may not be directly com-

parable to theirs because we use coarsened exact matching which discards treated units

and changes the quantity of interest from the SATT to FSATT (King, Lucas and Nielsen,

2017). Our result show that the gender citation gap persists in the subset of women’s and

men’s articles that are textually similar according to TIRM. We cannot extrapolate our

estimate to the broader population of IR articles without additional assumptions, and we

don’t undertake that extrapolation exercise here. This means our findings are not defini-

tive evidence of the magnitude of the gender citation gap in the overall population of IR

articles. However, they do show that evidence of a gap persists even when we condition

on the text of the articles in ways Maliniak, Powers and Walter (2013) could not.

Sensitivity Analysis

Regression and matching approaches on observational data rely on the assumption that

all confounding is due to the observable factors included in the matching and regression

procedures. Sensitivity analysis offers a way to test how robust the findings are to vi-

olations of this assumption. We use Rosenbaum’s sensitivity analysis framework based

on randomization inference (Rosenbaum, 2002), implemented by Keele (2010). This pro-
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Table 5: Maliniak, Powers, and Walter 2013 with Text Matching

Dependent variable:

Citation Count (source: SSCI)

(1) (2) (3) (4)
Female author(s) −1.02∗∗∗ −0.91∗∗∗ −0.92∗∗∗ −0.59∗∗∗

(0.25) (0.30) (0.28) (0.22)

Mixed gender authors −0.49 0.36 0.46
(0.69) (0.69) (0.53)

Article age 0.08 0.05 0.07
(0.08) (0.08) (0.06)

Article age2 −0.003 −0.003 −0.003∗∗

(0.002) (0.002) (0.002)

Tenured 1.28∗∗∗ 0.96∗∗∗ 0.33
(0.27) (0.27) (0.23)

Tenured female −0.55 −0.29 0.34
(0.50) (0.47) (0.38)

Coauthored −0.12 −0.84∗∗ −0.56∗
(0.37) (0.40) (0.31)

R1 0.38∗ 0.45∗∗ 0.09
(0.22) (0.22) (0.18)

AJPS 0.70 1.14∗
(0.81) (0.65)

APSR 1.56∗∗ 1.39∗∗∗
(0.68) (0.54)

IO 1.08∗∗∗ 0.40∗
(0.28) (0.23)

IS −0.48 −0.26
(0.33) (0.28)

ISQ −0.49 −0.11
(0.40) (0.34)

JCR 0.62∗ 0.76∗∗
(0.37) (0.36)

Positivist 0.60∗
(0.31)

Materialist 0.86
(0.65)

Ideational −0.22
(0.19)

Paradigm: Atheoretical −0.69∗

(0.40)

Paradigm: Constructivist 1.53∗∗∗

(0.56)

Paradigm: Liberal −0.52∗∗

(0.21)

Paradigm: Realist 0.07
(0.41)

Method: Qualitative 1.27∗∗∗

(0.37)

Method: Quantitative 0.82∗∗

(0.37)

Method: Formal theory 0.67∗

(0.36)

Method: Analytical 1.42∗∗∗

(0.49)

Method: Description 0.82∗

(0.45)

Method: Counterfactual 1.47∗∗∗
(0.57)

Constant 3.60∗∗∗ 2.79∗∗∗ 2.88∗∗∗ 0.37
(0.13) (0.72) (0.72) (0.98)

Observations 181 181 181 181
Log Likelihood −749.84 −738.62 −723.23 −665.45

Note: Negative binomial generalized linear models. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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cedure compares the differences in outcomes between matched pairs in a data set as if

treatment were randomly assigned and then calculates how large a confounder would be

necessary to eliminate the observed difference. This is done by positing an odds ratio Γ

that corresponds to the magnitude of the potential unobserved confounder. When Γ = 1,

there is no confounding. As Γ increases from 1, the odds of units being treated increase.

We do not know the true Γ, so we instead posit increasing values and see whether our

results could be overturned by a relatively small unobserved confounder, or only by a very

large one. Matched samples for which Γ is higher are considered less sensitive to potential

confounding.

In the matched sample for the Maliniak data, we find that the result we report would

be overturned with Γ > 1.9. This means that an unobserved confounder associated with

female authorship by a factor of 1.9 would overturn our result. This is a middling value:

it is possible to imagine an unobserved factor that might be this strongly correlated with

the gender of authors and citation counts but the effect of this unobserved factor would

have to be somewhat large. By comparison, the sensitivity analysis of the unmatched data

indicates that the difference in citations between treated and control documents would

be overturned with Γ > 1.24, indicating that the unmatched result is sensitive to very

modest levels of unobserved confounding.
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E Details of Chinese Social Media User Analysis

This section contains details of the analysis of Chinese social media users. To create our

sample, we identify all users within the Weiboscope dataset (Fu, Chan and Chau, 2013)

who were censored at least once in the first half of 2012. We subset the data to contain

only these 4,685 users. We identify all posts that are censored for these users. Fu, Chan

and Chau (2013) identify two types of error that could be censorship – one is posts that

have a “permission denied” error after being removed and others that have a “Weibo

does not exist” error after being removed. Fu, Chan and Chau (2013) determine from

their own experiments that the “permission denied” error indicates censor removal all the

time, but while the “Weibo does not exist” error is usually censorship, it could also be

the user removing the post at their own discretion. To ensure that match posts indicate

censorship, we only use “permission denied” posts as treated units and match to control

posts that are neither “permission denied” nor “Weibo does not exist”.

After identifying posts that were censored with a “permission denied” message by

these users, we subset to posts that are longer than 15 characters. We use 15 characters

in order to ensure that there is enough information in the censored post to match the

content of the post – many of the posts only include the text “reposting” which does not

include enough information to ensure that matches are substantively similar. Because the

post volume of the 4,685 users is sufficiently large, we restrict our pool of control posts

to those that have a cosine similarity with the censored post of greater that 0.5 and were

posted on the same day as the censored post. Thus, the potential control donation sample

is all posts that are greater than 15 characters in length that have a cosine similarity to

a censored post posted on the same day of greater than 0.5. This leaves us with 75, 641

posts from 4,160 users across the last 6 months of 2012, with 21,503 censored posts and

54,138 uncensored posts from which to create matches.

We run a topic model on these 75,641 posts with 100 topics in order to ensure a close

match and an indicator of censorship as the content covariate. We extract from this:

1) the estimated topic proportion for each post within our dataset and 2) the estimated

projection for each post within our dataset.
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To estimate the effect of censorship on future post rate and future censorship, we

extract all posts for the users within the dataset for the four weeks before and the four

weeks after censorship. For the four weeks before censorship, we calculate the number of

posts each user wrote and the number of these that were censored or went missing. For

the four weeks after censorship, we calculate the number of posts each user wrote and the

number of these that were censored and went missing.

We then proceed with matching. Using coarsened exact matching, we match censored

posts to uncensored posts written on the same day that have similar topics and projection

scores. In addition, we make sure that matched users have a similar previous posting rate

and a similar previous censorship rate by matching on these variables. We also ensure

that users are not matched to themselves within a strata.

Balance in terms of topics is described in the main text of the paper. Here we show

that string kernel similarity results. Matched posts were randomly sampled within each

matched dataset and their string kernel similarity was calculated. Posts matched via

TIRM had the highest level of similarity, followed by topic matching, then propensity

score matching, and last the unmatched dataset (Figure 7).

Further, we conducted a qualitative comparison of matched posts to ensure that

TIRM was retrieving posts that were qualitatively similar. We provide some examples of

matched posts in Table 3.

After matching with TIRM, the matched data had 305 censored posts matched to

574 uncensored posts, with a total of 879 matched posts. There was no difference in the

censorship rate before the match for matched users – both users who were censored in

the matched post and not censored had a previous censorship rate of 0.003. Further, we

also matched on the previous history of missing posts, and there was not difference in

the history of “Weibo does not exist” messages between users who were censored in the

matched post and not censored – both had a previous missingness rate of 0.22. Last, there

was no difference between the number of posts treated and control users posted before

the match – on average, treated users post 661 posts in the four weeks before the match,

while untreated users post 649. Balance tests for these pre-censorship non-text covariates
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Figure 7: Mean String Kernel Similarity for Matched Posts Randomly Sampled Within
Each matched Dataset
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Censored Post Uncensored Post

There may be even bigger plans: When the
chaos escalate to a certain degree, there will
be military control, curfew, Internet cutoff,
and then complete repression of counterrev-
olution. There are precedent examples.

The person on the right (refers to the previous
comment) knew too much. Bang (Sound ef-
fect for gunshot)! You knew too much! Bang!
There may be even bigger plans: When the
chaos escalate to a certain degree, there will
be military control, curfew, Internet cutoff,
and then complete repression of counterrev-
olution. There are precedent examples.

#Weitianxia#Shifang netizen’s disclose: I
saw police officers looking for restaurants to
eat on the street and the intestine vermicelli
restaurant owner immediately said they don’t
sell it to the police. Then everyone on the
street came out and yelled, which was very
impressive. Now many stores have signs say-
ing that police tactical units are not allowed
to enter. Shifang people said: F*k you, you
beat us up, bombed us, and still ask us to feed
you, why don’t you eat sh*t?

Due to the lack of prior publicity procedures,
some people are unfamiliar, uncomprehend-
ing and unsupportive of this program. To re-
spond to the general public’s request, the mu-
nicipal party committee and the government
researched and decided to stop the project.
Shifang will not ever develop the Molybde-
num Copper project in the future.

[17-year-old young athlete fails 3 attempts to
lift The media calls it a shame of Chinese fe-
male weightlifters] According to Sina: Chinese
female weightlifters faced a shameful failure
of its Olympic history last night! During the
female 53kg weightlifting competition, joined
as the black horse, Zhou Jun, a 17-year-old
young athlete from Hubei, failed in all 3 of
her attempts and ended with no result, which
ends her Olympic journey. Many media re-
ported this using“the most shameful failure of
Chinese female Olympic weightlifters” as the
title.

[17-year-old young athlete fails 3 attempts to
lift The media calls it a shame of Chinese fe-
male weightlifters] According to Sina: Chinese
female weightlifters faced a shameful failure
of its Olympic history last night! During the
female 53kg weightlifting competition, joined
as the black horse, Zhou Jun, a 17-year-old
young athlete from Hubei, failed in all 3 of
her attempts and ended with no result, which
ends her Olympic journey. Many media re-
ported this using “the most shameful failure
of Chinese female Olympic weightlifters” as
the title. I personally think, it is not a shame
of Zhou Jun, but a shame of Chinese media!

Table 6: Translations of example social media posts that were censored (left) with matched
uncensored social media posts selected by TIRM (right).

are provided in Table 7.

Even though the matched users posted very similar posts, and had very similar pre-

vious censorship rates, we find that their experience with censorship diverges after the

match. The “Permission denied” rate of the treated users is approximately twice as large
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Mean of
Treated

Mean of Con-
trol

Difference P-Value

Previous Censorship Propor-
tion

0.003 0.003 <0.0001 0.223

Previous Not Exist Propor-
tion

0.220 0.220 <0.0001 0.984

Previous Number of Posts 661.987 649.560 12.427 0.773

Table 7: Balance Tests (T-tests) For Pre-Treatment Covariates

as the censorship rate of the untreated users after the match. Further, the rate of “Weibo

does not exist” messages also increases for treated users after the match – treated users

have on average 25% of their posts missing in the four weeks after the match, in com-

parison to control users who only have 20% of their posts missing in the four weeks after

the match. This suggests that either treated users are affected by their experience with

censorship in a way that inspires them to post more sensitive material after the match or

that they are put on a list after being censored that increases their likelihood of future

censorship.

Users are more likely censored after experiencing censorship; however, we do not

see them posting less after experiencing censorship. On average, treated users post 600

posts in the four weeks after censorship, while untreated users post 588, an insignificant

difference. This indicates that despite experiencing more censorship, treated users are not

deterred in posting online after being censored.

We use a sensitivity analysis (Rosenbaum, 2002) to estimate the magnitude of un-

observed confounding that would overturn the findings. We estimate Γ, the factor by

which a hypothetical unobserved confounder would have to be associated with treatment

to erase the effect. For both outcomes with statistically detectable results, we find that

an unobserved factor that increased the odds of treatment by roughly 1.6 would overturn

the result (Γ = 1.62 and Γ = 1.64 respectively). It is possible to imagine such a factor,

so our results are somewhat sensitive.

We conduct another sensitivity analysis to ensure that our results are not peculiar

to the tuning parameters of the matching algorithm. As shown in Figure 8, we compare
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the results across many matches of topical bin size – from 2 bins for each topic to 15 bins

for each topic.16 The plots show a high level of consistency across bins – while the rate

of censorship consistently increases for both “permission denied” and “Weibo does not

exist” posts, the total number of posts written by censored and uncensored users is not

different after the match.

16We allow CEM to automatically construct the bins.
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Figure 8: Sensitivity Analysis for Censorship Results, Varying Topical Bin Size. Numbers
next to each confidence interval indicate sample size. Top Panel: Effect of Censorship
on “Permission Denied” rate. Middle Panel: Effect of Censorship on ‘Weibo Does Not
Exist” rate. Bottom Panel: Effect of Censorship on Posting Rate.
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