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Partial Path Protection for WDM Networks:
End-to-End Recovery Using Local Failure

Information
Hungjen Wang, Eytan Modiano, Muriel M´edard

Abstract— Path protection and link protection schemes
are the main means of protecting wavelength-division multi-
plexed (WDM) networks from the losses caused by a link
failure such as a fiber cut. We propose a new protection
scheme, which we term partial path protection (PPP), to se-
lect end-to-end backup paths using local information about
network failures. PPP designates a different restoration
path for every link failure of every primary path. PPP allows
the re-use of operational segments of the original primary
path in the protection path. A novel approach used in this
paper is that of a dynamic call-by-call model with blocking
probability as the performance metric. This is in contrast
with traditional approaches to restoration, which consider
capacity-efficiency for batch call arrivals. Since optimiz-
ing the blocking probability is a large dynamic optimization
problem, we present two heuristics for implementing PPP.
We show that a simple method based on shortest path rout-
ing for which primary paths are selected first is more effec-
tive than a greedy approach that minimizes, for each call
arrival, the number of wavelengths used by the primary and
backup path jointly.

I. I NTRODUCTION

A wide range of protection schemes for WDM networks
have been investigated [1], [2], [3], [4], [5], [7], [9], [10],
[12], [13], [14], [16], [17]. Among them, path protection
and link protection have attracted the most attention [1],
[10], [12], [13], [16]. Path protection requires the protec-
tion path of a request to be completely link-disjoint from
the corresponding primary path, while the link protection
scheme reroutes all affected requests over a set of replace-
ment paths between the two nodes terminating the failed
link. Primary capacity cannot be shared, but protection ca-
pacity can be shared as long as a single link failure does
not activate more than one protection channel along any
wavelength on any link. In general, path protection is more
capacity efficient than link protection [12].

In this paper, we present a new protection scheme, the
partial path protection scheme (PPP). In this scheme, the
network identifies a specific protection path for each link
along a considered primary path. Thus, similarly to the
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path protection scheme, the partial path protection scheme
assigns “end-to-end” protection paths to primary paths.
However, in PPP, one single protection path protects only
one specific link failure on one primary path, instead of the
whole primary path in path protection.

We consider a dynamic call-by-call system with random
arrivals. Other research in the area of restoration efficiency
has generally considered a batch model. That model is rea-
sonable when call demands are known in advance. How-
ever, static batch models do not allow for dynamic pro-
visioning of primary and protection paths in the network.
Our call-by-call dynamic model is well suited to dynamic
allocation of capacity for primary and protection paths. In
our call-by-call model, every new call establishes its pri-
mary and protection paths according to the traffic already
present in the network when the call arrives. Given the
dynamic and probabilistic nature of our model, we take
the call blocking probability to be the performance metric
for our schemes, rather than traditional capacity efficiency
metrics.

In order to optimize call blocking probability for select-
ing paths using PPP over some time horizon, we would
have to solve a dynamic optimization problem. The ex-
tremely large state space of a dynamic program over a
reasonable network and time horizon renders such an ap-
proach impractical. The complexity of a dynamic pro-
gramming approach prompts us to consider two heuristics
for implementing PPP.

The first heuristic is agreedy approach that, for each
call arrival, the system uses the fewest previously unused
wavelengths to establish the primary and protection paths
jointly. Wavelengths already used for protection paths can
be used for new protection paths as long as a single link
failure does not entail the activation of more than one pro-
tection path on any wavelength on any link. The problem
formulation is an integer linear program (ILP) [8], a com-
mon approach to network routing [4], [9], [10], [12], [14].

The second heuristic first selects the primary path, using
a shortest path route. It then selects the protection paths us-
ing a shortest path algorithm in which wavelengths already
assigned for protection can be used at no cost. We term the



whole of the second heuristic, involving the choice of pri-
mary and of protection paths, theshortest path approach
(SP).

We show that the SP approach is not only significantly
simpler computationally than the greedy approach, but
also more effective in terms of blocking probability. This
result may seem surprising at first. However, since protec-
tion paths can share bandwidth, while primary paths can-
not, it is reasonable to select the most economical primary
first, as done by SP, rather than consider primary and pro-
tection bandwidth jointly, as done by the greedy algorithm.
The SP approach, by selecting the primary path first, in ef-
fect prioritizes the efficient use of primary path resources
over protection resources. The greedy approach seeks to
minimize the total use of new wavelengths by primary and
backup paths jointly. However, in a dynamic system, the
efficient use of protection bandwidth is not as important
as the efficient use of primary bandwidth, sincein the fu-
ture, protection bandwidth has a high likelihood of being
shared, whereas primary bandwidth cannot be shared. The
fact that SP performs better than the greedy approach high-
lights the significant difference between a dynamic call-
by-call model and a static batch system.

The main contributions of our paper are the introduction
of the PPP method for establishing protection paths, the
introduction of the greedy and SP approaches for imple-
menting PPP and path protection and the use of a dynamic
call-by-call model for protection. In the next section, we
present PPP and related background. In Section III, we
present the greedy and SP approaches to implementing
PPP and path protection. In Section IV, we present simula-
tion results over several backbone networks to compare the
performance, in terms of call blocking probability, of path
protection and PPP using SP and the greedy algorithm. We
present our conclusions and directions for further research
in Section V.

II. PROTECTION SCHEMES

In this section, we introduce PPP and compare it to path
and link protection. We also discuss the issue of protection
resource sharing.

A. Path protection and link protection schemes

There are two prevailing protection schemes to guard
against link failure, path protection and link protection
schemes. Path protection, as illustrated in Fig. 1, reserves
network resources for a single protection path in addition
to the primary path. Since it is impossible to foresee which
link on the primary path will fail, the system allocates
a protection path, which is completely link-disjoint from
the primary path. The primary path therefore shares no

�
�
�
�

��

�� ����

����

�
�
�
�Source Destination

Backup

Primary

Fig. 1. Path protection
scheme

��

��

�
�
�
�

��
��
��
��

����

��

Source Destination

Primary

Backup

Fig. 2. Link protection
scheme

common link with its associated protection path. When a
link fails, the source and destination nodes of a call on the
failed link are informed of the failure, and the communi-
cation is switched to the protection path.

Link protection, as shown in Fig. 2, reroutes all the con-
nections on the failed link around it. When accepting a call
request, the link protection scheme will reserve the net-
work resource for the associated protection path. Note that
the protection path connects the two nodes adjacent to the
failed link. When a link failure occurs, the node adjacent
to and upstream of the failed link immediately redirects the
traffic along the predetermined protection path to the node
on the other end of the failed link to restores transmission.

B. Partial path protection scheme (PPP)

In PPP, the system reserves the protection resources
while setting up a primary path. The major difference with
path protection scheme is that the system now specifies
a specific protection path foreach link along the primary
path. Thus, each protection path, rather than being associ-
ated with a single path as for path protection, or a single
link as for link protection, is associated with a link/primary
path pair. In the event of a link failure, the call is rerouted
along the protection path corresponding to the failed link.
For example, in Fig. 3, a call with source node1 and sink
node4 has a primary path1�2�3�5�4. As illustrated in
Table I, the system applying PPP takes1�6�2�3�5�4

as the protection path against the failure of link(1; 2).
Similarly, the network assigns1 � 2 � 5 � 4 to protect
against the failures of links(2; 3) and (3; 5), and finally,
1� 2� 3� 4 to protect against the failure of(5; 4). Each
of these protection paths needs only to be link-disjoint only
from the link it protects.

Comparing PPP with path protection, we see that the
former is more flexible than the latter. Indeed, any path
protection scheme is a valid PPP, whereas the reverse does
not hold. We expect, therefore, that PPP will enhance our
ability to provide protection over traditional end-to-end
path protection. To illustrate this fact, consider Fig. 3. By
applying traditional end-to-end path protection, the net-
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Fig. 3. An example for partial path protection scheme

Link on Primary Path Corresponding
1-2-3-5-4 Protection Path

(1,2) 1� 6� 2� 3� 5� 4

(2,3) 1� 2� 5� 4

(3,5) 1� 2� 5� 4

(5,4) 1� 2� 3� 4

TABLE I
ILLUSTRATION OF PROTECTION PATHS FOR THE PRIMARY

PATH IN FIG. 3

work cannot find a protection path for the primary path
shown. However, by applying PPP, we can provide pro-
tection service to the primary path. Since link protection
schemes generally have a worse performance than path
protection, we do not seek to compare PPP with link pro-
tection but only with traditional path protection.

C. Protection sharing

For path protection, a system can allow primary paths
with no link in common to share protection bandwidth
against a link failure, because we assume a single link fail-
ure can occur at a time. In addition to this type of band-
width sharing, PPP allows a protection path to share band-
width with portions of the primary path that remain opera-
tional after link failure. The following example illustrates
the different levels of protection sharing for path protec-
tion and PPP.

Example 1: Consider the network in Fig. 4 and assume
the network is initially empty. The network now serves
two call requests,(1; 5) and(5; 4), in sequence. Table II
shows the resource assignments for primary and protection
paths under the path protection and the PPP respectively.
As shown in Table II, the two primary paths,1 � 3 � 5

and5�4, are completely link-disjoint from each other. By
exercising protection sharing, the system reserves only one
wavelength for protection on link(3; 4), thus improving
the network resource utilization.
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Fig. 4. An example network for illustrating the partial path pro-
tection and path protection schemes in protection sharing

SD Primary Protection Path Total number

Pair Path (protected link) of occupied�’s

Path (1,5) 1-3-5 1-2-3-4-5 (1-3) 6

Protection 1-2-3-4-5 (3-5)

Scheme (5,4) 5-4 5-3-4 (5-4) 8 (share (3,4))

Partial Path (1,5) 1-3-5 1-2-3-5 (1-3) 6

Protection 1-3-4-5 (3-5)

Scheme (5,4) 5-4 5-3-4 (5-4) 8 (share (3,4))

TABLE II
RESOURCE ALLOCATION FOR SOURCE DESTINATION PAIR

(1; 5) AND (5; 4) OF THE NETWORK INFIG. 4

Example 1 illustrates the difference between path pro-
tection and PPP. Though the total number of occupied
wavelengths to support the two requests is the same in both
schemes, the protection wavelengths are used differently
for path protection and for PPP. Consider, for example,
link (1; 2). In the path protection scheme, a wavelength
on this link is assigned to protect link(1; 3) and (3; 5),
while in PPP, the wavelength protects only the link(1; 3).
Hence, under PPP, this wavelength can be shared by a fu-
ture call whose primary path includes link(3; 5), but can-
not be shared by using path protection.

III. PATH ASSIGNMENT APPROACHES

We consider two approaches to implement path protec-
tion and PPP. In the case of path protection, there is a sin-
gle protection path per primary path. In the case of PPP,
there is a protection path for every link in the primary path.
The first approach we consider is the greedy approach, in
which a system simultaneously allocates primary and pro-
tection paths to a new call by solving an ILP to minimize
the use of previously unused wavelengths. The other ap-
proach is the SP approach. In SP, the system first assigns
the shortest path between a source and destination as a re-
quest’s primary path. After having assigned the primary
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path, the system assigns each protection path (a single one
in the case of path protection and possibly several ones in
the case of PPP) using wavelengths that are free or shared
with other protection paths. The cost of using each previ-
ously free wavelength is 1 and the cost of using a wave-
length shared with other protection paths is 0. In the case
of path protection, the is no sharing of wavelengths with
the primary path. In the case of PPP, a path protecting a
primary path can re-use at no cost a wavelength over an
unfailed link in that primary path.

A. Greedy approach

To maximize network resource utilization, it is natural
to seek to minimize the use of new resources for every
call. We call this approach the greedy approach. We for-
mulate the ILPs to realize path protection and PPP using
the greedy approach. We first introduce the ILP formula-
tion for path protection.

To begin with, we introduce the variables used in the
formulation. Let

L denote the set of all possible links,

S denote the source node,

D denote the destination node,

cij =

8><
>:

1; if at least onewavelength is available on

link (i; j) 2 L;

1; otherwise,

dlkij =

8>>>>>>><
>>>>>>>:

0; if at least onewavelength on link(l; k)

other than(i; j) is already reserved to

protect links other than(i; j),

1; else if at least onewavelength is available

on link (l; k) 2 L;

1; otherwise,

xij =

8><
>:

1; if the primary path rests on an

availablewavelength in link(i; j);

0; otherwise,

yij =

8><
>:

1; if the system reserves awavelength

in link (i; j) for protection;

0; otherwise,

vlkij =

8><
>:

1; if a wavelength on(l; k) is reserved to

protect its associated primary path on(i; j);

0; otherwise.

Note that, since we have no advance information about
where the primary path will be placed, we need the vari-
abled to indicate which links have wavelengths available
to protect some specific link on which the primary path
may reside. Furthermore, we also need the variablev to

indicate the assignment of wavelengths to protection. The
formulation of the ILP for a random call arrival is detailed
below.

Minimize
X

(i;j)2L

cijxij +
X

(i;j)2L

yij (1)

Eq.(1) represents the objective function, wherec indicates
whether a link has a free wavelength,x indicates the net-
work resources for primary transmission andy indicates
the network resources reserved for protection. Notice that,
in the ILP, the primary path and the protection path are
considered concurrently. We next consider the constraint
set.

X
(S;j)2L

xSj �
X

(j;S)2L

xjS = 1; (2)

X
(D;j)2L

xDj �
X

(j;D)2L

xjD = �1; (3)

X
(i;j)2L

xij �
X

(j;i)2L

xji = 0; 8i 6= S;D; (4)

X
(S;l)2L

vSlij �
X

(l;S)2L

vlSij � xij ; 8(i; j) 2 L; (5)

X

(l;D)2L

vlDij �
X

(D;l)2L

vDl
ij � xij; 8(i; j) 2 L; (6)

X
(l;k)2L

vlkij �
X

(k;l)2L

vklij = 0; 8(i; j) 2 L;

8k 6= S; k 6= D; (7)

Eq.(2) to Eq.(4) provide the flow conservation for the pri-
mary path. Similarly, Eq.(5) to Eq.(7) give the flow con-
servation for the protection path. Note that Eq.(5) to Eq.(6)
are only active when the primary path passes through link
(i; j), i.e.,xij = 1.

v
ij
ij + v

ij
ji = 0; 8(i; j) 2 L; (8)

Eq.(8) enforces the path disjoint property.

ylk � dlkijv
lk
ij ; 8(i; j); (l; k) 2 L; (9)

Eq.(9) indicates whether a unoccupied wavelength on link
(l; k) will be reserved for protection. Notice thatvlkij = 1

anddlkij = 0 together mean that sharing protection band-
width is possible.

xij � vlkij ; 8(i; j); (l; k) 2 L; (10)

Eq.(10) prevents the possibility of assigning a protection
path for a link that is not used by the primary path.

vlkij + xmn � vlkmn + 1;8(i; j); (l; k); (m;n) 2 L; (11)

xij ; yij ; v
lk
ij 2 f0; 1g; 8(i; j); (l; k) 2 L: (12)
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Eq.(11) ensures that each link reserved for protection must
also protect the whole primary path. For example, if a
wavelength on link(l; k) is reserved to protect a primary
path which passes through link(i; j), then we havevlkij =

1. Since link (l; k) must also protect other links on the
primary path, say link(m;n) (xmn = 1), we need to set
vlkmn = 1. If the primary path does not pass through link
(m;n), i.e.,xmn = 0, then by constraint Eq.(10),vlkij = 0

in this case. Hence, we assure the property that each link
on a protection path protects every link of the associated
primary path.

We next introduce the ILP formulation for PPP. Re-
call that, in this protection scheme, the system reserves
a protection path for each link along the primary path and
thereby the system reserves resources for one or multiple
protection paths to protect the associated primary path.

The objective function for the path protection scheme
remains the same for PPP. The constraint set of the formu-
lation is as follows.

Minimize
X

(i;j)2L

cijxij +
X

(i;j)2L

yij

Subject to
X

(S;j)2L

xSj �
X

(j;S)2L

xjS = 1; (13)

X

(D;j)2L

xDj �
X

(j;D)2L

xjD = �1; (14)

X
(i;j)2L

xij �
X

(j;i)2L

xji = 0;8i 6= S;D;(15)

X
(S;l)2L

vSlij �
X

(l;S)2L

vlSij � xij;

8(S; l); (l; S); (i; j) 2 L; (16)X
(l;D)2L

vlDij �
X

(D;l)2L

vDl
ij � xij ;

8(D; l); (l;D); (i; j) 2 L;(17)X

(l;k)2L

vlkij �
X

(k;l)2L

vklij = 0;

8(i; j) 2 L;8k 6= S; k 6= D;(18)

v
ij
ij + v

ij
ji = 0; 8(i; j) 2 L; (19)

ylk � dlkij (v
lk
ij � xlk);8(i; j); (l; k) 2 L;(20)

xij � vlkij ; 8(i; j); (l; k) 2 L; (21)

xij ; yij; v
lk
ij 2 f0; 1g;8(i; j); (l; k) 2 L;(22)

Note that the difference between the two formulations is
that we transform Eq.(9) into Eq.(20), and we also remove
Eq.(11) from the previous formulation. Eq.(20) considers
the situation where a protection path overlaps part of its
links with the links on its associated primary path. The
overlap incurs no cost. We eliminate Eq.(11) from the for-
mulation for the path protection scheme, because there is

no need to force a link on a protection path to protect the
entire primary path in PPP.

B. SP approach

Note that our system, with call arrivals and departures,
is a discrete time system. The optimal solution can be
obtained through dynamic programming, which would be
prohibitively complex. The dynamic program takes into
account the impact of present decisions on future system
performance. The greedy algorithm only considers present
resource usage, and thereby does not necessarily achieve
optimality. The greedy approach can result in an inferior
network resource utilization because it may choose paths
with little opportunity for protection sharing (see Exam-
ple 2). Therefore, we consider another implementation ap-
proach which encourages protection sharing as follows.

First, note that a request’s primary path cannot be shared
with other requests. Thus, it is natural to attempt to dedi-
cate the fewest possible resources to a call’s primary path.
Therefore, we assign the shortest path for a call request as
its primary path. After the call’s primary path is identi-
fied, we then seek the protection paths for it. To encourage
protection sharing, we construct a new graph. In the new
graph, the network topology remains intact but the link
costs are updated according to the resource usage status.
Wavelengths that are in use by other protection paths have
a cost of 0. In the case of path protection, links used by the
primary path are not available in the new graph. In the case
of PPP, unfailed links in the primary path are available for
no cost in the protection path.

C. Greedy versus SP

We may briefly compare our two implementation ap-
proaches. As mentioned, solving an ILP is computation-
ally intensive. In contrast, since the algorithms for seek-
ing the shortest paths, e.g. the Dijkstra’s algorithm, are
polynomial-time, the shortest primary path approach can
place a new call rapidly. For static batch models, computa-
tional complexity is not very important, since decisions are
not made in real time. For a dynamic call-by-call system,
however, ease and speed of computation are more relevant.

Let us now consider resource efficiency. While the SP
approach may at times require more resources for a given
call, it is possible that over a number of calls, the SP ap-
proach may eventually result in more efficient bandwidth
utilization. Example 2 illustrates this phenomenon.

Example 2: Consider the network in Fig. 5 and assume
that the network employs PPP. The network is initially
empty and serves three call requests,(1; 4), (6; 3); and
(3; 5), in sequence. Table III shows the resource assign-
ments for the greedy approach and the SP approach. In this
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Fig. 5. An example network

SD Primary Protection Path Total Number of

Pair Path (protected link) Occupied�’s

Greedy (1,4) 1-2-3-4 1-6-5-4 (1-2-3-4) 6 (no sharing)

approach (6,3) 6-5-3 6-2-3 (6-5-3) 10 (no sharing)

(3,5) 3-5 3-2-5 (3-5) 13 (no sharing)

Shortest (1,4) 1-2-3-4 1-6-2-3-4 (1-2) 7 (share (2-3-4))

path 1-2-5-4 (2-3)

approach 1-2-5-4 (3-4)
(share (1,2))

(6,3) 6-5-3 6-2-3 (6-5) 10 (share (6,2))

6-2-3 (5-3)

(3,5) 3-5 3-2-5 (3-5) 12 (share (2,5))

TABLE III
RESOURCE USAGE FOR NETWORK EMPLOYING PARTIAL

PATH PROTECTION SCHEME IMPLEMENTED BY DIFFERENT

APPROACHES INFIG. 5

example, the SP approach initially occupies more wave-
lengths to support the request(1; 4) than does the greedy
approach. However, as the calls accumulate, the SP ap-
proach uses fewer number of wavelengths to support the
same requests than the greedy approach.

In this example, the greedy approach endeavors to serve
each request using the minimum number of previously un-
used wavelengths. However, in doing so, the greedy ap-
proach happens to choose paths with no protection sharing,
harming network resource utilization. In contrast, though
the SP is not optimal at first, it performs better over the call
arrivals, by encouraging protection sharing.

IV. SIMULATION RESULTS

To investigate the protection schemes, we simulate path
protection and PPP schemes implemented using both the
greedy approach and the SP approach. We assume that the
networks and the call requests have the following charac-
teristics. First, all nodes in the network are equipped with
wavelength converters. We therefore focus on the prob-
lem of whether an available wavelength exists on a link.

Essentially, the network is regarded as a circuit-switched
network. Second, in the simulation, the cost for plac-
ing a call refers to the aggregate link costs, as defined in
Sec.III-A. Third, we assume full knowledge of the net-
work resource status in our search for primary and protec-
tion paths. Fourth, the acceptance of a call request is com-
pleted only after the system reserves the available network
resources for both primary and protection paths. Other-
wise, we regard the incoming request as being blocked.
Fifth, we assume that the arrival of call requests forms
Poisson process and that calls have an exponentially dis-
tributed service time. The traffic load refers to the product
of the arrival rate and the average service time. Finally, we
assume uniform traffic, in which an arrival will choose one
out of all possible source and destination pairs with equal
probability.

In our simulations, we consider two nation-wide US net-
works, NSFNET (shown in Fig. 6) and Sprint’s OC-48
network (shown in Fig. 7), and a regional network, the
New Jersey LATA network (NJ LATA, shown in Fig. 8).
Additionally, each link in the networks contains 16 bi-
directional wavelengths. Note that the nodes in both na-
tional networks usually have a lower degree than those in
the NJ LATA network, i.e., the regional network is denser.

Two measurements are investigated in the simulations
to evaluate the performances of the protection schemes.
The first measurement is the steady state blocking proba-
bility. Blocking probability is related to opportunity cost,
referring to the additional revenue available if certain cus-
tomers were not turned away. The second measurement
is the aggregate number of occupied wavelengths on each
link to support connections in the network. This measure-
ment reflects the network resource utilization. For sim-
plicity, we denote PPP implemented by the greedy and the
SP approaches as Greedy-PPP and SP-PPP, respectively.
We denote path protection using the greedy and the SP ap-
proaches as Greedy-PP and SP-PP, respectively.

Fig. 9 to Fig. 14 present our simulation results and Ta-
ble IV summarizes the results. The results show that, with
the same implementation approach, PPP is better than path
protection. Still, for each of the protection schemes, the
SP approach is better than the greedy approach as the calls

Path protection PPP

Greedy approach Inferior Inferior

SP approach Worst Best

TABLE IV
SUMMARY OF SIMULATION RESULTS
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Fig. 6. NSFNET
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Fig. 7. Sprint OC-48 Network

Fig. 8. New Jersey LATA Network
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Fig. 10. Network Resource Utilization in NSFNET

accumulate. Our two major conclusions from our simula-
tions are that, as shown in Table IV, the PPP scheme imple-
mented using the SP approach has the best performance,
and that the other combinations, Greedy-PP, Greedy-PPP
and SP-PP, perform worse and are comparable among each
other. We discuss these conclusions below.

Since SP-PPP is intrinsically more flexible than SP-PP
in both the protection scheme and the implementation ap-
proach themselves, SP-PPP has lower blocking probabil-
ities than other combinations in all networks simulated,
shown in Fig. 9, 11, and 13. Note that, owing to the scale of
the ILP for path protection, we provide the Greedy-PP re-
sult only for NJ LATA. In the figure, Greedy-PP performs
better than SP-PP when the aggregate number of calls is
smaller than 125 or so. But, as the aggregate number be-
comes larger, SP-PP becomes more efficient than Greedy-
PP, a phenomenon which is very similar to that seen for
PPP.
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Fig. 11. Traffic Load vs. Blocking Probability in Sprint
OC-48 Network
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Fig. 12. Network Resource Utilization in Sprint OC-48
Network

Example 3 illustrates why SP-PP, Greedy-PP and
Greedy-PPP perform almost the same. Owing to the na-
ture of the greedy algorithm, the Greedy-PPP approach at-
tempts to occupy the minimum number of wavelengths to
serve a call. To this end, Greedy-PPP will find the small-
est possible number of wavelengths to protect the corre-
sponding primary path. As a result, one single protection
path for a primary path occurs in most cases in the simula-
tion, even though the partial path protection scheme does
not require all the protection paths to be the same. Hence
the Greedy-PPP has an extremely similar performance to
SP-PP and Greedy-PP, which are restricted to assign one
single protection path per primary path.

Example 3: Consider Fig. 5 and a source destination
pair (1; 4). We have the resource allocation shown in
Table V for SP-PP, SP-PPP, and Greedy-PPP. The table
shows that the primary and protection paths for SP-PP are
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Fig. 13. Traffic Load vs. Blocking Probability in New
Jersey Lata Network
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Fig. 14. Network Resource Utilization in New Jersey
Lata Network

identical to those for Greedy-PPP. This is because Greedy-
PPP attempts to fulfill the protection requirement with the
minimum number of wavelengths. Note that SP-PPP has
the worst performance in terms of network resource uti-
lization in this case. This fact agrees with our simulation
results showing that SP-PPP does not perform very well
when the network is very lightly loaded. However, as calls
accumulate, protection sharing becomes more important
for resource utilization and thus SP-PPP is more efficient.

Another important observation is that the performance
of the protection schemes are highly related to the network
topology. For the highly connected regional network, i.e.
the NJ LATA network, the blocking events are relatively
rare. As shown in Fig. 13, when the blocking probability
is set as 0.01, the achievable traffic load for NJ Lata net-
work is far above 100. Conversely, from Fig. 9 and 11,
the achievable traffic loads for the two relatively sparse
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Primary Protection Path Number of

Path (protected link) Occupied�’s

SP-PP 1-2-3-4 1-6-5-4 6

1-6-2-3-4 (1-2)

SP-PPP 1-2-3-4 1-2-5-4 (2-3) 7

1-2-5-4 (3-4)

1-6-5-4 (1-2)

Greedy- 1-2-3-4 1-6-5-4 (2-3) 6

PPP 1-6-5-4 (3-4)

TABLE V
RESOURCE ALLOCATION FOR SOURCE DESTINATION PAIR

(1; 4) OF NETWORK IN FIG. 5

national-wide networks are both of 100 or so, as the block-
ing probability is fixed at 0.01 as well. The main reason
for this phenomenon is that there exist many more choices
in the regional network to serve a call request than in the
nation-wide networks. Hence, a blocking event is rela-
tively rare in the highly connected network.

Comparing together for the two nation-wide networks,
we first note that NSFNET has a lower degree than Sprint
OC-48 network and has a better performance than Sprint
OC-48 network. From Fig. 9 and Fig. 11, we observe that
NSFNET achieves higher traffic load than does the Sprint
network for a fixed blocking probability. This indicates
that, as the network becomes sparser, the benefits of SP-
PPP over SP-PP and Greedy-PPP may increase. This ar-
gument also applies to the comparison of Fig. 10 and 12.
One conjecture to buttress this observation is that, since
NSFNET is relatively sparse, there are more occurrences
of long primary paths, which enhance the usefulness of
capacity sharing and thus make the improvements due to
SP-PPP noticeable.

V. CONCLUSIONS

We have introduced a novel protection scheme,
PPP. Moreover, instead of considering traditional static
capacity-efficiency measures for evaluating the efficiency
of protection schemes, we considered a dynamic call-by-
call model. To avoid the complexity of dynamic optimiza-
tion, we presented two heuristics to implementing path
protection and PPP. These approaches, which we termed
greedy and SP, were compared to each other for both path
protection and PPP. We have demonstrated that PPP is su-
perior to path protection and that SP is superior to the
greedy approach. As expected from the fact that PPP is
more general and flexible than path protection, PPP out-
performs path protection in terms of blocking probability.

Moreover, the SP approach performs better than the greedy
approach. It is the dynamic nature of our problem that
renders SP superior to the greedy approach. Indeed, SP
emphasizes reducing resource use among primary paths,
since their bandwidth cannot be shared. The fact that SP
may be less efficient than the greedy approach in its allo-
cation of capacity for protection paths is mitigated by the
fact that protection bandwidth can be shared.

The advantages of PPP over path protection has certain
implications in the area of network management. Path pro-
tection only requires that the source and destination node
be aware that a failure occurred somewhere along the pri-
mary path. Localization of the failure is unimportant, since
protection takes place in the same way regardless of where
the failure occurs. Thus, once the protection path has been
set up, the network management does not need to have
detailed knowledge of the nature of the failure to effect
protection. Path protection can then be handled by higher
layer mechanisms. For link protection, local information
is needed by the nodes adjacent to the failure, but there
is no need to manage protection on a path-by-path basis.
Lower layers can therefore ensure link protection. PPP, on
the other hand, requires on the part of the network man-
agement effecting protection both knowledge of the path
and of the location of the failed link. Our results point to
the fact that visibility by the network management system
across layers may be useful for performing protection effi-
ciently.

There are several further research directions for our
work. One such direction is to consider the case of batch
arrivals rather than dynamic call-by-call arrivals. We ex-
pect that the preferable approach in the static batch case is
to solve some ILP similar to the one set up for our greedy
approach. Comparing the results of the batch case with
those of our dynamic system should yield insight into the
effect of the dynamic assumption upon the effectiveness of
protection schemes. Another area of further research is the
generalization of our PPP algorithm to the case where fail-
ures are localized to segments, possible comprising several
links. Such a generalization would allow us to study the ef-
fect upon blocking probability of different granularities of
failure localization. Path protection can be viewed as the
case where the whole segment is composed of a single seg-
ment and PPP as the case where every segment comprises
a single link.
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