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Abstract—We develop algorithms for joint IP-layer routing and
WDM logical topology reconfiguration in IP-over-WDM networks
experiencing stochastic traffic. At the wavelenght division multi-
plexing (WDM) layer, we associate a nonnegligible overhead with
WDM reconfiguration, during which time tuned transceivers can-
not service backlogged data. The Internet Protocol (IP) layer is
modeled as a queueing system. We demonstrate that the proposed
algorithms achieve asymptotic throughput optimality by using
frame-based maximum weight scheduling decisions. We study
both fixed and variable frame durations. In addition to dynam-
ically triggering WDM reconfiguration, our algorithms specify
precisely how to route packets over the IP layer during the phases
in which the WDM layer remains fixed. We demonstrate that
optical-layer constraints do not affect the results, and provide
an analysis of the specific case of WDM networks with multiple
ports per node. In order to gauge the delay properties of our
algorithms, we conduct a simulation study and demonstrate an
important tradeoff between WDM reconfiguration and IP-layer
routing. We find that multihop routing is extremely beneficial at
low-throughput levels, while single-hop routing achieves improved
delay at high-throughput levels. For a simple access network, we
demonstrate through simulation the benefit of employing multi-
hop IP-layer routes.

Index Terms—Birkhoff–von Neumann switches, circuit switch-
ing, frame scheduling, Internet Protocol (IP), IP-over-WDM net-
works, matrix decomposition, multihop routing, network control,
packet switching, queueing network, reconfiguration overhead,
stochastic coupling, tunable transceivers, tuning latency, wave-
length division multiplexing (WDM), WDM reconfiguration.

I. INTRODUCTION

W E consider an optical network architecture consisting of
nodes having Internet Protocol (IP) routers overlaying

optical cross connect (OXC), with the nodes interconnected by
optical fiber, as in Fig. 1(a). This constitutes the physical topol-
ogy of the network. Optical add/drop multiplexers (ADMs)
and OXCs allow individual wavelength signals to be either
dropped to the electronic routers at each node or to pass through
the node optically. The logical topology consists of the light-
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path interconnections between the IP routers and is determined
by the configuration of the optical ADMs and transceivers at
each node.

By enabling the transceivers1 at the nodes to be tunable,
the network allows for changes in the logical topology con-
figuration. This capability is attractive, because it allows for
dynamic reconfiguration algorithms to be employed in order to
improve the throughput and delay properties of the network,
as well as recover from network failures. In essence, a tradeoff
emerges between lightpath reconfiguration at the wavelength
division multiplexing (WDM) layer and routing at the elec-
tronic layer. Fig. 1 depicts the architecture of interest, for a
particular five-node physical topology. Fig. 1(b) and (c) shows
the cross-layer connections corresponding to two feasible
logical topologies on the physical topology of Fig. 1(a).

The ability to reconfigure the logical topology requires tun-
able transceivers and OXCs. The effectiveness of an algo-
rithm employing reconfiguration will depend on the speed with
which reconfiguration takes place. In this paper, we do not re-
quire that the transceivers be fast tunable.

A. Performance Tradeoff Example

In an earlier study [1], the gains associated with dynamic
topology reconfiguration under changing traffic were consid-
ered, resulting in algorithms for incremental reconfiguration to
balance link loads. Consider a three-node line network, with a
single transceiver per node. There are two possible ring logical
configurations, as in Fig. 2.

If the traffic matrix T (corresponding to transmission re-
quests) is given by

T =


 0 0 1

1 0 0
0 1 0




then by routing the traffic along C1, each logical link experi-
ences a load of 2, while for C2, each logical-link load is 1.
Clearly, the gain from reconfiguration in this scenario is a
link-load reduction by a factor of 2.

In the stochastic setting, where traffic variations are char-
acterized as random processes, and the system is subject to
reconfiguration overhead, packet service delays are affected

1We use the words transceiver and port interchangeably in this paper. Thus,
a single transceiver consists of an input port and an output port.
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Fig. 1. Sample physical topology and feasible logical topologies for three wavelengths per fiber, one transceiver per node. (a) IP-over-WDM network architecture,
with each node consisting of an optical crossconnect and an IP router. The network at the left is a five-node physical topology. (b) Ring logical topology
{1 → 2 → 3 → 4 → 5 → 1}. (c) Disconnected logical topology {1 ↔ 5, 2 ↔ 3}.

Fig. 2. Lightpath interconnections for three-node rings on a line physical topology. (a) C1: Ring 1 → 2 → 3. (b) C2: Ring 1 → 3 → 2.

by the joint algorithm for WDM topology reconfiguration and
IP-layer packet routing. In this setting, the traffic configuration
is characterized by an arrival rate matrix λ, where the entry
on the ith row and jth column represents the long-term rate
of exogenous arrivals of packets to node i destined for node j,
in packets per time slot.

To demonstrate the important delay tradeoff between in-
curring reconfiguration overhead and additional load from IP-
layer routing, consider arrival rate matrices λ1 and λ2 under the
three-node network of Fig. 2

λ1 =


 0 0.2 0.5

0.5 0 0.2
0.2 0.5 0


 , λ2 =


 0 0.4 0.5

0.5 0 0.4
0.4 0.5 0


 .

Under λ1, if we fix the topology to be C1, each logical link has
a long-term arrival rate of 1.2, which exceeds the maximum
service rate of 1.0 for each link. Thus, under C1, the system
becomes overloaded with unserviced traffic as time progresses.
If C2 is employed, each logical link experiences a long-term

rate of arrivals of 0.9, which is indeed sufficient to guarantee
the stability2 of the network.

It is not always possible to exclusively make use of a single
logical topology configuration. Consider the arrival rate matrix
λ2. If we service traffic exclusively on C1, all links experience
a long-term arrival rate of 1.4, while if C2 is exclusively cho-
sen, the link arrival rates are each 1.3. In either case, the system
becomes overloaded with unserviced traffic as time prog-
resses. However, a time division multiplexing (TDM) schedule
using only single-hop routes allocating at least 40% of its
time to C1 and at least 50% of its time to C2 is sufficient to
guarantee that the network is stable, so long as the contiguous
service time allocated to each logical ring is adequately long
to make the reconfiguration overhead negligible. Because the
TDM schedule employs only single-hop routes, this ensures
a long-term service rate of at least 0.4 packets per time slot

2We formally define the notion of network stability in Section III-A. It is
sufficient here to say that the network is stable if the buffer backlogs at each
node remain finite for all time.
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to buffers associated with C1 [buffers for source–destination
pairs (1,2),(2,3),(3,1)] and a long-term service rate of at least
0.5 packets per time slot to buffers associated with C2 [buffers
for source–destination pairs (1,3),(2,1),(3,2)].

It is clear that in order to ensure stability and provide excel-
lent delay properties under a broad class of traffic processes,
it is essential to balance the idleness associated with recon-
figuration against the additional load incurred from multi
hopping along the IP layer.

B. Related Work

The reconfigurable network architecture has been ap-
proached in the literature from several angles. Many studies
aim to achieve, in some sense, a balanced set of link loads
[1]–[4]. The work of Labourdette and Acampora [2] considers
a reconfigurable multihop WDM network subject to deter-
ministic nonuniform traffic. The goal of this study is to deter-
mine an algorithm for joint reconfiguration and routing with
desirable throughput properties. The authors suggest that min-
imizing the maximum link load (a minimax formulation) is
an effective means of achieving strong throughput properties.
A mixed integer program is provided for the joint optimiza-
tion, and a heuristic separating the reconfiguration and routing
problems and iterating between them is provided. In [1] and
[3] branch-exchange algorithms are introduced to incremen-
tally adjust the logical topology towards a desired configu-
ration. Here, Labourdette et al. [3] approaches the problem
essentially in a deterministic setting, by considering an initial
WDM configuration as well as a fixed target configuration,
and seeking a suitable sequence of two-branch exchanges3 to
transition between the two configurations with little overall
disruption to the network. In [1], the problem is approached
under dynamic traffic. This work recognizes that two-branch
exchanges may leave the logical topology disconnected, which
is undesirable under dynamic traffic, opting instead for three-
branch exchanges, which are guaranteed to maintain connectiv-
ity. The work of Baldine and Rouskas [4] imposes at each time
slot a cost for reconfiguring the logical topology and a reward
that depends on the degree of load balancing for the current
logical topology. An average-reward dynamic program is then
formulated with the total reward at any time equal to a weighted
sum of the cost and reward for that particular time.

The literature characterizing the ultimate throughput prop-
erties of optical networks subjected to dynamic/stochastic
traffic is significantly sparser. The time-domain wavelength
interleaved networking (TWIN) architecture of [5] and [6]
looks at the network at the burst level, and reduces the op-
tical transport network to essentially a crossbar switch with
link delays. TWIN is a WDM-layer protocol only, relying
on a fixed underlying tree-based logical topology config-
uration to execute single-hop end-to-end burst transmissions.
TWIN is shown in [6] to enjoy asymptotically optimal through-
put in optical networks with nonnegligible link transmission
delays. The key technology for TWIN is ultra-fast tunable

3A two-branch exchange tears down two existing logical links s1 → d1,
s2 → d2 and establishes the new logical links s1 → d2, s2 → d1.

transceivers, and an assumption of negligible transceiver recon-
figuration overhead.

C. Summary of Work

In one of our motivating studies [1], logical topology re-
configuration was initiated at regular intervals in order to deal
with changing traffic. Furthermore, the reconfigurations were
incremental, and made no guarantees about the stability of the
system. In this paper, we provide the first systematic approach
to the dynamic reconfiguration and routing problem under
stochastic traffic in the presence of reconfiguration overhead.
We determine stable algorithms employing IP-layer routing in
order to elicit an understanding of the performance tradeoffs
between reconfiguration at the optical layer and packet rout-
ing at the IP layer. The following are our major contributions.

1) We develop mechanisms for dynamically triggering
WDM reconfiguration under stochastic traffic. Our algo-
rithms are based on maximum weight scheduling deci-
sions, and specify precisely when and how to reconfigure
the WDM layer as well as the IP routing employed
between reconfigurations.

2) We demonstrate the asymptotic throughput optimality of
our frame-based algorithms in the presence of reconfigu-
ration overhead.

3) For multiple transceivers per node, we demonstrate the
stability region by providing a novel algorithm extend-
ing Birkhoff–von Neumann matrix decompositions to
this setting.

4) Using delay as a performance metric, we employ sim-
ulations to demonstrate the important tradeoff between
WDM reconfiguration and IP-layer routing. Our simu-
lations point to the advantage of packet switching at
low-throughput levels and circuit switching at high-
throughput levels.

Additionally, we provide a preliminary analysis questioning
the use of multihop routing for the case of negligible reconfigu-
ration overhead. Furthermore, we analyze a class of algorithms
that use random selection of logical rings as the underlying
WDM topology, and demonstrate their throughput subopti-
mality. For an access network, we present simulation results
demonstrating the tremendous advantage of IP-layer routing.

II. RECONFIGURABLE NETWORK MODEL

Consider an optical WDM network consisting of N nodes,
labeled 1, 2, . . . , N , physically interconnected by optical fiber
in an arbitrary topology. We assume that node i is equipped with
Pi transceivers for i = 1, . . . , N , and thus, at any time, may
have at most Pi incoming and Pi outgoing logical links. For
the most part (except where we explicitly say otherwise), we
will restrict the values to Pi = 1 for all i. Under this distribution
of ports, we assume that there exist a sufficient number of
wavelengths to allow any arbitrary logical interconnection of
nodes. Each node is equipped with (N − 1) virtual output
queues (VOQs) in which data are held prior to transmission
across the network, with VOQi,j containing the backlogged
data at node i destined for node j. Time is assumed to be slotted,
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and for simplicity of exposition, data units are in the form of
fixed-length packets, each requiring a single slot for transmis-
sion. The network allows a maximum of one packet to be trans-
mitted across any logical link during a slot. At any time,
the network may initiate a logical topology reconfiguration,
under which, existing lightpaths are torn down and new ones
reestablished to form a new logical topology. Transceivers that
are tuned are forced to be idle for the reconfiguration time of
D slots, while links that are unaffected may continue to service
traffic during reconfiguration.

The queue-occupancy process {X(n)}∞n=0 is defined as an
infinite sequence of matrices where X(n) is the queue-backlog
matrix at time n and Xi,j(n) is the number of packets at node
i destined for node j at time n. This process evolves accord-
ing to the matrix equation

X(n + 1) = X(n) − u(n + 1) + a(n + 1) (1)

for n ≥ 0. In (1), u is the control matrix and a is the arrival
matrix. Note that X(0) must be defined as some initial queue-
backlog matrix. In our model, the queues are not restricted to
have finite capacity. The process {a(n)}∞n=1 corresponds to the
exogenous arrivals to the system, with ai,j(n) = k if there are
k arrivals to VOQi,j at time n. We require that each arrival
process {ai,j(n)}∞n=1 satisfies a strong law of large numbers
(SLLN) [7]: Define the cumulative arrival process {A(n)}∞n=1

according to Ai,j(n) �
∑n

m=1 ai,j(m). Then

lim
n→∞

Ai,j(n)

n
= λi,j a.s. (2)

for i, j = 1, 2, . . . , N . We do not allow self-traffic, which
implies that Ai,i(n) = 0 for all i, n and thus, λi,i = 0 for
all i. The long-term arrival rates are stored in matrix λ =
(λi,j , i, j = 1, . . . , N).

The process {u(n)}∞n=1 tracks the control decisions in
the system, in particular, the IP-layer-routing choices over
time. Thus, a positive entry ui,j(n) > 0 implies that a packet
was either departed or forwarded4 from VOQi,j under the
control decision at time n − 1 (i.e., node i departed a packet
destined for node j along a lightpath originating at node i).
A negative entry ui,j(n) < 0 implies that a forwarded packet
arrived to VOQi,j at time n following the control decision at
time n − 1 (i.e., node i received a packet destined for node j
along a lightpath terminating at node i). The restriction of a
single transceiver per node implies, for every time n, that every
row of u(n) must add to no more than unity and every column
to no less than −1. In other words, this means that no more than
one packet may be forwarded/departed from any node at any
time, and no more than one packet may be sent to a particular
node. If we define the cumulative control process {U(n)}∞n=1

according to Ui,j(n) ∆=
∑n

m=1 ui,j(m), the network evolution
(1) may be equivalently described by

X(n + 1) = X(0) − U(n + 1) + A(n + 1). (3)

4A packet is forwarded when it is sent to an intermediate node along
the IP layer.

TABLE I
SUMMARY OF KEY VARIABLES/SETS FROM THE NETWORK MODEL

Throughout this work and irrespective of the transceiver
counts Pi, i = 1, . . . , N , the N × N integer matrix v(n) will
denote the logical topology selected at time n: If vi,j(n) =
l ≥ 0, then l single-wavelength links exist from source node i
to destination node j. The diagonal entries of this matrix
have no meaning under our model–they can take any value
without having an effect on the logical topology implied by
the off-diagonal entries. We denote by V the set of allowed
logical topologies, subject to optical-layer connectivity con-
straints (such as wavelength limitations, multiple transceivers
per node, and particular routing and wavelength assignment
algorithms). When we restrict the network to have a single
transceiver per node with no wavelength constraints, each fea-
sible logical topology is represented by a permutation matrix,
and V is the set of N × N permutation matrices.

When we allow multihop routes along the IP layer, our
network model is a particular case of the constrained queueing
model of [8]. There exist a total of L

∆= N2 − N directed logi-
cal links from which any logical topology is chosen (since
there are N2 − N distinct feasible source–destination pairs in
the network). We index these links with 1, . . . , L. For link i,
the origin node is defined by q(i) and the destination node is
defined by h(i).

At each time n ≥ 1, define the activation matrix E(n) =
(Ei,j(n), i = 1, . . . , L, j = 1, . . . , N) by setting Ei,j(n) = 1 if
at time n, link i was activated to serve packets destined for
node j, and Ei,j(n) = 0 otherwise. Denote E:,j(n) as the jth
column of E(n). We define E as the set of all allowed matrices
E. For each destination node j = 1, . . . , N , packet routing
along the IP layer is implemented through the routing matrix
Rj = (Rj

k,l, k = 1, . . . , N, l = 1, . . . , L). Here, Rj
k,l = 1 if the

destination node along link l is k and k �= j, Rj
k,l = −1 if

the source node for link l is k, and Rj
k,l = 0 otherwise. Given

this notation, the network evolution (1) becomes

X:,j(n + 1) = X:,j(n) + RjE:,j(n) + a(n + 1) (4)

for j = 1, . . . , N , where X:,j is the jth column of matrix X .
Note that u:,j(n + 1)=−RjE:,j(n) for j =1, . . . , N and n≥0.

For convenience, we have summarized the key variables of
this section in Table I.

A. Scheduling Under Tuning Latency, Propagation
Delay, and Distributed Control

Since we are operating in a distributed mesh-network en-
vironment, it may not be practical to assume that each node
is synchronized to a common clock. A key aspect of the
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Fig. 3. To change the logical topology, a reconfiguration interval is used. The interval consists of tp slots for propagation delay of the final packets of the last data
interval (slots labeled p), tc slots for passing control information in order to decide on a new logical topology (slots labeled c), and tr slots to tune the transceivers
and establish the new logical topology (slots labeled r). Slots labeled d are slots for packet transmission (corresponding to a data interval). The top sequence of
slots corresponds to a common time reference according to which frame boundaries are set. The second and third sequences of slots correspond to distinct nodes
in the network. As illustrated, these slots need not be synchronized to each other or to the common time reference. The frame-based scheduling is depicted at the
bottom, with D used to indicate the reconfiguration interval of duration D, and data used to indicate the data interval.

reconfiguration and routing algorithms of this paper is that they
employ frame-based scheduling, where logical links are held
fixed over data intervals, and the logical topology is changed
over reconfiguration intervals. A frame boundary occurs at the
instant when the network initiates the sequence of controls
to reconfigure the logical topology. This sequence includes:
1) the time for the final packets of the terminated frame to
arrive at their respective destinations tp (can be taken as a fixed
value if we bound the delay over all possible logical links);
2) the time for information exchange in order to make a decision
about the new logical topology to configure tc (this information
exchange may have occurred prior to the frame boundary, in
which case tc = 0); and 3) the time for tuning the transceivers
to establish a new logical topology tr. The value of tp depends
on the underlying fiber plant topology of the network, which
in the case of wide area networks (WANs) is in the order of
tens of milliseconds. The value of tr depends on the transceiver
technology, with current components requiring it to be in the
order of tens of milliseconds for reconfiguration. Thus, we
designate the reconfiguration overhead D = tp + tc + tr.

Using tools from standard clock-synchronization algo-
rithms [9], each node can be made aware of a common time
reference. Rather than requiring that the electronics at each
node be synchronized to this common reference, the reference
is used to make nodes aware of frame boundaries. In the
case of variable frame durations, this reference can be used to
establish agreement between the nodes about each successive
frame boundary. The frame boundary is initialized by having
each node stop transmission of packets after the complete
transmission of any packet being serviced at that time. We have
illustrated the structure of a reconfiguration interval in Fig. 3.

III. ALGORITHMS FOR ASYMPTOTIC

THROUGHPUT OPTIMALITY

We begin our consideration of the control problem by dem-
onstrating that the system is stable under a broad class of

arrival processes. We first introduce two well-known algo-
rithms, which when adapted to our model, jointly perform
WDM reconfiguration and IP-layer routing. These algorithms
are based on maximum weighted matchings (MWMs) and
are known to stabilize the system for the special case of
zero reconfiguration overhead (D = 0). Since these algorithms
have not been previously considered in the context of IP-over-
WDM networks, our descriptions are somewhat extensive in
order to make perfectly clear how they jointly perform IP-layer
routing and WDM reconfiguration.

For D > 0, we prove that any stable algorithm for the case
of D = 0 may be transformed into a frame-based algorithm
that stabilizes the network. Furthermore, we introduce a bias-
based algorithm that makes reconfiguration decisions by taking
into account the current logical topology of the network. These
algorithms are a natural extension of maximum weight schedul-
ing algorithms to the case D > 0.

A. Preliminaries

Definition 3.1: Matrix V = (vi,j , i, j = 1, . . . , N) is doubly
substochastic if

∑
i

vi,j ≤ 1 ∀j,
∑

j

vi,j ≤ 1 ∀i. (5)

If the inequalities in (5) are all strict inequalities, then V is
called strictly doubly substochastic [10].
Definition 3.2: The system is stable if the backlog process

{X(n)}∞n=0 satisfies [11]

lim sup
n→∞

E


∑

i,j

Xi,j(n)


 < ∞.

In essence, every queue-backlog process must have finite
expectation in the long run.
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Fig. 4. Weighted complete bipartite graph for maximum weight scheduling.

B. Single-Hop Algorithm Using MWMs

We begin by introducing an important single-hop algorithm
that is known to be stable for the case of D = 0. In switching
theory, perhaps the most commonly studied algorithm is the
MWM algorithm (described below). Essentially, MWM con-
structs a complete weighted bipartite graph, as in Fig. 4, where
the left N nodes correspond to source nodes, and the right N
nodes correspond to destination nodes. At time slot n ≥ 0,
MWM sets wi,j = Xi,j(n) for all i, j. The logical topology
at time n is selected by determining a maximum weighted
matching on this graph, with the edges of the matching es-
tablished as logical links over the WDM physical topology.
Under MWM, electronic-layer routing is restricted to single-
hop paths, which means that for each logical link i, only
VOQq(i),h(i) may be serviced by departing packets along that
link.5

Maximum Weighted Matching Algorithm (MWM)
At time slot n ≥ 0, matrix v(n) = (vi,j(n), i, j = 1, . . . , N) is
chosen to maximize

〈v(n),X(n)〉 �
∑
i,j

vi,j(n)Xi,j(n)

subject to the constraints∑
j

vi,j(n) ≤ 1 ∀i (6)

∑
i

vi,j(n) ≤ 1 ∀j (7)

vi,j(n) ∈ {0, 1} ∀i, j. (8)

v(n) corresponds to the logical topology selected at time n. The
control u(n + 1) is then given by

ui,j(n + 1) =
{

vi,j(n), if Xi,j(n) > 0
0, if Xi,j(n) = 0.

(9)

5Recall from Section II that for directed link i, the origin node is denoted by
q(i) and the destination node is denoted by h(i).

The power of MWM to stabilize the N × N crossbar switch
is particularly well demonstrated in [12], with the following
important stability result, adapted to our reconfigurable
queueing-network model.
Theorem 3.1: For D = 0, and any arrival processes satisfy-

ing an SLLN with a strictly doubly substochastic arrival rate
matrix λ, the network is stable under MWM.

Proof: This follows immediately from the proof of
[12, Lemma 5]. �

Since the set of doubly substochastic arrival rate matrices is
the closure of all stabilizable arrival rate matrices, MWM is
called throughput optimal for the network when D = 0.

C. Multihop Algorithm Using “Differential Backlogs”

Again considering the case D = 0, a powerful algorithm
taking advantage of IP-layer routing and again making
use of maximum weighted matchings was shown to be
throughput optimal in [8]. We refer to this algorithm as DB
(described below).

Differential Backlog Algorithm (DB)
At time slot n ≥ 0,

1) For each link i and destination node j, calculate the
quantity di,j(n) according to

di,j(n) =
{

Xq(i),j(n) − Xh(i),j(n), if h(i) �= j
Xq(i),j(n), otherwise.

(10)

Define matrix Z(n) = (Zi,j(n), i, j = 1, . . . , N), with
Zq(i),h(i)(n) � maxj{di,j(n)} for i = 1, . . . , L.

2) Select matrix v(n) to maximize 〈v(n), Z(n)〉, subject
to constraints (6)–(8). Define the maximum weighted
activation vector c̃ = (c̃i, i = 1, . . . , L) according to c̃i �
vq(i),h(i)(n) for i = 1, . . . , L.

3) For each edge i, let ĵi be a destination node satisfying
di,ĵi

(n) = maxj{di,j(n)}. The matrix E(n) is populated
according to

Ei,j(n) =
{

1, if c̃i(n) = 1, j = ĵi, Xq(i),j(n) > 0
0, otherwise.

(11)

If we refer to each packet destined for a particular destina-
tion as a unit of a commodity that is specific to that destination,
then the differential backlog at each link corresponding to a
particular commodity is given by the difference of the backlog
of that commodity at the source node of that link and the
backlog of that commodity at the destination node of that
link. Thus, referring to (10), di,j is the differential backlog of
commodity j on link i.

In words, for each time n ≥ 0, DB may be described as
follows. Step 1 considers in turn each possible logical link i,
and calculates for that logical link the maximum differential
backlog over all commodities. This value is placed in matrix
Z(n) at entry (q(i), h(i)). Next, the bipartite graph of Fig. 4
is enlisted in step 2, by setting wi,j = Zi,j(n) for all i, j, and
selecting a maximum weighted matching. Again, the edges of



3194 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 23, NO. 10, OCTOBER 2005

the matching are the logical links enabled at time n (topology
reconfiguration), while the actual VOQ to service on each
enabled link is given by the commodity that maximizes the
DB for that link (electronic-layer routing). This process is
summarized in the selection of matrix E in step 3.

Thus, it is clear that DB is inherently a joint algorithm
for WDM-layer reconfiguration and IP-layer routing. We
adapt the optimality result of [8] to our network model and
summarize the result in Theorem 3.2.
Theorem 3.2: Consider any joint arrival process

{Ai,j(n)}∞n=1, i, j = 1, . . . , N given by independent iden-
tically distributed (i.i.d.) sequences of random variables, in-
dependent among themselves, with finite second moments,
and a strictly doubly substochastic arrival rate matrix λ. Then,
for D = 0, the reconfigurable queueing network is stable
under DB.

Proof: This follows immediately from [8, Lemma 3.2
and Th. 3.2]. �

D. Frame-Based Algorithms for D > 0

Given the above stabilizing algorithms (MWM and DB)
for the case D = 0, it is intuitively clear that they may be
adapted to the case of D > 0 using frame-based schemes,
where reconfiguration decisions are only made at frame
boundaries. In this section, we formalize this idea by providing
a general result showing how any stabilizing scheme for D = 0
may be transformed into a stabilizing scheme for the case
of any D > 0.

Frame-Stabilizing Algorithm for Algorithm P (F-P)
Given: an integer F ≥ 0.
For each k = 0, 1, . . .,

1) At time kF , make a reconfiguration decision according
to the decision rule of algorithm P under the backlog
matrix X(kF ).

2) Set ui,j(l) = 0 for l = kF, . . . , kF + D − 1 and all i, j,
to allow for reconfiguration overhead.

3) Set u(l) = uP(X(kF )) for l = kF + D, . . . , (k + 1)
F − 1. Here uP(X) is the IP-layer-routing decision of
algorithm P given backlog matrix X .

4) For each VOQ, batch exogenous arrivals over the frame,
with the number of batched arrivals for VOQi,j at time
(k + 1)F denoted by Bi,j((k + 1)F ). At time (k + 1)F ,
prior to the reconfiguration decision but after the arrival
of new packets, remove the oldest

(F − D)
⌊

Bi,j ((k + 1)F )
(F − D)

⌋

packets from the batch and place them in VOQi,j . The
leftover packets remain in the batch for the next frame.

For algorithm P and frame size F , the frame version of
P is denoted by F-P, and is described above. The algorithm
alternates regularly between idle and service intervals, as illus-
trated in Fig. 5. The algorithm operates as follows: at each
frame boundary, under backlog matrix X , F-P makes the same
WDM-reconfiguration decision that P makes under backlog

Fig. 5. Regular ON–OFF nature of the frame-based algorithm.

Fig. 6. Illustration of batch-size process for a particular VOQ.

X . Given this WDM logical topology choice, algorithm P has
a control matrix (corresponding to electronic-layer routing)
uP(X). Algorithm F-P idles for D slots to allow for recon-
figuration overhead, and then applies the control uP(X) over
the remaining slots in the frame. The arrival process is batched
in order to ensure that control uP(X) can be applied over
the duration of the frame without running out of backlogs to
service.

As an example, suppose that D = 1 and F = 4. Fig. 6
shows how exogenous arrivals for a particular VOQ are batched
before being released to that VOQ for service. All exogenous
arrivals are batched and are not available for service until
the frame boundary, when the maximum number of batched
packets that are a multiple of F − D = 3 are released to the
VOQ (here, we have three packets released for service at time
2F and six packets released at time 3F ). Thus, the batch-size
process is nondecreasing over the frame interval, and decreases
by a multiple of 3 at the frame boundaries. Because only three
slots are allocated to servicing VOQs within each frame, this
ensures that each VOQ backlog changes by an integer multiple
of three packets over every frame. Thus, the frame scheme
looks at the system only at the frame boundaries and considers
the VOQ backlog processes divided by F − D = 3, and ties the
resulting process back to the stabilizing scheme for D = 0.
Theorem 3.3: Suppose algorithm P stabilizes the network

for D = 0 for some set of arrival processes A. Then for each
D > 0, if there exists F such that the cumulative arrival pro-
cess {A(n)}∞n=1 satisfies {Ã(n)}∞n=1 ∈ A, where

Ã(n) =
⌊

A(nF )
F − D

⌋

and then P is frame stabilizable. Specifically, algorithm F-P
stabilizes the network.

Proof: The number of batched arrivals released to the
system for service at each frame boundary, kF for k = 1,
2, . . ., is given by (F − D)(Ã(k) − Ã(k − 1)), which is clearly
an integer multiple of (F − D). Thus, since F-P services
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queues in batches of (F − D) slots per frame, with the same
control decision held over the duration of the frame, we are
guaranteed that every queue backlog is an integer multiple of
(F − D) packets under F-P.

Define the process {X̃(n)}∞n=0 with X̃(n) equal to 1/(F−D)
times the queue backlog at the beginning of slot nF under
F-P. The evolution of {X̃(n)}∞n=0 is defined according to the
arrival process {Ã(n)}∞n=1 (which we assume to be a member
of the set A), and scheduling decisions according to algorithm
P at each n. Thus, the process {X̃(n)}∞n=0 is equivalent to
the backlog process under P for D = 0 and exogenous arrival
process {Ã(n)}∞n=1. This implies the stability of {X̃(n)}∞n=0

and consequently the stability of the queue-backlog process
under F-P. �

Given Theorems 3.1–3.3, we may immediately infer the
existence of frame-based stable scheduling policies for any
D > 0. Define the value δ by

δ = 1 − max


max

i

∑
j

λi,j ,max
j

∑
i

λi,j


 .

Corollary 3.1: The frame-based version of MWM, which
we refer to as F-MWM, is stable under any arrival process
satisfying an SLLN with δ > 0, if F > D/δ.

Proof: Theorem 3.1 holds under any process satisfying
δ < 1. Thus, if we choose any process {A(n)}∞n=1 with δ < 1,
then the process {Ã(n)}∞n=1 must satisfy

lim
n→∞

Ã(n)
n

= lim
n→∞

1
n

⌊
A(nF )
F − D

⌋

=
F

F − D
lim

n→∞

A(nF )
nF

=
F

F − D
λ

where λ is the arrival rate matrix. For Ã(n) to be stable
under MWM, the matrix F/(F − D)λ must be strictly doubly
substochastic, which implies F > D/δ. �
Corollary 3.2: The frame-based version of DB, which we

refer to as F-DB, is stable under any i.i.d. arrival processes
that are mutually independent, with finite second moments,
if F > D/δ.

Proof: Similar to that of Corollary 3.1. �
Since Corollaries 3.1 and 3.2 apply to any strictly doubly

substochastic arrival rate matrix, but require a frame size F
that depends on the value δ > 0, we call the frame-based
policies asymptotically throughput optimal.

It is intuitively clear that the extensions of F-MWM and
F-DB (the frame versions of MWM and DB, respectively)
that continue service during reconfiguration intervals, in which
the underlying logical topology does not change, are stable.
Furthermore, it is not necessary to go through the additional
complications of tracking batched arrivals; instead, arrivals
may be immediately placed in their VOQs ready for service.
Stability also follows for the extension of F-DB, which instead
of employing the same control decision through the frame
interval, services the maximum weighted control subject to

Fig. 7. Service intervals of the AB algorithm.

the fixed underlying logical topology. For these extensions
of the frame-based algorithms, the proof of stability follows by
the fact that the Lyapunov drift [13] under either F-MWM or
F-DB is greater than under the corresponding refined algorithm.

E. Additive Bias-Based Algorithm

In this section, we introduce Additive Bias-Based Algorithm
(AB), based on MWM, which provides asymptotic throughput
optimality for any D > 0. Here, we assume that the dissemina-
tion of control information across the network is sufficiently
fast such that every node is aware of the backlog matrix at
each slot. Thus, this algorithm is also well suited for scheduling
crossbar switches with reconfiguration overhead.

Additive Bias-Based Algorithm (AB)
Given: an integer b ≥ 0.
At time n ≥ 0, if the system is not performing reconfiguration,
then the matrix (logical topology) v(n) is chosen to maximize

〈v(n),X(n)〉+ � b1{v(n)=v(n−1)} +
∑
i,j

vi,j(n)Xi,j(n) (12)

subject to the constraints (6)–(8). If v(n) is different from
v(n − 1), then the network idles for D slots while reconfigu-
ration occurs.

AB is given above. The intuition behind the algorithm
is that every decision to reconfigure should be followed by
some opportunity to service packets under the logical topology
selected (in essence, the algorithm has a built-in hysteresis).
Under AB, WDM-reconfiguration decisions are made at each
time slot, using maximum weighted matchings as in algorithm
MWM. The only difference is that the weight associated with
the existing logical topology prior to the decision instant is
biased additively by the constant number b. This bias is chosen
in such a way as to increase the expected time interval between
WDM-reconfiguration decisions sufficiently to ensure stability
of the system for D > 0.

Fig. 7 illustrates the intervals associated with service and
reconfiguration phases of AB. As opposed to the frame-based
scheduling policies, the service intervals are of variable dura-
tion. We denote by ξn the nth reconfiguration decision instant,
with ξ0 � 0, and τn � ξn+1 − ξn.

We now formulate a necessary condition for the stability
of the bias-based algorithm. The result is based on the fluid-
limits technique (see e.g., [7]). We begin by characterizing
the dynamics for the system. For v ∈ V , let Qv(n) be the
cumulative time spent servicing logical topology v up to time
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n, and QR(n) the cumulative time spent idle reconfiguring the
system up to time n. The system dynamics are then given by

Xi,j(n) = Ai,j(n) − Ui,j(n) (13)

Ui,j(n) =
∑
v∈V

n∑
l=1

vi,j1{Xi,j(l)>0} (Qv(l) − Qv(l − 1)) (14)

Qv(·) is nondecreasing (15)

QR(n) +
∑
v∈V

Qv(n) = n. (16)

In (13), we modify the definition of the arrival variable Ai,j(n)
so that Ai,j(0) is the initial backlog matrix at time 0 [i.e.,
Ai,j(0) = Xi,j(0)]. We allow the above system dynamics to
hold over the domain of positive real numbers R+ by letting
Xi,j(t) = Xi,j(
t�),∀t ≥ 0, and similarly for A. For vari-
ables U , Qv , and QR, we retain continuity in continuous time
by linearly interpolating between values of the variables at
the nearest integer time slots: for example, for t ∈ (n, n + 1),
Ui,j(t) = Ui,j(n) + (t − n)(Ui,j(n + 1) − Ui,j(n)).

Since the above queue dynamics depend on the queue oc-
cupancy at time 0, we may introduce a sequence of systems
identical to above, indexed by integer r ≥ 0, where r equals
the initial summed backlog over all queues in the system at
time 0. For each r ≥ 0, the system dynamics are as above,
with the variables denoted by X

(r)
i,j , A

(r)
i,j , D

(r)
i,j , Q

(r)
v , and Q

(r)
R .

For any t ≥ 0, denote the scaled variable x
(r)
i,j (t) = X

(r)
i,j (rt)/r,

and similarly for the scaled variables d
(r)
i,j (t), a

(r)
i,j (t), q

(r)
v (t),

and q
(r)
R (t). It can be shown (similar to [14]) that the sequences

of scaled variables (indexed by r) converge to the fluid limits
x̄i,j(t), āi,j(t), ūi,j(t), q̄v(t), and q̄R(t), almost surely. These
fluid-limit processes satisfy the following fluid equations,
for t ∈ R+:

x̄i,j(t) = āi,j(t) − ūi,j(t) (17)

āi,j(t) − āi,j(0) = λi,jt (18)

ūi,j(0) = 0 (19)

q̄R(t) +
∑
v∈V

q̄v(t) = t (20)

˙̄ui,j(t) =
∑
v∈V

vi,j ˙̄qv(t), if x̄i,j(t) > 0. (21)

For the following results, we redefine δ > 0 as a positive
number satisfying

δ < 1 − max


max

i

∑
j

λi,j ,max
j

∑
i

λi,j


 . (22)

Lemma 3.1: If the fluid-limit process q̄R(t) satisfies
˙̄qR(t) ≤ δ for all t ≥ 0, then AB stabilizes the network.

Proof: See Appendix A. �
Note that for D = 0, Lemma 3.1 immediately implies that

AB is stable, since zero time is lost to reconfiguration and

thus, q̄R(t) = 0 for all t. For D > 0 we now use Lemma 3.1
to prove the stability of the network under any joint
Bernoulli-arrival process.
Theorem 3.4: Under Bernoulli arrivals (not necessarily in-

dependent or identically distributed in time or across VOQs)
with δ > 0, if b is chosen to satisfy b/N > 2D/δ − D, then
AB stabilizes the reconfigurable queueing network.

Proof: Recall that v(ξn) is the maximum weighted logical
topology at time ξn. We will characterize the minimum time
needed for another logical topology v′ �= v(ξn) to become
the maximum weighted logical topology and thus, trigger a
WDM reconfiguration. At time ξn, v′ satisfies

〈v′,X(ξn)〉 ≤ 〈v(ξn),X(ξn)〉 . (23)

After time ξn, logical topology v(ξn) will be effectively biased
with b additional dummy packets over v′. Since the arrival
process is Bernoulli, no more than a single packet may arrive
to any VOQ at each time slot. Suppose that a single packet
arrives to each of the VOQs corresponding to logical topology
v′ at every slot, and v′ does not have any lightpaths in common
with v(ξn). Further suppose that there are no arrivals to VOQs
corresponding to v(ξn), and that at each slot, at most one packet
is removed from each of the VOQs corresponding to v(ξn).
Then, in order to have a decision to reconfigure the logical
topology, the inter-reconfiguration interval τn must satisfy

〈v′,X(ξn)〉 + τnN > b + 〈v(ξn),X(ξn)〉 − (τn − D)N. (24)

Combining (23) and (24), we obtain

τn >
b

2N
+

D

2
. (25)

Suppose b/N ≥ 2D/δ − D. Then, using (25), we have that
τn > D/δ for all n, which means that irrespective of the
backlog process, at least D/δ slots pass before a reconfigu-
ration decision. Thus, for ε > 0

Q
(r)
R (r(t + ε)) − Q

(r)
R (rt) < D

⌈
rε
D
δ

⌉
(26)

≤ rδε + D. (27)

Dividing both sides of (27) by r, the right-hand side of the
inequality can be made arbitrarily close to δε for a sufficiently
large integer r. This immediately implies that ˙̄qR(t) < δ. �

F. Imposing Additional Optical-Layer Constraints

Though we have cast the theorems of this paper in the con-
text of networks with a single port per node and no wavelength
constraints, the theorems are valid more generally. In fact, the
theorems hold true if the set of allowed logical topologies V in
a network is given. Thus, our frame- and bias-based schemes
may be easily generalized to more complex network scenarios,
such as networks with multiple ports per node, and with
wavelength constraints and associated routing- and wavelength-
assignment algorithms, to guarantee asymptotic throughput
optimality. In general, so long as there exists a convex
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combination of allowed logical topologies v ∈ V whose entries
all strictly exceed those of the arrival rate matrix λ, then frame-
and bias-based schemes may be constructed to stabilize the
network. For additional details on stability issues, consult [8].

To demonstrate how particular optical networking cons-
traints affect the set of stabilizable arrival rates, we consider the
general scenario where node i has Pi ports for i = 1, . . . , N .
We again assume sufficiently many wavelengths such that the
port constraint is the only active constraint affecting the system.
Theorem 3.5: For a WDM network with port distribution

{Pi}N
i=1, any arrival rate matrix λ satisfying∑

i

λi,j ≤ Pj ∀j,
∑

j

λi,j ≤ Pi ∀i (28)

may be expressed as a convex combination of valid logical
topology matrices.

Proof: See Appendix B. A different proof of this result
may be found in [15]. However, our proof is a novel natural
extension of the well-known Birkhoff–von Neumann decom-
position for substochastic matrices (see e.g., [16]). �

Given Theorem 3.5, it may be shown that any arrival
rate matrix satisfying (28) with strict inequalities is stable
when D=0. Similarly, the stability of the frame- and bias-
based algorithms must then follow for appropriately chosen
frame/bias sizes. In particular, it can be shown that the proof of
Theorem 3.3 remains valid under the general port constraint so
long as

F > D max

{
max

i

Pi

Pi −
∑

j λi,j
,max

j

Pj

Pj −
∑

i λi,j

}
.

For the bias-based algorithm, if we redefine δ as any positive
number satisfying

δ < max
{

max
i

Pi −
∑

j λi,j

Pi
,max

j

Pj −
∑

i λi,j

Pj

}

then the proof of Lemma 3.1 can be shown to follow. Conse-
quently, Theorem 3.4 can be extended to state that the bias-
based algorithm is stable so long as

b

N
≥ 2D max

i

Pi

δ
− D max

i
Pi.

IV. ALGORITHM PERFORMANCE

In this section, we compare the performance of algorithms
under different traffic conditions, reconfiguration overheads,
and physical topologies. Our simulations demonstrate that there
exists a tremendous advantage to employing multihop routing at
the IP layer under certain conditions. In particular, when there is
a single transceiver per node, multihop routing is advantageous
at low-throughput levels. Also, we observe the tremendous
advantage of employing mutlihop routing in an access-network
scenario, where a single hub node has N transcievers and each
of the other local nodes is equipped with a single transceiver.

When considering the system at the packet level, a relevant
performance metric is the average service delay experienced by

packets in the system. Through a straightforward application of
Little’s formula, the average service delay is tied to the time
average aggregate queue backlog. For initial queue-occupancy
matrix X(0) = X̂ , under algorithm π and arrival rate matrix λ,
the time average delay is given by

1∑
i,j λi,j

lim sup
N→∞

1
T

EX̂


T−1∑

n=0

∑
i,j

Xπ
i,j(n)




where Xπ(n) is the queue-backlog matrix at time n under
algorithm π. It turns out that quantifying the average delay is
difficult, because of the widely varying collection of allowable
traffics that have the same arrival rates. Using the theory of
Lyapunov functions, the authors of [11] derive bounds on
average queue occupancy (and consequently on average delay),
which achieve varying degrees of tightness, depending on how
correlated different arrival streams are. For this reason, this
section makes use of both theory and extensive simulation
results to arrive at our conclusions.

In gigabit networks, reconfiguration overheads in the order
of D = 1000 to D = 50 000 time slots are reasonable values.
We only provide data for the case D = 1000, though our
tests for larger D values yield identical conclusions.

A. Zero Reconfiguration Overhead (D = 0)

For D = 0 it is unknown whether in fact there exists any
benefit to IP-layer routing. We begin by showing that for
N = 3, each algorithm employing packet forwarding is no
better than an associated algorithm that never forwards packets.
Theorem 4.1: For N = 3, any algorithm employing packet

forwarding has an associated algorithm that does not forward
packets with an equal or lower average aggregate backlog
when D = 0, for any joint arrival distribution.

Proof: See Appendix C. �
Essentially, we may conclude definitively that for N = 3,

when there is no reconfiguration overhead, there is no benefit
from treating the system as more than a switch. For N > 3,
it is not possible to generalize Theorem 4.1 directly to con-
clude that packet forwarding is not beneficial with respect to
average delay. We leave this as an interesting open problem
for future study.

B. Overview of Algorithms Tested

We compare several algorithms for joint WDM topol-
ogy reconfiguration and IP-layer routing. The algorithms are
frame- or bias-based versions of the following:

1) MWM;
2) DB;
3) Prioritized DB—DB for reconfiguration and routing deci-

sions, with priority given to single-hop packets;
4) MWM Minhop—MWM for logical topology decisions,

with minhop routing at the IP layer.
The algorithms Prioritized DB and MWM Minhop have not
been introduced until now. They are heuristic algorithms that
we devised in order to test the delay properties of MWM and
DB. Prioritized DB operates on the philosophy that once DB
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Fig. 8. Average delay for a range of throughput levels.

has chosen a logical topology, it seems reasonable to transmit
those packets that are one hop from departure prior to the
multihop packets scheduled by DB. Thus, Prioritized DB uses
DB for joint logical topology-reconfiguration decisions and
IP-layer routing, with the caveat that any nonempty VOQs one
hop from departure are serviced with priority.

In general, given D, in our simulations we choose a frame
size 10% in excess of the minimum value required for stabil-
ity, in order to mitigate the probability of large deviations in the
queue occupancies.

C. Circuit Versus Packet Switching

It is certainly true that statistical multiplexing from packet
switching makes efficient use of link bandwidth. However,
the additional link loads from multihopping data across a net-
work experiencing congestion can lead to oscillation and insta-
bility of data flows. Circuit switching is an effective solution in
this situation, because heavy loads can efficiently be scheduled
over the available capacity. Thus, it makes great intuitive sense
that different throughput levels are well served by different
degrees of circuit and packet switching. In this section, we
address this issue by demonstrating that our stabilizing multi-
hop algorithms naturally transition between circuit and packet
switching in order to achieve improved delay performance over
the range of achievable throughputs.

For our simulation setup, we generate at each throughput
level 25 arrival rate matrices with i.i.d. entries selected uni-
formly from the interval [0, 1], and normalize the maximum
row/column sum to the desired throughput level (this is the
throughput parameter). Each of these matrices is then simul-
ated for 20 × 106 time slots, with an initial backlog of zero
at each VOQ. Each point on the plots of Figs. 8–10 is the
mean value over the 25 sample paths generated for each arrival-
rate matrix.

Fig. 8 shows the average delay for our algorithms under
D = 1000. The single-hop routing algorithm (MWM) is out-
performed by all other algorithms in the low-throughput
regime. However, for increasing throughputs, MWM is the al-
gorithm with best delay performance. MWM Minhop is unsta-
ble outside of the low-throughput regime where the plot shows
a significant jump in the delay associated with this algorithm.
DB and Prioritized DB are stable across all throughputs, though
underperforming MWM at moderate to high throughputs.

To understand the apparent performance tradeoff between
the circuit-centric approach (WDM reconfiguration with little
or no IP-layer routing) and the packet-centric approach (small
amount of WDM reconfiguration with IP-layer routing), we
show in Fig. 9 the average fraction of departed packets single
hopped in each time slot, and in Fig. 10, the fraction of frames
in which reconfiguration was triggered, for all algorithms. We
have truncated the data in Fig. 10 because for higher through-
puts, all algorithms have a fraction of approximately 1. At
low-throughput levels, the best performing algorithms employ
a large degree of IP-layer routing, with a small fraction of
packets single hopped. Also, WDM-layer reconfiguration is not
triggered as often by the multihop algorithms, which implies
lower delay associated with reconfiguration overhead. At high
throughputs, all algorithms tend to depart more packets through
single-hop routes, but the multihop algorithms still employ a
significant amount of IP-layer routing, which leads to an overall
increased load and lack of performance compared to MWM.
All algorithms tend to employ WDM-layer reconfiguration at
each frame boundary from a relatively low-throughput level
and up.

We conclude that DB and Prioritized DB are attractive al-
gorithms, because of their ability to achieve significant gains
through the use of packet routing at low throughputs and
an increased tendency towards WDM reconfiguration with
single-hop routing at the IP layer at high throughputs. These
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Fig. 9. Fraction of departed packets single hopped per time slot.

Fig. 10. Fraction of frames in which a reconfiguration was initiated.

algorithms effectively transition between packet switching
and circuit switching, and require no knowledge of the traffic
arrival process other than the value of δ.

D. Frame- Versus Bias-Based Algorithms

The intuitive motivation for introducing the bias-based al-
gorithm AB in this work is that a reconfiguration algorithm
that does not make decisions at fixed intervals may be able to
better adapt to actual traffic variations as they happen. Fig. 11
provides simulation results demonstrating the validity of this
argument. The simulation scenario has six nodes, a uniform

arrival rate matrix of λi,j = 0.04 ∀i �= j (low-throughput sce-
nario), and Bernoulli arrivals, under algorithm DB. Since our
algorithms are intended to be implemented at a particular value
of frame size F or bias size b, we note that for an appropriately
chosen bias size, there is tremendous benefit to using the bias-
based algorithm in lieu of the frame-based scheme.

E. Random-Ring Algorithms

In this section, we introduce and analyze a class of ran-
domized algorithms from which the switch-scheduling algo-
rithms of [17] are drawn.
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Fig. 11. Frame/bias size versus average simulated delay.

Definition 4.1: The class of random-ring algorithms selects,
at each frame boundary, a ring logical topology randomly with
equal probability. This class of algorithms includes all possi-
ble IP-routing schemes on top of the random logical topology
selection.

Clearly, a desirable feature of random-ring algorithms is
the low computational complexity associated with choosing
a logical topology. Unfortunately, this results in a throughput
penalty, as described in the following theorem.
Theorem 4.2: The class of random-ring algorithms is not

throughput optimal, in the sense that the stability region of
any random-ring algorithm has smaller volume and is a strict
subset of the doubly substochastic region.

Proof: See Appendix D. �

F. Access Network

Consider an access network, where N − 1 of the nodes
(the local nodes) each have a single transceiver, and one node
(the hub node) has P = N − 1 ports. We assume there are N
wavelengths so that the only constraints on the allowable logi-
cal topologies come from the port constraints. We consider
arrival rate matrices λ satisfying

λi,j =

{ 0, if i = j
α, if i = 1 and j �= i, or if j = 1 and i �= j
β, otherwise

(29)

where α > 0 and β > 0. From Theorem 3.5, it is easy to see
that a stabilizable-rate matrix for D = 0 simply must satisfy

α + (N − 2)β < 1. (30)

Thus, for F or b chosen appropriately for their respec-
tive frame-based algorithms (according to the discussion of
Section III-F), we may proceed to investigate the performance

tradeoffs of multihop versus single-hop routing for various α
and β values.

Fig. 12 plots the data corresponding to the access network
under i.i.d. Bernoulli arrivals for a range of α/β values. The
plot at the left of Fig. 12 shows that the algorithms based
on DB are far superior to MWM for α/β > 1. We plot the
average fraction of frames where reconfiguration was triggered
at the right in Fig. 12. It is clear that reconfiguration is in fact
unnecessary in this network when the traffic is largely targeted
at the hub node. Once the algorithms based on DB choose
the logical topology directly connecting each node to the hub
node, pure IP-layer routing is employed thereafter. Thus, local
traffic among nodes in the access network is easily served by
the algorithms based on DB, while MWM suffers from having
to reconfigure the logical topology in order to directly service
this local traffic. We have omitted the data corresponding to
the MWM Minhop algorithm, because of its extremely poor
performance (orders of magnitude worse) next to MWM.

V. CONCLUSION

We have studied algorithms for joint WDM reconfigu-
ration and IP-layer routing in IP-over-WDM networks. The key
algorithms (MWM and DB) operate based on maximum weight
scheduling, and are asymptotically throughput optimal. We
found that optical-layer overhead due to reconfiguration delay
is mitigated by frame-based algorithms. We provided fixed-
frame- and variable-frame-duration algorithms and proved
their stability properties. Our algorithms precisely dictate the
control decisions made at each slot at the IP and WDM layers,
with DB in general making use of both IP-layer multihop routes
and WDM reconfiguration.

In terms of delay performance, there is a great benefit from
employing algorithms that tend to use multihop IP-layer routes
instead of WDM reconfiguration, when the additional load
incurred from these multihop paths is sufficiently small. At high
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Fig. 12. Average delay (left) and fraction of frames in which a reconfiguration was initiated (right) for a range of α/β values. N = 6 nodes, D = 1000 time
slots. Each nonhub node has an average arrival rate of α + (N − 2)β = 0.9 packets per slot.

system loads, the opposite is true, and WDM reconfiguration is
preferable to additional load from multihop IP-layer routing.

We demonstrated theoretically that multihop routing is of
no use when reconfiguration delay is negligible in the three-
node scenario. Further, we showed that simple algorithms em-
ploying random-ring selection at the WDM layer are not
capable of achieving throughput optimality.

An important direction for future research is to gain some
traction on analytically establishing performance tradeoffs
between algorithms employing different degrees of recon-
figuration/routing. Switching theory has provided bounds on
performance of scheduling algorithms (e.g., [11]), but much
work remains before algorithm performance can be compared
under various arrival processes. In terms of scheduling, WANs
cannot easily accommodate the burden of passing full state
information to all nodes in the network, because of problems
with scalability and large delays. Thus, distributed scheduling
algorithms for networks with large delays are an important
design objective.

APPENDIX A
PROOF OF LEMMA 3.1

Under the bias-based scheduling algorithm, (12) implies
the following additional property of the system dynamics:

〈v,X(n)〉 < max
v′

{
〈v′,X(n)〉 + b1{v′=v(n−1)}

}
implies that Qv is not increasing at time n:

The fluid-limit version of this property is then given by

〈v, x̄(t)〉 < max
v′

{〈v′, x̄(t)〉}

implies that q̄v is not increasing at time t.

The remainder of the proof follows closely with the proof
of [14, Lemma 3]. Denote the quadratic Lyapunov function
L by L(X) = (1/2)

∑
i,j X2

i,j . Then, for any t ≥ 0 such that
L(x̄(t)) > 0

d
dt

L (x̄(t)) =
∑
i,j

x̄i,j(t) (λi,j − ˙̄ui,j(t)) (31)

=
∑
i,j

x̄i,j(t)

(
λi,j −

∑
v∈V

vi,j ˙̄qv(t)

)
(32)

=
∑
i,j

x̄i,j(t)
(
λi,j − vdom

i,j

)

+
∑
i,j

x̄i,j(t)vdom
i,j − (1 − ˙̄qR(t))

× max
v∈V

∑
i,j

x̄i,j(t)vi,j . (33)

Here, (31) and (32) follow from the fluid equations for the
system. Setting V′ at time t to be the set of logical topolo-
gies v satisfying 〈v, x̄(t)〉 = maxv′〈v′, x̄(t)〉, we have that∑

v∈V′ ˙̄qv(t) + ˙̄qR(t) = 1. Since λ is chosen to be doubly
substochastic with all row/column sums strictly less than 1 − δ,
there exists another doubly substochastic matrix vdom, with
maximum row or column sum equal to 1 − δ, and whose
entries are all greater than the entries of λ. Thus, (33) follows.
Now, we have

∑
i,j

x̄i,j(t)
(
λi,j − vdom

i,j

)
≤
(

min
i,j

(
vdom

i,j − λi,j

))∑
i,j

x̄i,j(t)

= − ε
∑
i,j

x̄i,j(t) (34)



3202 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 23, NO. 10, OCTOBER 2005

where ε > 0. Also, noting that matrix vdom/(1 − δ) is a
doubly substochastic matrix, and supposing ˙̄qR(t) ≤ δ for all
t ≥ 0, we have

∑
i,j

x̄i,j(t)vdom
i,j − (1 − ˙̄qR(t))max

v∈V

∑
i,j

x̄i,j(t)vi,j (35)

≤ (1 − δ)


∑

i,j

x̄i,j

vdom
i,j

1 − δ
− max

v∈V

∑
i,j

x̄i,jvi,j


 (36)

≤ 0. (37)

Here, (37) follows by well-known properties of the convex
doubly substochastic region (for instance, see [18, Lemma 2]).

Combining (33), (34), and (37), we obtain

d
dt

L (x̄(t)) ≤ −ε
∑
i,j

x̄i,j(t). (38)

Since ε > 0, it can be shown (similar to [11]) that this is a
sufficient condition to guarantee stability.

APPENDIX B
PROOF OF THEOREM 3.5

Definition B.1: Matrix λ = (λi,j , i, j = 1, . . . , N) is called
doubly underloaded if it satisfies (28). Furthermore, if all
inequalities in (28) are satisfied with equality, λ is called
doubly loaded, while if all inequalities in (28) are strict, λ is
called strictly doubly underloaded.

The theorem proof is accomplished in several steps, sim-
ilar to [16]. First, von Neumann’s result for finding a dou-
bly stochastic matrix that dominates (entry-by-entry) a doubly
substochastic matrix is extended to find a doubly loaded matrix
that dominates a doubly underloaded matrix. Secondly, an
algorithm is derived for constructing a bipartite graph based
on a doubly loaded matrix, with the property that the graph
has a maximum matching that includes all nodes. Finally,
an algorithm for expressing any doubly loaded matrix as a
convex combination of allowed logical topologies is provided.

A. Extending von Neumann’s Result

Given doubly underloaded matrix λ, if the summation over
the elements of λ is less than

∑
i Pi, then there must exist

k, l such that
∑

j λk,j < Pk and
∑

i λi,l < Pl. This follows
easily: Suppose that no such k can be found. Then,

∑
j λk,j ≥

Pk,∀k, and since the matrix is doubly underloaded,
∑

j λk,j =
Pk,∀k. This implies that

∑
k

∑
j λk,j =

∑
k Pk, which vi-

olates our initial assumption. An identical argument applies
to the value of l. Thus, k, l must exist, and the entry λk,l

should be increased to λ + min{Pk −
∑

j λk,j , Pl −
∑

i λi,l}.
Repeating this process at most 2N − 1 times (once for each
row/column with the final entry loading both a row and a
column simultaneously), a doubly loaded matrix is achieved.
The following lemma summarizes this result.

Lemma B.1: Given a doubly underloaded matrix λ, there
exists a doubly loaded matrix λ̃ = (λ̃i,j , i, j = 1, . . . , N) that
dominates λ entry-by-entry: λ̃i,j ≥ λi,j ,∀i, j.

B. Bipartite Graph From a Doubly Loaded Matrix

Given doubly loaded matrix λ̃, we now construct a corre-
sponding bipartite graph for which Hall’s Theorem guarantees
the existence of a maximum matching covering all nodes. This
maximum matching may subsequently be translated to a valid
logical topology. Designate the nodes of the two bipartitions by

S =
{

s1
1, s

2
1, . . . , s

P1
1 , s1

2, . . . , s
P2
2 , . . . , s1

N , . . . , sPN

N

}
D =

{
d1
1, d

2
1, . . . , d

P1
1 , d1

2, . . . , d
P2
2 , . . . , d1

N , . . . , dPN

N

}
.

Above, S and D represent source and destination ports,
respectively. Algorithm B.1 establishes edges between the
nodes of S and D.
Algorithm B.1: Let φ = λ̃. Associate with each node n

a bin bn, initially empty and having maximum capacity 1.
Consider in turn each element φi,j of matrix φ, repeating the
following steps until φi,j = 0:

1) Obtain k = min{m : bsm
i

< 1}, and l = min{m :
bdm

j
< 1}.

2) Add an edge joining sk
i to dl

j if no such edge exists.
3) Obtain yi,j = min{φi,j , 1 − bsk

i
, 1 − bdl

j
}.

4) Set φi,j ← φi,j − yi,j , bsk
i
← bsk

i
+ yi,j , and bdl

j
←

bdl
j
+ yi,j .

For a doubly loaded matrix λ̃, upon algorithm completion,
it is simple to show that each bin is at capacity: Suppose
bsk

i
< 1. Then, if there is no j such that φi,j > 0, it must

be true that
∑

j λ̃i,j ≤ Pi − (1 − bsk
i
) < Pi. This follows

because each time matrix entry element φi,j is decreased, one
of the bins at source i (one of bs1

i
, . . . , b

s
Pi
i

) is increased by the
same amount. Since we have assumed the entire ith row of φ is
zero, then the sum over the same bins must equal the initial ith
row sum of matrix φ, or equivalently

∑
j λ̃i,j . This sum must be

less than Pi since all source i bins are not full, which provides
a contradiction to our assumption that λ̃ is doubly loaded.
The argument for bdl

j
< 1 follows similarly.

Alternatively, if bsk
i

< 1, and there exists j such that
φi,j > 0, then there must exist a value l such that bdl

j
< 1.

This follows because φi,j has not been reduced to zero, which
implies that the full column sum of Pj has not been distri-
buted over the Pj bins corresponding to ports at destination j.
Thus, the algorithm would have discovered source and destina-
tion bins with which to reduce φi,j further, which contradicts
that the algorithm has terminated.

For each (i, j), the algorithm reduces φi,j to zero in at
most 2min{Pi, Pj} − 1 steps, because this is the maximum
number of times that the minimizing term yi,j does not have to
equal φi,j . Thus, we have shown that the algorithm terminates,
and that all bins are full (at unit capacity) upon termination.

We now show that the bipartite graph constructed by the
above algorithm satisfies the condition of Hall’s Theorem to
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guarantee the existence of a saturated matching (a matching
that covers each node). Take any set of source nodes S ⊆ S.
Then, we require that this set connects to at least |S| destination
nodes in D.

A useful way of considering each bin in the algorithm is as a
measure of the flow departing (in the case of a source node bin)
or arriving (in the case of a destination node bin) at that port.
As each link is added in the algorithm, an element of matrix φ
is reduced by some amount, and the bins associated with the
source and destination nodes of that link are increased by the
same amount. This captures the amount of flow serviced from
the source to the destination along that link.

Upon algorithm termination, each bin is at unit capacity,
which equivalently means that one unit of flow departs from
each source node and arrives at each destination node. Thus,
since S is the source of |S| units of flow, at least |S| units of
flow must arrive to the destination nodes. Further, since each
destination bin has unit capacity, this flow must arrive along
at least |S| links. Thus, we have that the set of neighbor nodes
to S must have size at least |S|. Applying Hall’s Matching
Theorem [19], a saturated matching is guaranteed. The follow-
ing lemma summarizes this result.
Lemma B.2: The bipartite graph generated by Algorithm B.1

has a saturated matching.

C. Translating a Saturated Matching on the Bipartite
Graph Into a Logical Topology

Beginning with N × N matrix v = 0, for each edge (sk
i , dl

j)
in the saturated matching, increment vi,j by 1. Once each edge
has been considered, matrix v must have ith row sum Pi and
jth column sum Pj . This follows because the matching on the
bipartite graph is saturated, and thus, source i is associated
with Pi nodes with edges in the matching, and destination j
is associated with Pj nodes with edges in the matching. Thus,
v is a valid logical topology under the port distribution {Pi}N

i=1.
Finally, by the construction of Algorithm B.1 it is clear that
a nonzero element in v implies that the corresponding entry of
λ̃ is nonzero. The following lemma summarizes this result.
Lemma B.3: For a bipartite graph obtained according to

Algorithm B.1, the graph may be translated to a corresponding
logical topology whose incidence matrix has ith row sum equal
to Pi and jth column sum equal to Pj (we refer to this as a
saturated logical topology). Furthermore, the entries at which
this incidence matrix is nonzero has corresponding entries in
λ̃ that are nonzero.

D. Proof of Theorem 3.5

Given a doubly underloaded matrix λ, Lemma B.1 guaran-
tees the existence of a matrix λ̃ that is doubly loaded and that
is entry-by-entry dominant over λ. Applying Algorithm B.1 to
λ̃, Lemmas B.2 and B.3 guarantee the existence of a saturated
logical topology where each link has nonzero associated rate
in the doubly loaded rate matrix λ̃. The following algorithm
capitalizes on this to decompose λ̃ as a convex combination of
valid logical topology incidence matrices. This algorithm is the
natural generalization of the decomposition presented in [16].

Algorithm B.2: Begin with doubly loaded matrix ω = λ̃.
Repeat the following steps until ω = 0. At the nth step of
the algorithm, do the following steps:

1) For matrix ω, find a saturated logical topology vn ac-
cording to Algorithm B.1 and Lemmas B.2 and B.3.

2) Set αn = min{ωi,j/vn
i,j : vn

i,j > 0,∀i, j}.
3) Set ω ← (1/(1 − αn))(ω − αnvn).
Since the logical topology found for a doubly loaded matrix

is saturating, step n of the algorithm reduces the ith row sum
by αnPi, and the jth column sum by αnPj . Thus, all row and
column sums are reduced by a factor of 1 − αn at each itera-
tion. For this reason, the scale factor of 1 − αn is applied at
each iteration to bring the matrix back to a doubly loaded
matrix. Finally, since at each iteration, α is chosen to reduce at
least one matrix element to 0, with at least N elements reduced
to 0 at once at the last step, the decomposition takes at most
N2 − N + 1 steps to complete. λ̃ may then be expressed as

λ̃ =
N2−N+1∑

n=1

(
αn

n−1∏
k=1

(1 − αk)

)
vn.

The fact that the weights sum to unity is guaranteed by
the property that each logical topology in the decomposition
is saturating.

APPENDIX C
PROOF OF THEOREM 4.1

The proof is by induction, using a stochastic coupling ar-
gument [20]. We begin with algorithm P0, and successively
refine it at each time to an algorithm with improved aver-
age expected aggregate backlog. The recursion implies that
an algorithm with no forwarding produces smaller or equal
average aggregate backlog. For this proof, at step n − 1 of
the induction, assume that arrivals under algorithms Pn−1

and Pn are coupled to the same queues for all time. Quan-
tities marked with a tilde symbol, such as X̃ , correspond to
algorithm Pn, while those without a tilde symbol correspond to
algorithm Pn−1.

Suppose we have algorithm Pn−1 for n ≥ 1 and consider
time n − 1. By the recursion, up to and including time n − 1,
algorithm Pn−1 does not forward any packets. At time n, if
Pn−1 does not forward any packets, then let Pn choose the
same controls as Pn−1 for all time. If Pn−1 does forward one
or more packets, let Pn choose the same controls as Pn−1 up
to time n − 1. At time n, we must consider three cases. For
all time after n, let Pn attempt to mimic Pn−1 in its controls,
only deviating from Pn−1 if there simply is no packet in a queue
under Pn where, for the corresponding queue under Pn−1, a
packet is forwarded or departs the system.
Case 1: If Pn−1 forwards only a single packet along link

(a, b), then note that for any link (a, b), there are only two
possible logical topologies containing this link. These con-
figurations are {(a, b), (b, c), (c, a)} and {(a, b), (b, a)}. For
either configuration, link (a, b) is being used to forward a
packet from VOQa,c to VOQb,c. Let X(n − 1) = (Xa,b,Xb,c,
Xc,a,Xa,c,Xc,b,Xb,a) be the vectorized queue-backlog matrix
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at time n − 1. For the first configuration containing link (a, b),
algorithm Pn−1 results in the following queue occupancy at
time n:

X(n) = X(n − 1) + a(n)

+ (0,−ub,c(n) + 1,−uc,a(n),−1, 0, 0) .

Since −ub,c(n) + 1 ≥ 0, it is sufficient to let Pn employ a
logical configuration that allows packets to depart from the
VOQc,a and VOQa,c. This is clearly an allowable control, and
thus, Pn results in the queue-occupancy distribution

X̃(n) = X(n − 1) + a(n) + (0, 0,−uc,a(n),−1, 0, 0) .

For the second possible configuration containing link (a, b),
the queue-occupancy distributions at time n are

X(n) = X(n − 1) + a(n) + (0, 1, 0,−1, 0,−ub,a(n))

X̃(n) = X(n − 1) + a(n) + (0, 0, 0,−1, 0,−ub,a(n)) .

Here, Pn chooses the configuration that allows packets from
the VOQa,c and VOQb,a to exit the system.

For either case, it is clear that Pn has an improved or equal
aggregate queue occupancy at each time after n.
Case 2: If Pn−1 forwards two packets, there are three

possible sets of links that are used for forwarding: {(a, b),
(b, c)}, {(a, b), (b, a)}, or {(a, b), (c, a)}. Note that each of
these sets of links determines the switch configuration chosen
by the switching algorithm. We consider each of these cases
in turn. If Pn−1 forwards packets along links (a, b) and (b, c),
then Pn has chosen switch configuration {(a, b), (b, c), (c, a)}.
The queue-occupancy distributions under the policies are
then given by

X(n) = X(n − 1) + a(n) + (0, 1,−uc,a(n) + 1,−1, 0,−1)

X̃(n) = X(n − 1) + a(n) + (0, 0, 0,−1, 0,−1) .

Here, algorithm Pn chooses the switch configuration that al-
lows packets from VOQa,c and VOQb,a to exit the system.

If Pn−1 forwards packets along links (a, b) and (c, a), then
Pn−1 has again chosen switch configuration {(a, b), (b, c),
(c, a)}. The queue-occupancy distributions under the policies
are then given by

X(n) =X(n − 1) + a(n) + (1,−ub,c(n) + 1, 0,−1,−1, 0)

X̃(n) =X(n − 1) + a(n) + (0, 0, 0,−1,−1, 0) .

Here, algorithm Pn chooses the switch configuration that al-
lows packets from VOQa,c and VOQc,b to exit the system.

Finally, if Pn−1 forwards packets along links (a, b) and
(b, a), then Pn−1 has chosen switch configuration {(a, b),
(b, a)}. The queue-occupancy distributions under the policies
are then given by

X(n) = X(n − 1) + a(n) + (0,−1 + 1, 0,−1 + 1, 0, 0)

X̃(n) = X(n − 1) + a(n) + (0, 0, 0, 0, 0, 0) .

Here, algorithm Pn does nothing because Pn−1 has effectively
made no change to its occupancy distribution.

It is clear that in all cases, Pn has an improved or equal
aggregate queue occupancy at each time after n − 1.

Case 3: If Pn−1 forwards three packets, then the switch
configuration must be {(a, b), (b, c), (c, a)}. The queue-
occupancy distributions under the policies are then given by

X(n) = X(n − 1) + a(n) + (1, 1, 1,−1,−1,−1)

X̃(n) = X(n − 1) + a(n) + (0, 0, 0,−1,−1,−1) .

Here, algorithm Pn chooses the switch configuration {(a, c),
(c, b), (b, a)} to allow packets from VOQa,c, VOQc,b, and
VOQb,a to exit the system. Again, it is clear that Pn re-
sults in an improved aggregate queue occupancy at each time
after n − 1.

APPENDIX D
PROOF OF THEOREM 4.2

For this proof, we invoke the multihop parameters des-
cribed in Section II. The proof follows for any D ≥ 0. Denote
by Vr ⊂ V the set of logical topology matrices corresponding
to logical rings of size N . An arrival rate matrix is stabi-
lizable if there exists a subprobability measure (φE , E ∈ E)
such that

∑
E∈E

φE ≤ 1 (39)

∑
E∈E

φERjE:,j > λ:,j , j = 1, . . . , N. (40)

The reasoning here is that under some joint reconfigu-
ration and routing algorithm, the variable φE represents the
long-term fraction of time allocated to activation matrix E.
Thus, if an arrival rate matrix λ may be dominated as in
(40), then there exists a stabilizing control strategy. Indeed,
the subprobability measure weights may be used to form a sta-
bilizing TDM schedule over the activation matrices E , so long
as the inter-reconfiguration times are made sufficiently large
to account for the idleness due to reconfiguration overhead.

Since there are (N − 1)! different logical rings having
N nodes, it is clear that under any random-ring algorithm,
the long-term amount of time allocated to each ring is
1/(N − 1)!. Thus, the subprobability measures (φE , E ∈ E)
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achievable under a random-ring algorithm are restricted to
the form

φE =
∑
v∈Vr

φE|v
(N − 1)!

, E ∈ E

where
∑

E φE|v = 1 for all v ∈ Vr, and φE|v > 0 only if E
is an allowed activation matrix under logical ring v.

For j = 1, . . . , N , we may now express the left-hand side
of (40) as

∑
E∈E

∑
v∈Vr

φE|v
(N − 1)!

RjE:,j (41)

=
1

(N − 1)!

∑
v∈Vr

∑
E∈E

φE|vRjE:,j . (42)

Now, (φE|v, E ∈ E) has no restrictions other than to be a
subprobability measure restricted to logical ring v. Consider
the set of arrival rate matrices that are strictly dominated by
the inner summation in (42), as we range over the compact
set of feasible subprobability measures (φE|v, E ∈ E). This
set of arrival rate matrices must be equal (up to a set of
measure zero) to the stability region corresponding to electronic
routing over a fixed logical ring. Thus, the set of stabilizable
arrival rate matrices for the class of random-ring algorithms has
outer bound equal to the average over the (N − 1)! fixed-ring
stability regions. Since each fixed-ring stability region clearly
has smaller volume than the doubly substochastic region, the
result follows.
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