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Abstract—Network restoration is often done at the electronic
layer by rerouting traffic along a redundant path. With wave-
length-division multiplexing (WDM) as the underlying physical
layer, it is possible that both the primary and backup paths
traverse the same physical links and would fail simultaneously in
the event of a link failure. It is, therefore, critical that lightpaths
are routed in such a way that a single link failure would not
disconnect the network. We call such a routingsurvivableand de-
velop algorithms for survivable routing of a logical topology. First,
we show that the survivable routing problem is NP-complete. We
then prove necessary and sufficient conditions for a routing to be
survivable and use these conditions to formulate the problem as
an integer linear program (ILP). Due to the excessive run-times of
the ILP, we develop simple and effective relaxations for the ILP
that significantly reduces the time required for finding survivable
routings. We use our new formulation to route various logical
topologies over a number of different physical topologies and show
that this new approach offers a much greater degree of protection
than alternative routing schemes such as shortest path routing and
a greedy routing algorithm. Finally, we consider the special case of
ring logical topologies for which we are able to find a significantly
simplified formulation. We establish conditions on the physical
topology for routing logical rings in a survivable manner.

Index Terms—Lightpaths, network design, network surviv-
ability, routing, wavelength-division multiplexing.

I. INTRODUCTION

T HIS PAPER DEALS with the problem of routing logical
links (lightpaths) on a physical network topology in such

a way that the logical topology remains connected in the event
of single physical link failures (e.g., fiber cut). This is a rel-
atively new view on the routing and wavelength assignment
(RWA) problem, that we believe to be critical to the design
of wavelength-division-multiplexing (WDM)-based networks.
We call this version of the RWA problemsurvivable RWA. In
a WDM network, the logical topology is defined by a set of
nodes and lightpaths connecting the nodes while the physical
topology is defined by the set of nodes and the fiber connecting
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Fig. 1. Survivable routing of a logical topology on a physical topology. (a)
Physical topology. (b) Logical topology.

them. Given the logical and physical topologies of the networks,
one important question is how to embed the logical topology
onto the physical topology. This leads to a static version of
the routing and wavelength assignment (RWA) problem. In this
version of the problem, the set of lightpaths, defined by the
logical topology, is known in advance. In this context various
researchers have developed RWA algorithms with the goal of
minimizing network costs, including number of wavelengths
required, number of wavelength converters, fiber use, etc. [1].
Since with WDM each physical fiber link can support many
lightpaths (as many as there are wavelengths on the fiber), once
the lightpaths are routed on the physical topology, it is possible
(or in fact, likely) that two or more lightpaths would share the
same physical link. Hence, the failure of a single physical link,
can lead to the failure of multiple links in the logical topology.
Since protected logical topologies are often designed to with-
stand only a single link failure, it is possible that a single phys-
ical link failure could leave the logical topology disconnected.

As a simple illustrative example, consider the logical and
physical topologies shown in Fig. 1. The logical topology is
a ring with nodes ordered 1-3-4-5-2-1. Clearly, such a ring
topology is 2-connected, and would remain connected if one of
its links failed. The five logical links of this ring can be routed
on the physical topology as shown in Fig. 1(a), where each
physical link is labeled with the logical link that traverses it.
For example logical link (1,3) traverses physical links (1,5) and
(5,3). As can be seen from the figure, no physical link supports
more than one logical link. Hence, the logical ring would
remain protected even in the event of a physical link failure.

Alternatively, had we routed logical link (1,3) on physical
links (1,2) and (2,3) the routing would no longer be survivable
because physical link (1,2) would have to support both logical
links (1,3) and (2,1), hence, its failure would leave the logical
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topology disconnected. Furthermore, for many logical topolo-
gies, no survivable routings can be found. For example, if the
logical topology was a ring with nodes ordered 1-4-2-3-5-1 then
it can be easily seen that no routing exists that can withstand a
physical link failure. Hence, it is clear that although the logical
topology of the network may be connected, once it is embedded
on top of a WDM physical network, it may no longer withstand
a physical link failure (e.g., fiber cut).

In the context of virtual private networks, the customer might
request from the network provider that their lightpaths be routed
in such a way that no single physical link failure would leave
their VPN disconnected. One simple way to achieve this goal
is to route the lightpaths so that no two lightpaths share a phys-
ical link. This seemingly simple solution by itself is difficult to
obtain. In fact, it was shown in [15] that the related problem
of finding disjoint paths for a collection of source-destination
pairs is NP-complete.1 Furthermore, this simplified solution can
be wasteful of resources. For many logical topologies, some of
the lightpaths can be routed together while maintaining surviv-
ability.

Of course, there has been a significant body of work in the
area of optical network protection [2]–[7], [14], [16]. Most pre-
vious work in WDM network protection is focused on restora-
tion mechanisms that restore all lightpaths in the event of a phys-
ical link failure. Link based restoration recovers from a link
failure by restoring the failed physical link, hence, simultane-
ously restoring all of the associated lightpaths [2], [3], [6]. This
is often done using optical loop-back protection [2], [3], [5]. In
contrast, path based protection restores each of the lightpaths in-
dependently, by finding an alternative end-to-end path for each
lightpath [2], [3], [14]. In many cases, it is indeed necessary to
restore all failed lightpaths. However, in other cases some level
of protection is provided in the electronic layer and restoration
at the physical layer may not be necessary. For example, when
the electronic layer consists of SONET rings, single link failures
can be recovered through loopback protection at the electronic
layer. In this case, providing protection at both the optical and
electronic layers is somewhat redundant. Another less obvious
example is that of packet traffic in the internet where multiple
electronic layer paths exist between the source and destination
and the Internet protocol (IP) automatically recovers from link
failures by rerouting packets.

In such cases, a less stringent requirement may be imposed on
the network—for example that the network remain connected in
the event of a physical link failure. This approach, of course, is
not suitable for all situations. For example, when a network is
carrying high priority traffic with quality-of-service (QoS) and
protection guarantees, it may still be necessary to provide full
restoration. However, when a network is used to support best ef-
fort internet traffic, guaranteeing connectivity may suffice. This
approach, on which we first reported in [17] and [18], is rela-
tively new in the field of WDM network protection. A similar
design goal was considered in [7], where heuristic algorithms
were developed in order to minimize the number of source des-
tination pairs that would become disconnected in the event of a

1In [15] it was shown that the problem of finding node disjoint paths is
NP-complete. This result can be easily extended to link disjoint paths in
directed graphs.

physical link failure. The algorithm in [7] uses tabu search pro-
cedures to find disjoint alternate paths for all of the lightpaths.

In this paper, we present a new approach for investigating
the problem of routing lightpaths of a logical topology on a
given physical topology so that the logical topology can with-
stand a physical link failure. In Section II, we formulate the
problem and establish a necessary and sufficient condition to
ensure survivable routing. This condition, leads to some inter-
esting insights into the survivable routing problem and prove
that the survivable lightpath routing problem is NP-complete. In
Section III, we give an integer linear program (ILP) formulation
for the survivable routing problem. We also present low com-
plexity heuristics for the survivable routing problem and com-
pare the performance of these heuristics to that of the full ILP
solution. In Section IV, we focus our attention on establishing
bidirectional logical rings on the physical topology. The logical
ring case leads to a simplified ILP formulation that more easily
renders a solution. We also develop necessary conditions on the
physical topology for enabling survivable routings for logical
rings. Finally, we use our ILP formulation to solve the surviv-
able routing problem for some example networks and compare
our results to alternative approaches.

II. PROBLEM FORMULATION

The physical topology of the network consists of a set of
nodes and a set of edges where is in

if a link exists between nodesand . We assume a bidi-
rectional physical topology, where if is in so is .
Furthermore, we assume that a failure (cut) of will also
result in a failure in . This assumption stems from the fact
that the physical fiber carrying the link fromto is typically
bundled together with that from to . Furthermore, in some
systems the same fiber is used for communicating in both di-
rections. Finally, we assume that WDM is employed and each
physical link (fiber) is capable of supporting wavelengths in
each direction.

The logical topology of the network can be described by a
set of logical nodes and logical edges , where is a
subset of and an edge is in if both and are in
and there exists a logical link between them. Given a logical
topology, we wish to find a way to route the logical topology
on the physical topology such that the logical topology remains
connected even in the event of a physical link failure.

In order to route a logical link on the physical topology
one must find a corresponding lightpath on the physical
topology between nodes and . Such a lightpath consists
of a set of physical links connecting nodesand as well
as wavelengths along those links. If wavelength changers
are available then any wavelength can be used on any link.
However, without wavelength changers, the same wavelength
must be used along the route. In this paper we assume that
either wavelength changers are available or that the number of
wavelengths exceeds the number of lightpaths. This assumption
allows us to ignore the wavelength continuity constraints and
focus only on survivable design.

Let if logical link is routed on physical link
and zero, otherwise. Now in order to find a routing for the
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logical topology, we must find a route for every logical link
in . In this paper, we consider bidirectional logical topolo-
gies where if so is . Furthermore, we assume
that and follow the same route. That is, if tra-
verses physical link then traverses link . For
simplicity of notation we describe the logical topology as a set
of unordered node pairs representing the bidirectional logical
links. Therefore, implicit in finding a route from to is also
the route from to . For simplicity, we present this paper in the
context of bidirectional physical and logical topologies; how-
ever, it is straightforward to generalize our results to directed
topologies.

In this work, we are concerned with finding routings that are
survivable. We call a routingsurvivableif the failure of any
physical link leaves the (logical) network connected. Of course,
a routing cannot possibly be survivable if the underlying log-
ical topology is not redundant. The logical topology is redun-
dant (i.e., 2-connected) if the removal of any logical link does
not cause the topology to be disconnected. The following theo-
rems, give some simple yet useful necessary and sufficient con-
ditions for survivability in a network. First, we must define the
following notions.

A cut is a partition of the set of nodes into two parts
and . Each cut defines a set of edges consisting of
those edges in with one endpoint in and the other in .
We refer to this set of edges as the cut-set associated with the cut

, or simply . Let equal
the size of the cut-set ; that is, the number of edges
in the cut-set. The following Lemma, also known as Menger’s
Theorem [12], relates the connectivity of a network to the size
of its cut-sets.

Lemma 1: A logical topology with set of nodes and set
of edges is 2-connected if and only if every nontrivial cut

has a corresponding cut-set of size greater than or
equal to 2.

Proof: (See [12]) Necessity is due to the fact that if any
cut-set consists of only a single link, removal of that link would
leave the topology disconnected. Sufficiency is a direct result of
the max-flow min-cut theorem.

Consider a routing for a logical topology given by the assign-
ment of values to the variables for all physical links
and logical links , which correspond to the physical links
used to route the various logical links. The following Theorem
gives a necessary and sufficient condition for a routing of a log-
ical topology to be survivable.

Theorem 1: A routing is survivableif and only if for every
cut-set of the logical topology the following
holds. Let be the set of physical links used by logical link

, i.e., for which . Then, for
every cut-set

Proof: The above condition requires that no single phys-
ical link is shared by all logical links belonging to a cut-set of
the logical topology. In other words, not all of the logical links
belonging to a cut-set can be routed on the same physical link.

This condition must hold for all cut-sets of the logical topology.
To prove the theorem, we must show that the above condition
is both necessary and sufficient. Necessity is obvious because if
there exists a physical link that carries all of the logical links be-
longing to a cut-set, failure of that link would leave the network
disconnected. To see that the condition is also sufficient, notice
that the removal of any physical link leaves at least one logical
link in each cut-set of the logical topology connected. Hence,
the network must still be connected.

Notice that it is a direct result of the above theorem that if
the logical topology was not redundant then no routing could be
survivable. This is because if the logical topology was not redun-
dant then at least one cut-set must exist with size equal to one.
The failure of the corresponding link would leave the topology
disconnected. Theorem 1 can be generalized to directed topolo-
gies, by applying the directed version of Menger’s Theorem and
considering cut-sets on a directed topology.

Theorem 2: The survivable routing problem is NP-complete.
Proof: The problem is clearly in NP because we can al-

ways check that a given routing is survivable in polynomial
time by successively removing links and checking for connect-
edness. To show that the problem is NP-complete we provide
a simple transformation from the undirected two commodity
integral flow problem ([19], p. 217) to the survivable routing
problem. Since the former is a known NP-complete problem,
a polynomial time solution for the survivable routing problem
would also give a polynomial time solution to the two com-
modity integral flow problem.

The two commodity integral flow problem considers two
source destination pairs and on a graph and
an integer traffic requirement and between each of
the pairs, respectively. Each link in the graph has an integer
capacity and the problem is to find a routing for the traffic
between the two node pairs without violating the capacity
constraint. This problem is known to be NP-complete. An
instance of this problem where and
for all links is also known to be NP-complete. This instance
of the problem, in fact, corresponds to finding link disjoint
paths between the two node pairs. This problem can be easily
transformed into an instance of the survivable routing problem
as follows. Consider the graph for the problem
and form a new graph by adding two nodes and
and bidirectional links .
Let be the physical topology. We form the following
ring logical topology, , shown in Fig. 2, consisting of 6
nodes and bidirectional links

.
Now, it is easy to see that finding a survivable routing for

on , would solve the link disjoint path problem. First
notice that no two links of the logical topology can share
a physical link, because failure of that link will discon-
nect the network (see Corollary 1, Section IV). Also note
that logical links must be
routed using the corresponding physical links since there
is no way to get to and without using physical links

. Hence, the solution to the
survivable routing problem must yield disjoint paths between

and in the original graph .
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Fig. 2. Logical topology for NP-completeness proof.

III. I NTEGERLINEAR PROGRAMMING FORMULATION

Using Theorem 1, we are able to formulate the problem of
survivable routing of a logical topology on a given physical
topology as an Integer linear program (ILP). Given a physical
topology and a corresponding logical topology, we wish to find a
way to route the logical topology on the physical topology such
that the logical topology remains connected even in the event of
a physical link failure.

In order to route a logical link on the physical topology
one must find a corresponding path on the physical topology
between nodes and . Such a lightpath consists of a set of
physical links connecting nodesand as well as wavelengths
along those links. Let if logical link is routed
on physical link and 0 otherwise. Clearly implies
that there exists a physical link between nodesand . When the
logical links are bidirectional, implicit in finding a route from
to is also the route from to . Using standard network flow
formulation finding a route from to amounts to routing a unit
of flow from node to node [10]. This can be expressed by the
following set of constraints on the value of the flow variables
associated with the logical link :

if
if
otherwise

(1)

The set of constraints above are flow conservation constraints
for routing one unit of traffic from node to node . Equation
(1) requires that equal amounts of flow due to lightpath
enter and leave each node that is not the source or destination
of . Furthermore, node has an exogenous input of 1 unit
of traffic that has to find its way to node. There are many pos-
sible combinations of flow variable values that can satisfy the
constraint of (1). Any feasible solution to (1) has a route from

to embedded in it. It is easy to see that if in addition we re-
quired that the path length be minimized (i.e.,
subject to (1)) , the solution would also be the unique shortest
path ([11], p. 73). Now in order to find a survivable routing for
the logical topology, we must find a route for every logical link

in . Our problem formulation is such that we only need
to find the route for logical link in one direction; implicit
in that route is the route from that will follow the same
physical links in the opposite direction. Now, using Theorem 1,

the connectivity requirement can be expressed by the following
constraint:

The above constraint simply states that for all proper cuts of
the logical topology, the number of cut-set links flowing on any
given physical link, in either direction2 , is less than the size of
the cut-set. This implies that not all logical links belonging to a
cut-set can be carried on a single physical link and immediately
satisfies Theorem 1.

If the number of wavelengths on a fiber is limited to, a
capacity constraint can be imposed as follows,

There are a number of objective functions that one can con-
sider. Perhaps the simplest is to find a survivable routing that
uses the least capacity. That is, minimize the total number of
wavelengths used on all links. An alternative formulation goal
may be to minimize the total number of physical links used.
Such an approach would lend itself to solutions that maximize
physical link sharing by the lightpaths. Here, we focus on the
first objective of minimizing total number of wavelengths used
and the optimal survivable routing problem can be expressed as
the following integer linear program:

Subject to:

a) Connectivity constraints: for each pair in :

if
if

otherwise

b) Survivability constraints:

c) Capacity constraints:

d) Integer flow constraints:
The above ILP can now be solved using a variety of techniques.
We implemented this ILP using the CPLEX software package.
CPLEX uses branch and bound techniques for solving ILPs
and is capable of solving ILPs consisting of up to one million
variables and constraints [13]. To illustrate the utility of this

2Again, this is due to the fact that if logical link(s; t) occupies physical link
(i; j) in one direction; it also implicitly occupies physical link(j; i) in the other
direction.
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Fig. 3. The 14-node, 21 link NSFNET.

approach, we implemented the ILP for the NSFNET physical
topology shown in Fig. 3. We attempted to embed random bidi-
rectional logical topologies of degree-3, 4, and 5, where we de-
fine a logical topology of degreeto be logical topology where
every node has degree.

For each, we generated 100 random, 2-connected,3 logical
topologies and used the ILP to find optimal survivable routing
on the NSFNET. Since we are mainly concerned with the sur-
vivable routing, in our implementation we ignored the capacity
constraint. Obviously, if needed, the capacity constraints can be
easily incorporated into the solution. We also compare our ap-
proach to the survivability provided by shortest path routing for
the same random logical topologies. In each case we checked to
see if the shortest path solution yields a survivable routing. This
was accomplished by individually removing each physical link
and verifying that the resulting topology remained connected.

Our results are summarized in Table I(a)–(c). Shown in the
table are results for both the shortest path solution (labeled Short
Path) and the ILP solution (labeled ILP). As can be seen from
the table, the ILP was able to find a protected solution for every
one of the random logical topologies. In contrast, the shortest
path approach resulted in 86 out of 100 of the degree-3 log-
ical topologies being unprotected. With higher degree logical
topologies, shortest path was able to protect more of the topolo-
gies, still 38 and 27 of the random degree-4 and 5 topologies,
respectively, remained unprotected. However, as expected, the
ILP solution on average required both more physical links and
more total wavelengths (wavelengthlinks). This difference in
link requirements appears to be small and well justified by the
added protection that it provides.

Due to the large number of constraints, solving the ILP for
large networks can be very difficult. Hence, it is interesting to
explore possible relaxations of the ILP formulation that yield
survivable routings with reduced complexity. The most obvious
relaxation is the linear programming (LP) relaxation where the
integer constraints are removed. Unfortunately, however, the LP
relaxation leads to many noninteger solutions. Alternatively we
can explore relaxations that enforce only some of the surviv-
ability constraints. For example, a simple relaxation that applies
the survivability constraints only to cuts that include a single
node, would prevent a single node from getting disconnected
in the event of a fiber cut. With this relaxation, only surviv-
ability constraints are needed and the ILP can be solved easily.

3After generating a random logical topology we first verified that it is at least
2-connected before attempting to find a survivable routing for it.

TABLE I(a)
EMBEDDING RANDOM DEGREE3 LOGICAL TOPOLOGIES ON THE

NSFNETOF FIG. 3

TABLE I(b)
EMBEDDING RANDOM DEGREE4 LOGICAL TOPOLOGIES ON THE

NSFNETOF FIG. 3

TABLE I(c)
EMBEDDING RANDOM DEGREE5 LOGICAL TOPOLOGIES ON THE

NSFNETOF FIG. 3

TABLE I(d)
RUN-TIMES OF ALGORITHMS ON SUN SPARC ULTRA-10

We examined the performance of this rather naïve algorithm
and found it to be surprisingly effective. The results of this
simple relaxation are shown in Table I (labeled Relax-1). As can
be seen from the table, this simple relaxation found a survivable
routing for all but ten of the degree-3 logical topologies and all
of the degree-4 and 5 topologies. In addition, due to the reduced
complexity of this relaxation we were able to run this relaxation
for 1000 randomly generated logical topologies of degrees 3,
4, and 5. Again, the relaxation found survivable routings for all
but 7% of the degree-3 topologies, and for all 1000 of the de-
gree-4 and 5 logical topologies. This result can be explained
by noting that for densely connected networks, the “weakest”
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cuts are the single node cuts. Enforcing the survivability con-
straints for those cuts has a high likelihood of resulting in a sur-
vivable routing. This also helps explain the fact that for the de-
gree-3 logical topologies some of the routings found by the re-
laxation were not survivable, since the degree-3 topology is not
as densely connected as degree-4 and 5. Hence, we conclude
that this relaxation is effective when the node degrees are large
but would probably not be effective for routing degree-2 logical
topologies (i.e., ring logical topologies).

A simple extension of this approach enforces the surviv-
ability constrains for small cut-sets only. The intuition is
that the smallest cut-sets are the most vulnerable and, hence,
protecting them will result in a survivable routing with high
likelihood. For example, we implemented a relaxation where
the survivability constraints were enforced only for cut-sets
of size less than or equal to degree of the logical topology
plus one. This set of constraints clearly includes all those cuts
included in the previous relaxation, since all the single node
cuts are of size equal to the degree. With this new relaxation
survivable routings were found for all 100 degree-3, 4, and 5
logical topologies; a noticeable improvement over the previous
relaxation where survivable routings were not found for ten
of the degree-3 logical topologies. Furthermore, when we
examined 1000 randomly generated degree-3, 4, and 5 logical
topology, the new relaxation found survivable routings for
all but three degree-3 logical topologies. The results for this
relaxation are labeled Relax-2 on Table I.

In Table I(d), we compare the run-times of the different re-
laxations when run on a Sun Sparc Ultra-10 computer. Shown
in the table are the average run-times for embedding one logical
topology. As can be seen from the table, the ILP resulted in rela-
tively large run-times. More importantly, the run-time of the ILP
increased dramatically with the degree of the logical topology.
While degree-3 logical topologies required only a few seconds,
a degree-5 topology required nearly 20 minutes to solve the ILP.
Since this is a static design problem, 20 minutes may not be pro-
hibitive. Nonetheless, this dramatic increase in run-time con-
firms our suspicion that the ILP approach may not scale well to
larger networks. In contrast, both relaxations show a dramatic
improvement in run-times and, more importantly, the run-times
increase only minimally with the degree of the logical topology.
This, of course, can be attributed to the fact that the relaxations,
for the most part, consider only single node cuts and, hence, only
depend on the number of nodes in the topology.

IV. RING LOGICAL TOPOLOGIES

We can gain some additional insight into the survivable
routing problem by considering special forms of the logical
topology. For example, the ring logical topology, which is
the most widely used protected logical topology has a special
structure that leads to a simpler problem formulation. In this
section, we discuss the special case of embedding ring logical
topologies on arbitrary physical topologies.

A unidirectional ring logical topology is an ordered set of
nodes where is in for
and is also in . In a bidirectional ring, the reverse
connections and ) are also in . Since we

focus on protected topologies, here we only consider bidirec-
tional rings. Hence, for simplicity, we assume that all links are
bidirectional and refer to the pair of links connecting nodes
and as . Implied in this notation is that the pair
of links between two nodes are treated as a single bidirectional
link. Again, as in the previous section we assume that both di-
rections of the logical links utilize the same physical links, but in
opposite directions. Recall that a routing of the logical topology
is survivableif the failure of any physical link leaves the (log-
ical) network connected. The following corollary to Theorem 1
gives a necessary and sufficient condition for a routing of a bidi-
rectional logical ring to be survivable.

Corollary 1: A bidirectional logical ring is survivable if and
only if no two logical links share the same physical link.

Proof: It can be easily seen that every cut-set of the ring
logical topology contains exactly two links and every pair of
logical links share a cut-set, hence, by Theorem 1 no two logical
links can share a physical link.

Corollary 1 leads to a significant simplification of the sur-
vivability constraints. In the general logical topology case the
survivability constraints were expressed in terms of constraints
on all of the cut-sets (notice that there can be as many as
such cut-sets). For the ring topology the survivability constraint
can be simply replaced by a capacity constraint on the physical
links. Specifically, we require

That is, there can be at most one logical link routed on any
given physical link. Note that since the logical links are bidi-
rectional, when route uses physical link , implicitly
it uses the link in both directions. Also, note that since no two
lightpaths can share a physical link, the objective of minimizing
the total number of physical links and that of minimizing the
total number of wavelengthlinks used are in fact the same (in
contrast to the general case where a physical link may be used by
multiple logical links). The optimal survivable routing problem
for logical rings can be expressed as the following integer linear
program:

Subject to:

a) Connectivity constraints: for each pair in :

if
if
otherwise

b) Survivability constraints:

c) Integer flow constraints:
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Again, the above ILP can now be solved using a variety of
search techniques. While general ILPs can be rather difficult to
solve, this particular ILP is relatively simple. First notice that
without the survivability constraints the ILP amounts to solving
a shortest path problem. The addition of the survivability con-
straints makes the solution more difficult to obtain. However,
the total number of constraints used is small, relative to the ex-
ponential number of constraints used in the general case, hence,
the above ILP can be solved very quickly. We were able to solve
this ILP using the CPLEX software package running on a SUN
SPARC Ultra 10 machine for 10 node rings in less than a second.

A. Necessary Conditions for Survivable Routing

In this section, we develop some necessary conditions on the
physical topology to ensure survivable routing of ring logical
topologies. Clearly, it is not always possible to route a logical
topology on a given physical topology in a manner that pre-
serves the survivability of the logical topology. For example, in
the case of a ring, there may be instances where we cannot find
disjoint paths for all of the links. In such cases, some of the light-
paths will have to share a physical link and the ring would not
be survivable. It is interesting to determine under what circum-
stances it will be possible (or not possible) to find survivable
routings. Consider any random ring logical topology. For any
cut of the physical topology, let be
the number of physical links along this cut and
be the number of logical links traversing the same cut. Clearly,
in order to be able to route the logical links along disjoint phys-
ical paths, must be greater than or equal to

. Hence, for a given logical topology one re-
quirement is that for all possible cuts of the physical topology

, the following must hold:

The above condition is necessary, but not sufficient to in-
sure that a survivable routing exists for a particular ring logical
topology.

There are situations where one may want to design a physical
topology that can support all possible ring logical topologies.
One such example may be a service provider that regularly re-
ceives requests for ring topologies. Such a service provider may
want to design the physical topology of his network so that it can
support all possible rings in a survivable manner. Another pos-
sible situation is when the logical topology can be dynamically
reconfigured [8], [9] for the purpose of load balancing. Here,
again, one may want to ensure that the resulting topology can be
routed in a survivable manner. The following theorem provides
a necessary condition on the physical topology for supporting
all possible ring logical topologies in a survivable manner.

Theorem 3: In order for a physical topology to support
any possible ring logical topology in a survivable manner the
following must hold. For any cut of the physical topology

Theorem 3 says that for all cuts of the physical topology,
the number of physical links in the cut set must be greater

Fig. 4. A logical ring that requires the maximum number of cut-set links.

than or equal to twice the number of nodes on the smaller side
of the cut. The condition of Theorem 3 is only a necessary
condition. To prove its necessity we must show that there exists
a ring logical topology that requires
physical links along the given cut. To show the existence of
such a topology we construct the following ring. Suppose
without loss of generality that achieves the minimum
of and let contain nodes . Now,
construct a logical ring consisting of the following links:

, where
and . Since , such a

construction always exists. Fig. 4 shows an example where
contains 2 nodes and . A ring with four links

traversing the cut-set is constructed using the above procedure.
Theorem 3 gives necessary conditions for embedding all pos-

sible logical rings on a physical topology, including rings of size
. In general, one may want to embed rings of size smaller than
. In this case, the required number of links in the physical

topology may be significantly reduced. The following Corol-
lary generalizes Theorem 3 to account for embedding all pos-
sible logical rings of size in a survivable manner.

Corollary 2: For a physical topology to support any possible
node ring logical topology in a survivable manner the fol-

lowing must hold. For any cut of the physical topology

The term accounts for the number of nodes of the logical
ring that can be on either side of the cut. Proof of this corollary
is essentially identical that of Theorem 3.

Shortest path bound:Another simple yet useful lower bound
on the number of links that the physical topology must contain
is obtained by observing that each link in the logical topology
will use at least as many physical links as would be required if it
were routed along the shortest path. Since no two logical links
can share a physical link, the number of physical links in the
physical topology must obey the following inequality:

where, is the length, in physical links, of the shortest
path from to .
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Fig. 5. 6 node degree-4 physical topology.

Fig. 6. 10 node degree-4 physical topology.

B. Logical Ring Results

We implemented the ILP for embedding ring logical topolo-
gies using the CPLEX software package. We know from the
previous section that in order to embed randomly ordered log-
ical rings on a physical topology the physical topology must be
densely connected. Hence, for the analysis in this section we
consider the 6 and 10 node physical topologies of Figs. 5 and 6.
Both of these topologies obey the conditions of Theorem 3 and
every node is of degree-4. Furthermore, it can be shown that
both topologies are 4-connected. We, therefore, believe that we
should be able to find survivable routings for most logical rings.

We attempted to embed all possible 6 and 10 node logical
rings on the 6 and 10 node physical topologies. Notice that
there are 120 (5!) 6-node logical ring topologies and 362 880
(9!) 10-node logical ring topologies. We used the ring ILP to
determine survivable routings for all of these topologies. In ad-
dition, we also considered two simple heuristic algorithms for
routing the lightpaths.4 Theshortest pathsolution where each
lightpath of the logical topology is routed along the shortest
path. Of course, in the case of shortest path, some lightpaths
may be routed along the same physical link. In such cases, the
shortest path approach would result in an unprotected routing.
A somewhat more sophisticated approach is a greedy algorithm
that routes lightpaths sequentially using the shortest available
path. In order to prevent two lightpaths from sharing a physical
link, whenever a physical link is used for routing a lightpath, it
is removed from the physical topology so that no other light-
paths can be routed through it. Note that this greedy algorithm

4Notice that the relaxations developed in the previous section cannot be ap-
plied here because a ring is not densely connected and all cuts are of size 2.
Hence, relaxation 1 would be ineffective and relaxation 2 would enforce all
cut-set constraints.

TABLE II
EMBEDDING RING LOGICAL TOPOLOGIES ON6 AND 10 NODE 3-CONNECTED

PHYSICAL TOPOLOGIES

is useful for embedding ring logical topologies since rings re-
quire that no two logical links share a physical link. Unfortu-
nately, a similar approach cannot be used to embed arbitrary
logical topologies since the connectivity of the logical topology
cannot be easily determined by inspecting the routing of indi-
vidual lightpaths.

Our results are summarized in Table II. For the 6-node phys-
ical topology, our ILP was able to find a survivable routing
for all 120 logical ring orders. The average number of phys-
ical links used to route a logical topology was 7.4. Also, since
each physical link supports at most one lightpath, the average
number of wavelengthlinks used was also 7.4. For the 10-node
physical topology, our ILP was not able to find a survivable
routing for 9.3% of the 362 880 logical ring topologies. When
a routing was found, the average number of links used to route
a logical topology was 17.8. The greedy algorithm also found
a survivable routing for all 6 node logical topologies, but it
could not find a survivable routing for 61% of the 10 node
rings. With shortest path routing, 53% of the 6-node ring logical
topologies were left unprotected and 99% of the 10-node rings
were left unprotected. As expected, the ILP was able to pro-
tect many more of the logical topologies. Of course, this added
protection comes at a price. Shortest path routing used an av-
erage of 7.2 wavelengthslinks for the 6-node rings and 15.5
wavelengths links for the 10 node rings, only slightly less than
the number of links used by the ILP solution. However, shortest
path routing used significantly fewer physical links than the ILP
solution. This is, of course, because shortest path routing allows
lightpaths to share a physical link, while the ILP does not. Also
shown in the table is the number of links used by the greedy
algorithm. By definition, the greedy algorithm does not yield a
routing when a protected solution is not found, thus, the number
of links used can only be calculated when a protected solution
is obtained. As expected, the greedy solution used more links
than both the ILP and the shortest-path solutions.

Next, we consider the 10-node physical topology of Fig. 6
and attempt to embed random logical ring topologies of var-
ious sizes. We attempted to embed 10 000 random logical rings
of each size between 5 and 10 nodes. For each ring the set of
nodes and their order was chosen at random. Again, we com-
pare the results of our ILP to those obtained using the shortest
path routing algorithm and the greedy algorithm. In Fig. 7, we
plot the percent of logical topologies for which we failed to ob-
tain a protected routing. As can be seen from the figure, when we
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Fig. 7. Fraction of logical ring topologies that cannot be protected on the
10-node physical topology of Fig. 6.

Fig. 8. Average number of links used to embed ring logical topologies on the
10-node physical topology of Fig. 6.

used the ILP we were able to find a protected routing for 100%
of the logical rings of size 5 to 9, and fewer than 10% of the 10
node rings were left unprotected. Notice that this latter number
is consistent with the results in Table II. However, when shortest
path routing was used, the majority of the logical topologies
were left unprotected. The greedy approach was able to protect
more of the topologies, but not nearly as many as the ILP. In
Fig. 8, we plot the average number of physical links used per
logical topology. As can be seen from the figure, the shortest
path approach indeed uses fewer physical links. However, at a
relatively small cost in number of physical links, the ILP so-
lution is able to offer a much greater level of protection. Also,
notice that the number of wavelengthslinks used with the ILP
solution is the same as the number of physical links used. In
contrast the shortest path solution uses more wavelengthlinks
than physical links because some physical links were used to
support multiple lightpaths. As expected, the greedy approach
used the most links. Also, notice that in the case of the greedy
approach, the average number of links represents only those
topologies for which a protected routing was found. Hence, for
those cases the number of physical links is the same as the
number of wavelengthslinks.

For extremely large topologies, solving the Integer Linear
Program may become difficult. Thus, it is interesting to un-
derstand what can be obtained from the LP relaxation of the

problem. The LP relaxation will either find: 1) that no solution
exists; 2) a solution with integer flows; or 3) a solution with non-
integer flows. If the LP relaxation results in no solution, this is
a simple way to determine that there is no solution to the ILP
either. If the LP relaxation finds an integer solution, then this
solution will also be the solution for the ILP. In the third case
where the LP relaxation finds a noninteger solution, one must
solve the ILP to determine a survivable routing. We solved the
LP relaxation for the 6-node and 10-node cases described above
to determine the effectiveness of the LP relaxation in solving
the integer problem. In the 6-node case, 11.6% of the logical
topologies resulted in a noninteger solution. The remaining log-
ical topologies produced integer solutions. In the 10-node case,
97% of the logical topologies for which the ILP was unable to
find a survivable routing were also found to be infeasible by the
LP relaxation. Unfortunately, 57% of the ring logical topologies
produced noninteger solutions to the LP relaxation. As men-
tioned above, determining a survivable routing for these logical
topologies requires solving the ILP.

V. CONCLUSION

This paper considers the problem of embedding protected
logical topologies on a WDM physical topology so that the re-
sulting network remains connected in the event of a physical
link failure. We proved necessary and sufficient conditions for
the survivable routing of the logical topology and used these
conditions to develop an ILP formulation for the problem. We
used the new ILP formulation to find survivable routings for a
variety of network topologies. Our results show that this new
formulation is able to offer a much greater degree of protection
when compared with shortest path routing. This added protec-
tion, of course, comes at the expense of additional network re-
sources. However, it appears from our examples that the addi-
tional number of links and wavelengths needed is rather small.

Since solving the ILP for large networks can be difficult,
we examined relaxations to the ILP that find survivable rout-
ings with reduced complexity. The basic idea behind these re-
laxations is to enforce only a subset of the cut-set constraints.
For example, enforcing the survivability constraints only for
single node cuts requires only constraints rather than the ex-
ponential number of constraints required by the cut-set formu-
lation. We found that this approach yields survivable routings
with very high probability, especially for densely connected net-
works. Furthermore, when survivable routings are not found by
this “single node cuts” relaxation, additional cut-set constraints
can be added until a survivable routing is found. An important
direction for future research is to explore alternative relaxations
for this problem.

Since this problem is relatively new, many important exten-
sions are possible. For example, this approach can be used to de-
sign a network to various degrees of protection. While here we
focused on single link failures, multiple failures can be captured
in a similar manner. Also, while we focused on minimizing the
total number of wavelengthlinks used, other objective func-
tions, such as total number of physical links used, can also be
minimized. Lastly, while here we focused on the survivability
constraints only, future work could also consider wavelength
limitations and enforcing the wavelength continuity constraint.
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