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Abstract—In a reconfigurable network, lightpath connections M M

can be dynamically changed to reflect changes in traffic condi- 0 a o Q
tions. This paper characterizes the gain in traffic capacity that a

reconfigurable wavelength division multiplezed (WDM) network M M A2
offers over a fixed topology network where lightpath connections

are fixed and cannot be changed. We define the gain as the ratio of M [
the maximum offered loads that the two systems can support for a o e 0 6
given blocking probability. We develop a system model to approxi-

mate the blocking probability for both the fixed and reconfigurable Fixed Logical Topology Reconfigurable Topology
systems. This model is different from previous models developed
to analyze the blocking probability in WDM networks in that it ac- @ (b)

counts for a port limitation at the nodes. We validate our model via  Fig. 1. Fixed versus reconfigurable network idea.

simulation and find that it agrees strongly with simulation results.

We study high-bandwidth calls, where each call requires an entire L . ) .

wavelength and find that reconfigurability offers a substantial per- To getan intuitive feeling for why reconfigurability can be ad-
formance improvement, particularly when the number of available  vantageous, consider four nodes physically connected as a ring.

wavelengths significantly exceeds the number of ports per node. Assume that each node has one port, that the fiber supports two
In this case, in a ring with IV nodes, the gain approaches a factor \y4yelengths\; and, and that a call takes a full wavelength. A

of IN/2 over a fixed topology unidirectional ring, and IN/4 over ) . .
a fixed topology bidirectional ring. Hence, a reconfigurable uni- connected fixed logical topology must take the form of a unidi-

directional (bidirectional) ring can support N/2(N/4) times the rectional ring, as shown in Fig. 1(a). If a call is in progress from
load of a fixed topology unidirectional (bidirectional) ring. We also  node 1 to node 3, and a call request arrives from node 2 to node
show that for a given traffic load, a configurable system requires 4, then that request must be blocked despite the fact that there
far fewer ports per node than a fixed topology system. These port 5 g fficient capacity on the fiber.

savings can potentially result in a significant reduction in overall

system Costs. In a reconfigurable system, both calls can be supported as

_ B _ _ shown in Fig. 1(b). The call between nodes 1 and 3 can be routed
Index Terms—Configurability, optical networks, reconfigura-  ithout requiring a port at node 2. The conceptual idea behind
tion, WDM. . L S .
reconfiguration is that reconfiguring the logical topology of a
network utilizes available wavelengths on a fiber without ded-
|. NTRODUCTION icated electronic ports, bypassing the electronic layer at most
intermediate nodes. In the above example, node 2 was a bottle-
neck because it had to process the call between nodes 1 and 3

networks. In WDM networks, the physical topology consists 3pough that call was not intended for it. By reconfiguring the

passive or configurable optical nodes interconnected with ﬁbté)rpology so that node 1 is directly connected to node 3 via a

links. In a fixed topology system, permanent lightpaths are S\g?velgngth, this bottlenepk was aIIeV|ateq. e :
up between nodes to construct the logical topology of the net_An important characterization of reconfigurability is the time

work. Traffic is then routed on this fixed logical topology __scale in which lightpaths can be changed relative to changes

the set of lightpaths are maintained regardless of whether trafﬁcthe oliered Wafiic patt.ern. A slowly reconfigurable network,
ned on the order of minutes or hours, can expect several new

is carried on them. In a reconfigurable topology, lightpaths céﬂ X . . .
be dynamically reconfigured to reflect changes in traffic Cmgrcwts o be placed and removed in the time required to re-

ditions. A reconfigurable network can thus adapt to changir?gnﬁgure' Such slow reconfiguration is useful for adapting to
edictable variations in the statistics of the offered traffic. For

traffic patterns. P o - . .
P example, if it is known that in a nationwide telephone network,

traffic flows more heavily from east to west in the morning and
Manuscript received May 24, 2000; revised March 6, 2001. This work wzggom west to east in the evening, then the network can recon-
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in a packet-switched system, the logical topology of the natconfigurable rings with a large number of wavelengths. These
work can be reconfigured for load balancing. Recently, topolodppunds yield additional insight into the difference between con-
design and reconfiguration algorithms have been developed figurable and fixed topology systems.

reducing the electronic processing load in WDM-based packet
networks [1].

When we speak of reconfigurability in this paper, we assume
that lightpaths can be changed within an acceptable delay aDur network consists a¥ nodes physically located in a ring
call setup. This requires the use of tunable lasers and configrd connected by fiber. Each fiber contalfiswavelengths and
urable WDM switches that can be tuned in subsecond timgach node ha® electronic ports. Each electronic port consists
These physical components are more complex than their fixgtla transmitter and receiver that is tunable to any one ofithe
counterparts. Therefore, although it is clear that reconfiguratiagravelengths. Furthermore, each node has a configurable WDM
offers a performance benefit, it is important to evaluate it cargwitch that can allow each wavelength to either bypass the node
fully. In the case of a circuit-switched network, the benefit caor be processed at a port at that node.
be expressed in terms of increased traffic load that the networkFor a fixed topology system, all transmitters and receivers
can support for a given blocking probability. Hence, in order tare fixed tuned to their chosen wavelengths when the system
evaluate the benefit of reconfiguration, one must be able to cois-constructed and are never changed. We consider two fixed
pute the blocking probabilities for both the fixed topology antbpology systems — the unidirectional and the bidirectional ring
reconfigurable networks. topologies. The fixed topology systems udavavelengths, all

Many researchers have studied blocking probabilities fof which are processed at every node, andRtteansceivers at
circuit-switched WDM networks with or without wavelengtheach node are tuned to the same sePafavelengths on the
changers [7]-[9]. Earlier work assumed that wavelengths diieer. In the unidirectional ringl lightpaths are set up between
the precious resource in the network. Therefore, in analyzisgccessive nodes in the ring, all in the same direction. In the
blocking probabilities, previous researchers assumed that a &édlirectional ring,P/2 lightpaths are set up between successive
request can be placed in the system if and only if a wavelengtbdes in the ring in each direction. Thus the bidirectional ring
(or a series of wavelengths using wavelength changers)cen be considered two unidirectional ringsitof2 ports, routed
available between the source and destination, thus ignoring thepposite directions.
possibility of calls being blocked due to the lack of electronic Forthe reconfigurable topology, all unused ports at a node can
resources. However, when considering a multihop circude tuned to any unused wavelength in either direction. Further-
switched network, calls can be blocked when lightpaths amore, the WDM switch can be configured dynamically to have
available. A call may be blocked because ports on the sousevavelength either bypass or be processed at the node. We as-
or destination nodes are occupied or because an intermedgatme that calls require a full wavelength and that whenever a
node has no ports available. In order to analyze the blockingll request arrives, it is placed in the system if at all possible,
probability in such a system, a model for blocking probabilitprovided that existing calls do not have to be rearranged. If a call
that takes both the wavelengths and electronic ports intequest cannot be placed given the current calls in the system,
account must be developed. it is blocked and departs from the system. In a reconfigurable

Unfortunately, calculating the blocking probability for anetwork, calls can be placed in one of two ways. A call can
reconfigurable system is complex because, in general, cdiisplaced using a single wavelength from source to destination
are not electronically processed at every node. Unlike tpeovided that one is available. If no single wavelength is free, a
fixed topology systems, there is no one-to-one correspondeied] can be placed using intermediate nodes and different wave-
between wavelengths on a fiber and ports at a node. A predigrgths. In the latter case, the intermediate nodes essentially
analysis therefore requires global information about the staerve as wavelength changers, with wavelength changing ac-
of the network, resulting in a computationally intensive andomplished via electronic multiplexing (for the fixed topology
uninsightful approach. system, this is done at every intermediate node). Furthermore,

To avoid maintaining global state information, we developwahen multiple routing options are available, calls are placed on
stochastic system model to predict the blocking probability athie shortest path, use the fewest number of hops on that path,
alytically for both the fixed and reconfigurable systems. Thiand randomly choose viable wavelengths.
model is based largely on that introduced by Barry and Hum- Call requests arrive to the system as a Poisson process of
blet [7 ], which we extend to address a port limitation at theate N+, (i.e., calls arrive to each node at a ratecalls per
nodes. We develop an iterative computational method to cal@econd). Each call request has a uniformly distributed source
late blocking probabilities in ring networks. Our iterative modednd destination (different from the source), and an exponentially
is somewhat similar to that developed in [10 ], with the exceplistributed holding time. This is equivalent to an independent
tion that we also consider blocking due to a port limitation. WBoisson call request arrival process of rat&( N — 1) between
focus on ring networks because of their simplicity and ubigach source—destination pair. The Markovian assumption about
uity. We validate our model via simulation, and we find thathe call processes is one that has been successfully used in the
the sustainable load predicted by our model at low blockimgast for modeling telephone networks. Although we cannot be
probability agrees strongly with the simulation results, particsure that future high-speed networks will continue to behave
larly for a large number of ports. Finally, we develop upper argimilarly, these models remain the only nontrivial models for
lower bounds for fixed topology, unidirectional rings, and fowhich analytical expressions for performance can be obtained.

Il. PHYSICAL ASSUMPTIONS ANDTRAFFIC MODEL
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Similarly, the uniform traffic distribution is used to simplify our Tty Tnt Ty s TatTs
analysis. While uniform traffic is clearly not realistic, in the °-°-° :::@
absence of a better model, uniform traffic can be used to pro- Z 2 3u Py

vide insight to the benefits of reconfiguration. Furthermore, it
. . . . Fig. 2. Port usage model.
is likely that the benefits of reconfiguration are even more pro-
nounced when the traffic is nonuniform (e.g., hot-spot traffic).

In [3]and [4] it was observed that for packet traffic the beneéB. Port Usage Model
fits of reconfiguration are greater under a hot-spot traffic model |, order to obtain the call blocking probability without re-

than the uniform traffic model. sorting to a global Markov chain, we use a number of approxi-

The analytical models that we develop in the next section gigysions. We assume that the number of ports used at a node at
approximations. The goal of these approximations is 0 8ss&gs given time is independent of the number used at the other
the benefits of reconfigurations and not necessarily correcflyqas This approximation is used in the analysis to decouple
predict the exact blocking probabilitigs. Hence, in Qevelopir}ﬂe ports at different nodes. We letbe the probability that an
these models, we attempted to approximate the configurable affityary node has no free port available when a call request ar-

fixed topologies in a consistent manner. T_herfore, Whereasri{;es to the system, and we assume that it is independent from
may be possible to develop an exact analysis for blocking prabis4e to node.

ability in a fixed topology ring network, we purposely chose 10 \ye estimaten directly from the first model component, the

use an_app_roximate modgl that is consistent with_that used HHrt usage model. This model component is represented as a
approximating the reconfigurable system (for which an exagfiinyous-time Markov chain where the state number equals
analysis is prohibitively complex). Thus, while our results may, . number of busy ports at a node, and there is one such inde-

not predict blocking probability with the best accuracy, they eBendent chain for each node in the system. The model is drawn
fectively compare the performance of a reconfigurable systeg} 5 single node in Fig. 2.

to that of a fixed topology network. The port usage model is parameterized by two Poisson arrival

ratesr, andr, and an exponential call duration parameter

[ll. A PPROXIMATE SYSTEM ANALYSIS The Poisson processes parameterized by these arrival rates are
assumed independent. The first arrival rgteepresents the rate
of accepting new calls into the system sourced at the given node.

With the given assumptions, the entire system can gs important to note that, is not equal to the offered traffic
represented as a single, finite, continuous-time Markov chaigr noder, since some calls are blocked. The second arrival
where each state represents a particular configuration of caliger, represents the rate of accepting new calls into the system
in progress around the ring. Though precise, this Markqing the given node as an intermediate hop in placing calls.
chain is too large to be computationally useful or insightful. Thene is the probability of being in stat®, where all ports

We therefore develop a stochastic approach for estimating @ pusy, and is given by the well-known Erlang B formula.
blocking probability.

A. Stochastic Model Structure

Our analytical approach relies on two main stochastic model o= ((ra+78)/1)" /P!
components. The first component models the port usage at the Zj;o((fn 7)) 51

nodes, and it is used for two purposes. First, it determines the

probability that a source node has a free transmitter, a destinaln addition to determiningy, we use this port model to esti-
tion node has a free receiver, and that any intermediate nofieate~, the average number of active calls sourced at a node
used for placing the call have a free transceiver. Second, it def@requilibrium. Denoting the steady-state probabilities of the
mines an important system parameter used by the second cbfrkov chain by{px },_,

ponenty the average number of calls sourced by a node. The P

second component models the wavelength usage along a single y= Z ™ kpi

path through the ring (e.g., one of the two directions from source =TT

to destination). It uses updated information from the first com-

ise esti i it i r (ra+7:)/)" /P!
ponent to revise estimates of blocking probabilities for calls in 0. - — n'’s : )
the rings. This second component is then used to update esti- p > i=ol(ra +78) /)i /4!

mates of two rates required by the first component — the rate,\'T\t
which calls are accepted into the systepand the rate at which 0
intermediate nodes are used in the placing of ealls

Our model can be viewed as a generalization of that in [7
with which we try to accomplish two things. First, we capturé' Wavelength Usage Model
the effects of a limited number of ports available at each nodeNext, ignoring the port usage in the system, we want to model
to process calls (as a source, destination, or an intermeditie wavelength usage when an arbitrary call request arrives. We
hop). Second, we construct an iterative computational methase the stochastic model defined in [7], with a slight modifica-
to estimate the blocking probability without requiring importion. This second stochastic component models the wavelength
tant system parameters, such as the average utilization of wavsage along a single possible path from source to destination.
lengths and the average number of hops that a call takes. We will use this component, along with the estimates @ind

te thaty equals the average state number of the Markov chain
weighted by the fraction of ports used for sourcing a call.
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«, to estimate the probability that a new call can be routed frowide determine these probabilities from our second stage model.
source to destination either directly on an unused wavelengthiomparticular,

by using intermediate nodes to change wavelengths. Based on Pon(i—=1) =1 — W
. e . : hail(i — 1) =1 —p
these blocking probabilities, we will update the estimates,of Pty =W
andr, used in the first component. f“ll(L) _pW
In order to describe the wavelength usage model we consider Prn(i = 1) =p
a single arbitrary possible route from source node 0 to destina- Pran(ili — 1) =(1 — P, + P,P,)"

tion nodeL and letA represent an arbitrary wavelength. Thel.his yields
route traverse links, denoted by 0 td — 1). The assump-

w w
tions behind the wavelength usage model follow those of [7]and  p \\(ili —1) =1 — pP(1-(A-R+1k) )_

are as follows: ) 1—pW i
1) All events on different wavelengths are statistically inde=inally, noting that’rn(élé — 1,4 — 2) = Pan(éls — 1) wefind
pendent; for L > 1 that

2) The marginal probability that is used on a link ip; _ £k o
3) The probability that is used on linki depends only on Prix,v (L) =1 = Pran(1) - HPMH(W -1
whether or not it is used on link — 1. That is, given =2

the state of linki — 1, the state of linki is statistically =1—(1-p")
independent of the states of links2,...,i — 2; 1 —(1-P+PP)Y) L-t
4) Given that\ is used on linki — 1 by some call, that call ) [1 - 1—pW
terminates at nodéwith probability F;; 1)

5) If Ais notused on hop— 1, then a new call is sourced at
nodei on A with probability P, ;
6) If Ais used on hop— 1 and the call using on hopi — 1

The three parameteys P, and F; in (1) were defined earlier

for the second component model. The parameisrcalled the

terminates at nodé then a new call is sourced at node wavelength utilization, and it represents the fraction of time a
wavelength is used?, represents the probability that a call is

on A with probability Py; X
P Y urced at a node on a wavelength given that the wavelength

. Here, we have changed the wavelength model defined in muld otherwise not be used on the following link (given by 5
in assumption 2, where it was assumed that all wavelengths Wele

. . o . 1d 6 in the model definition)?; represents the probability that
used W.'th probability, on th?.f.'rSt link. We have defined OUT'5 call terminates at each successive node and is closely related
model in terms of the probabilities P, andP,. These proba-

- . . to the average path length of calls in the system.
bilities will be derived from the port usage model. Based on?heZe interpgretations, we setthye required parameters
as follows.L is the average path length of an accepted call and
is initialized to V/2 for a unidirectional ring andv/4 for a
1) Fixed Topologies:Assuming a source and destinatioridirectional ring.L is later updated based on the estimated call
have a free port to place a call on a path through the ring, Wwébcking probabilities. Then

D. Calculating the Blocking Probability

use our second component model to estimate the blocking NyL  ~L

probability for a call request of path lengih along a single P=NwW -~ W (2)
path (possibly one of two in a bidirectional system). For the 1

fixed topology systems, where aft usable wavelengths are B =7 3)
processed at every node and thus every intermediate node will v

be used in placing a call, the probability that a call of path Iy =

length 1 will be blocked due to a wavelength limitation is th
probability that all wavelengths are used on the first hop

(1—pW +pWhH’ @
The approximation in (2) is justified by noting th@¥~ L) is the
average number of link wavelengths busy carrying calls in the

Porr(1) = p%. system, while(NW) is the total number of link wavelengths

’ available. This relation must be used with care during the nu-

Throughout this paper we will use the above notation to indicateerical iteration before an accurate estimateyafan be ob-
the blocking probability in either a fixed (fix), reconfigurabletained, but this is handled by restrictipgo lie between 0 and
(rec), unidirectional (U), or bidirectional(B) ring. Now, definel. The parameteF, in (3) is set so that the average path length
FPra (L|L — 1) as the probability that all wavelengths on link of a callin progress i%. The parameteP, in (4) is set by noting
are being used given that at least one wavelength is free on lthlat, on averagé,l — p)W wavelengths are unused on the link
¢ — 1. Similarly, Pr1(?) is the probability that all wavelengthsprior to an arbitrary node, whilpW P, calls terminate at the
on link 7 are being used, anH,y (Z) = 1— Pun(¢). Finally, node. Therefore, we can set= P,((1 — p)W + pW Py).
Pra(i, i — 1) is the probability that all wavelengths are used on 2) Configurable TopologiesThe single-path blocking
both linksz andz — 1. Then from Bayes’ rule and elementaryprobability for the reconfigurable system is more complex than

probability, that of the fixed topology system because calls in progress
R _ ) o do not require many, if any, intermediate hops. Therefore,
Prun(ili — 1) - Pan(i — 1) =Prn(é) — Pran(é, i — 1). unlike the fixed topology systems, a busy wavelength on link

Prn(é,é — 1) =FPan (¢t — 1) - Prn(i — 1). + does not necessarily mean a port is used at rioie that
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call. Furthermore, an unused wavelength on lindoes not 1, there is at least one unused wavelength on link 2, and node
necessarily mean that nodédias a free port to process a newl has no free port. Sz is the set of states where a call can
call. be routed to node 2 either on a single wavelength or on two
One way to determine if it is possible to place a call in a radifferent wavelengths using node 1 as an intermediate hop.

configurable system is to progress serially from source to desti-The probability that the network state is in any of these sets
nation, using the model to keep track of which wavelengths azan be found using our second component model and elemen-
used on successive links and usingo determine if switching tary probability. The call will be blocked if and only if the net-
wavelengths is possible at an intermediate node. To simplify therk state is in sef; or setSs.
Zpalyiis and to simplifg thelestimati?ln of how many interme- Prol(S,) =p" - (2 — (1 — P) + BP)™).

iate hops are required to place a call, we assume Prot(S,) —a((p+ (1 — p)P)"V

Prec,U(i|i - 1) = Prec,U(2|T) (5) + (p(l — P+ .PIPH))VV _ 2pwv)'

whereP,. i (¢]i — 1) is the probability that a call of path length Prectr(2) =Prol(S,) + Prol(S;).
1 will be blocked on this path due to a wavelength and interme- . ' )
diate node port limitation given that a call of path length 1 Gsing the fact thap ~ P =B+ Bby)+(1 - p) P, we find
will not be blocked. Herein, we have assumed that the statisticsP 9y — WV 1 1 N\ p W
of links ¢ — 1 and+, conditioned on being able to route a call a e/ (2) =p" - { o {1+ n
distance — 1, are identical to those of links 1 and 2, conditioned
on being able to route a call over link 1. H(1-a) <2 G- <} B 1) PH)W> _

Based on this assumption and the wavelength usage model, p
we derive the blocking probability as a function of call path (7)
length for the reconfigurable system. We defiie.,., (L) as Finally, for the reconfigurable, bidirectional ring system, we
the probability that a call of path lengihon a particular path have two possible routes from a given source node to a given
will be blocked given that both the source and destination haa'gstination node. If one possible route has path ledgtinen

afree port when the call request arfwes. Then the other possible route has path length— L. Since a pair

Precy(1) = o (6) of free ports at the source and destination can be used to place
calls in either direction in a reconfigurable ring, the blocking
probability for a call of path lengtli, conditioned on having a

air of free ports, is
P ’(2|T) _ Prec,U(2) - Prec,U(l) p p
rec,U - 1— Pre(‘,,U(]-) Pre(‘,,F)'(L) = Pre(‘,,U(L) . Prec,U(N - L)

Then using (5) 3) Calculgting the OveraI_I Blocking ProbabilityFrom
these equations, we can estimate the overall blocking proba-
bility averaged over call path lengths and both possible routes

Once we obtairP,.. s (2), then from Bayes’ rule and elemen-
tary probability

Pre(‘,,U(L) :Prec,U(L - 1)

+ (1 = Peec,u (L = 1)) - Prec,u(LIL = 1) for the systems. Conditioned on having a free port at the source
=Precy(1)- (1 - Prec,u(2|_))"_1 and the destination
o | ;N2
+ Preev(2[1) - D (1 = Pecy (2ID)Y. Pixv =57 ; P (1)
Jj=0 -
N—-1
So we need only calculatE... ;;(2) and use assumption (5) P = 1 Z Prootr(l) - Precr(N —1).
to determineP...,y (L) for all call path lengthsL > 2. We O N-1—=
determinelr..,7(2) directly. An expression for the overall blocking probability for the fixed

For the following discussion, in deriving.c.u(2) (the topology, bidirectional systen®s, 5, can be obtained in a sim-
blocking probability for a two hop call), we consider a call thafiar manner and is omitted for brevity.
starts at an arbitrary _node, say node 0, and travels on I_ink 1 Wrjnally we give the update equations for the parameters re-
arrive at the intermediate node, say node 1, followed by link 2 gjired by the first stage model. We estimate the rate of placing
arrive at the destination node 2. Define the state of the netwgjky calls into the system, as follows. The probability that both
as the set of wavelengths used on links 1 and 2, as well 8 source and destination each have a free port available when
whether node 1 (the intermediate node between links 1 and234)| request arrives (g — a)2. For the fixed topology unidi-
has a free port. Then partition the set of network states into t&ional ring, the fraction of these calls that can then be placed
following three mutually exclusive and collectively exhaustive, (1 — Pgry), and thus
sets. Sets; is the set of network states where all wavelengths ' 9
are busy on link 1, all wavelengths are busy on link 2, or both. " = To(l — a)"(1 = Paxvr).
SetS, is the set of network states where no single wavelenglthe ratery, is updated similarly for the other two systems. For
route is available, a route using two different wavelengths @l three systems,
available, but node 1 does not have a free port. The network N—1
state is inS; if and only if every wavelength is used on either o= Z Fapisl (8)
link 1 or link 2, there is at least one unused wavelength on link =2
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fo r rz M-t Case 1 of 2:ifp, . < p,, then (11) implies
OBOWOINEE (0

“ 2u 3u K x T
ij,a < ij,b
j=0 j=0

= CDFX7a($) ZCDFX7b(.’IZ).

Fig. 3. A class of birth-death chains.

where in (8),p; is the probability that a call has path lendth
This distribution of accepted call lengths is derived directly fro
the blocking probabilities and is additionally used to estimate

frase 2 of 2:ifp; o > p), then (10) implies

L. The parametes; is the average number of intermediate hops Pia >Pip Vj>%
used in placing a call of path length~or the fixed topology sys- K K

tems;s; = (I—1). Forthe reconfigurable systemj,is estimated = Z Dja > Z Pjbs
using assumption (5) and then counting the average number of j=otl j=z+1

intermediate nodeequiredto place a call of path length Our
estimate results ig; « (I — 1), but we omit the derivation for
brevity.

or, in other symbols, CDk .(x) > CDFx (z). When we
relax the condition that,; > 0, we need only redefine the
top indexes in the above summations. We have thus shown that
X, > X, whenever, > ry,.

We can now use Little’s Law to relate the time-average ac-
cepted arrival rate,.. and the average state numbeby X =
(racc/ ). Using this technique, we can derive bounds on the
&\ocking probability sinc& i = 1 — (Face/7offer )-

In this section, we develop upper and lower bounds Finall introd tation for the Erl B f la. D
blocking probability. For most bounds we will use one cor inaily, we introduce notation for the rlang b formula. De-
ﬁneforalla: >0,P=12...,

method — we will refer to this as the dominated rates techi-

IV. BOUNDS ONPERFORMANCE

nigue. Consider a class of finite-state birth-death Markov ()7 /P!
chains with nonnegative birth rates= {r;,rs,...,rx} but Bolock, M/m/p/p(®) = —p——=-
fixed relative death rateg; = s, as in Fig. 3. Bothu and > i=o(z) /35!

the maximum state numbét are fixed for the class, and we _ _ _ o
assume that > 0. Note that we include cases where any (N0t thallkioa, a1/, p IS CONtinuous and increasing rfor
even all) of the state birth rates equal 0. We denotéXbihe all fixed P. In the following, we pr.owde a nu'njber of useful
average state number for a particular member of this class,@¥er and upper-bounds on blocking probability. All of these
calculated by the appropriate steady state probabilities. NORUNd implicitly use the dominated rates technique. They rely
that the steady-state probabilities always exist sipce- 0. N the fact that blocking probability is always decreased when

Consider two members of this class denoted by their birth rdf¥ Offered load at a link is decreased. We start with the fixed
vectorsr, andry,. Providedr, > ri, component-wise, it is easy topology unidirectional ring where the number of ports per node
to show thatX, > Xy,. - P is also equal to the number of wavelengths on each link.

Indeed, assume, > r, component-wise. Denote by ) S )
CDFx () the complementary distribution function of a randorf™ LOWer Bound for Fixed Topology, Unidirectional Ring
variableX, so CDF(z) = Prol( X > x). Thenthe conclusion Let P,,q be the blocking probability over all calls in the
will follow when we prove that CDk .(z) > CDFx ,(x)Vz ring. Clearly,F,.. is equal to the blocking probability for calls
since X = j'ooo CDRz)dx for any nonnegative randomthat cross an arbitrary but fixed link, say linkit can be shown,
variable. Assume that, > r), > 0 component-wise. The latter using the dominated rates technique, that the blocking proba-
strict inequality assumption is easily relaxed in the followingility for calls crossing link: is lower bounded by the blocking
proof. probability for these calls when no other calls are in the system.

Denote the steady-state probabilities for the two membéfithout these other calls, a call request that crossesi limi
chains by{p.. »} and{p.,,}. From the partial balance equations»e blocked if and only if it is blocked on link The offered load
between states andx + 1, we know to link < in the unidirectional ring s, - /2, and in this case

link ¢ behaves exactly as @i /M /P/P queue. Hence
Pza _ Tzb Pz b

T Nrg
PatLa 7;’ab Patib Poock 2 Polock, /vy p/p < 5 ) .
<2 Vrelo, K —1] 9 w
Dz+1.b
Dz.a DPz+1,a
il R il Mt hiod K —1]. X L . .
= Dzb  Potlb vz o, ] (10) B. Upper Bound for Fixed Topology, Unidirectional Ring
From (9),pﬂi gpj;b Vj<z ze€l0,K—1] In order to upperbound the blocking probability, we consider
Pza Pz)b all calls on the ring. Let: be the number of calls in progress in

N Ej:o Pja <2j:0 Pjb vre0K—1]. (11) thering. Ifx < P, then any arriving call request can be accepted

DPea  Dab since every node and link can suppéttcalls and hence can
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accept the call. We arrive at a simple upperbound by assuming *

that if z = P all further calls are blocked. In such a system,
the blocking probability is the same as that of iy M/ P/ P

101 =10, Upper Bound

queue with arrival ratéVr,. Hence 10, Simutted
Nry
Piock < Plock, M/M/P/P < o ) y
The above bound is clearly pessimistic, but as we will see _ |
shortly, it agrees rather well with simulation.
10, Lower Bound

C. Bounds for the Reconfigurable Topology, Bidirectional Ring 4

In a configurable ring, the number of wavelengths does not
have to be equal to the number of ports per node because not
all wavelengths are processed at every node. In fact, to allow
for maximum flexibility, the number of wavelengths should be
much greater than the number of available ports at each node.
Hence, in order to develop bounds on blocking probability in d T neten ¥
a configurable system we assume that calls are never blocked
due to a wavelength limitation. This assumption allows us to &8g. 4. Offered load(r,) versus ports per node for a fixed topology
sess the ultimate benefits due to reconfiguration. \ithodes  unidirectional ring systentV' = 10, Pb = 0.01).
and P ports per node, this requires at mést > NV - P wave-
lengths be available. For example, in a 10-node ring network Comparing the Bounds

with 8 ports per node, this would require 80 wavelengths, \\e have been able to develop bounds strictly in terms of an

number that is very reasonable using present day WDM te /M /P/P queue with different offered rates, but the same
nology. y

We begin by developing a lower bound similar to tha all-termination rates. The blocking probability of such an
derived for the fixed topology, unidirectional ring,1.«. is the /M/P/P queue s an increasing function of the offered rate,

blocking probability for calls in the ring. By symmetic. so this is a particularly nice way to compare the performance of

is the blocking probability for all calls destined to a particulatrhe various topologies. As throughout the paper, performance

destination nodeD. Py, is lower bounded by the blocking is measured in terms of offered load at a fixed blocking prob-

. ; ability. A potential source of confusion is that a lower bound
probability of calls destined fo) when no other calls are on blocking probability is equivalent to an upper boundrgn

in the system. This simplified system behaves exactly as an. fixed Prioer

M/M/P/P queue with offered load,. Specifically Recall that we define the gain as the ratio of offered loads sup-
ported by two systems at the same blocking probability. Using

) the bounds we developed, the gain of a bidirectional reconfig-
urable system relative to a unidirectional fixed topology system

This argument is rigorously justified using the same technigiUPPer bounded byv. This is independent of the number of
of dominated accepted call rates. ports P and of the blocking probability?,.cx. Because the

We can derive a similar upper bound. The blocking prob&PPer bound for the reconfigurable topology was developed for

bility for an arbitrary source-destination pé#, D) is the prob- 1argeW’, a gain of/V is optimistic wheri¥’ < V- P. The large

ability that an arriving call requegtS, D) is blocked at the Wavelength gain is lower bounded by abagf2 since the two
source, blocked at the destination, or both. Then bounds for the reconfigurable system are close at low blocking

21

,
Piock 2 BPolock, M/M/P/P <i

probability.
B0 =Prob(blocked af U blocked atD)
<Prob(blocked af) + Prob(blocked aD) V. RESULTS AND DISCUSSION
To In order to validate our approximate models we simulated
=2Rlock, M/M/P/P A the fixed topology systems. In Fig. 4, we present four curves

for the fixed topology, unidirectional system wifii = 10 at

Rigorous justification of the latter inequality is straightforward fixed blocking probability of 0.01. The curves show the of-
but omitted for brevity. ferred load that can be supported per node at blocking prob-

At low blocking probability (e.g.P.0a = 0.01) these two ability P, g = 0.01 as a function of the number of ports per
bounds are very close to one anotherfor- 2 and reasonably node,P. The four curves correspond to the analytical model pre-
close whenP = 2. This allows us to approximate the largjé  diction from Section IlI-D, simulation, and the lower and upper
reconfigurable system as a sing¢/M/P/P queue, and this bounds from Sections IV-A and B. As can be seen from the
behavior is well understood. We are able to obtain much tightigure, our approximate model agrees rather closely with simu-
bounds forP = 1, but these are omitted for brevity. lations.
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Fig. 5. Offered loadr.) versus ports per node for a reconfigurable system Ports per Node P

(N =10, Pb = 0.01).
Fig. 6. Gain versus number of ports per node for= 10, Pb = 0.01, and
W/ P ports per node.

In Fig. 5, we present three corresponding curves for the large
W reconfigurable system at the same fixed blocking probability.
The derived bounds are very close for &llat low blocking
probability. Again, our model prediction lies between the rela-
tively tight upper and lower bounds validating the accuracy of
the model. 80
In general, we found strong agreement between our model
predictions, simulation, and the analytical bounds. Similar re-
sults were found for various system parameters (&g.Pb,
etc.).
Our main results are plotted in Figs. 6 and 7. Recall that g,
our definition of gain is the ratio of the traffic load that can
be supported in a reconfigurable system to that of a fixed 4
topology system at a given blocking probability. We plot the
gain of the reconfigurable system over the bidirectional fixed

601

topology system at a blocking probability £, = 0.01, for e e
N = 10 and for N = 100 respectively. The gain is plotted as b

a function of the number of ports per node In each figure,

we show three curves parameterized by the ratio of the number

of wavelengths to the number of ports at a node (I#€/P is M ——— e 16‘.‘152188: Wk

constant ad’ is varied). As expected, the gain increases (to a ° Poris per Node P
limit) as W/ P increases.

Though not presented graphically, we find that whi&n> Fig. 7. Gain versus ports per node f§r= 100, Pb = 0.01, andW/ P ports
N . P, the gain of the reconfigurable system over the fixeldf" node.
topology, unidirectional ring is approximately/2. Similarly,
the gain over a bidirectional, fixed topology ring is approxitimes as many ports in a fixed topology as compared to a recon-
mately N/4. This linear relationship between the gains @id figurable topology. Similarly, since the average call length in a
is quite insensitive tadV. There is an intuitive explanation for bidirectional system i&v/4, a call requiresV/4 times as many
this gain relationship. In a reconfigurable system with ldfge ports in a fixed topology.
the scarce system resources arelYheP ports. Since withare-  Focusing next on systems whei@ = P, we see that the
configurable system intermediate nodes can be bypassed (f3én of a reconfigurable system becomes relatively small as the
ject to wavelength availability), each call requires exactly omaumber of ports per nod® increases. AP, = 0.01, the
output port at the source and one input port at the destinatigiain is about 1.5 (a 50% increase in capacity) for lafgdor
In contrast, in the fixed topology systems, each wavelengthlisth N = 10 and N = 100 nodes.
processed at every node that it traverses. Since the average cdlhere are many ways in which one may interpret these re-
length in a unidirectional system /2, a call requiresV/2 sults. Here, we have focused on the potential gain in the amount
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node as compared to a fixed—topology system. Since port costs
60 tend to dominate the overall system cost in very high speed

networks, these savings can amount to a substantial reduction
overall system costs.

The work in this paper focused on calls that require a full
wavelength and on a ring topology. A future direction is to in-
401 vestigate the benefits of reconfiguration in more general topolo-
gies and for calls that require a fraction of a wavelength.

Ports P Fixed Recorfigurable
301
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