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Abstract—We describe an architecture and medium access con-
trol (MAC) protocol for wavelength-division multiplexing (WDM)
networks. Our system is based on a broadcast star architecture and
uses an unslotted access protocol and a centralized scheduler to
efficiently provide bandwidth-on-demand in WDM networks. To
overcome the effects of propagation delays the scheduler measures
the delays between the terminals and the hub and takes that delay
into account when scheduling transmissions. Simple scheduling al-
gorithms, based on a look-ahead capability, are used to overcome
the effects of head-of-line blocking. An important application area
for this system is in optical access networks, where this novel MAC
protocol can be used to access wavelengths in a WDM passive op-
tical network (PON).

Index Terms—Medium access control protocols (MAC), optical
networks, wavelength-division multiplexing (WDM).

I. INTRODUCTION

I N RECENT years there has been a wave of research to-
ward the development of wavelength-division multiplexing

(WDM)-based local area networks (LAN’s) [1]–[10]. Most of
the proposed protocols and architectures are based on a broad-
cast star network architecture. Some of the protocols are based
on random access and consequently result in low throughput due
to contention [3], [4]. Other protocols attempting to minimize
contention, through the use of some form of reservations, re-
quire that the system be synchronized and slotted, and many of
these protocols require multiple transceivers per node [5]–[8].
Despite the added complexity of these systems, most still fail to
achieve high levels of utilization due to inefficient scheduling
scheme that fail to deal with receiver contention or ignore the ef-
fects of propagation delays. A comprehensive survey of WDM
multiaccess protocols and their properties is presented in [1],
[2].

The purpose of the system described in this paper is to achieve
good throughput delay characteristics while maintaining simple
user terminals. Previous efforts to simplify user terminals in-
volved protocols [9] [10] that use fixed tuned receivers or trans-
mitters. However, those protocols limit the number of users to
the number of available wavelengths and are hence not scalable.
Also, protocols using only a single fixed tuned device are often
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limited to the use of a random access protocol, resulting in low
channel utilization [3], [5].

The architecture and protocol described in this paper elim-
inate the need for slotting and synchronization, yet it results
in high utilization in both WDM-based LAN’s and passive op-
tical access networks. The system consists of a simple broad-
cast-and-select star network. Each user terminal consists of a
single transmitter and receiver, both of which are tunable over
all data wavelengths and one control wavelength. In addition, an
optional, fixed tuned transceiver can also be used for the purpose
of communicating on the control channel. The proposed system
can support tens of wavelengths operating at 10 Gb/s each.

This system is particularly applicable to optical access net-
works. Future optical access network architectures will use a
passive optical network (PON) to connect between the central
office and end-users [19]. Each PON will need to support hun-
dreds of users; hence, there will be a need for users to share
wavelengths. The proposed system is ideally suited for pro-
viding bandwidth-on-demand in this environment.

The system is novel in a number of ways. First, it uses an
unslotted MAC protocol yet results in high efficiency even in
high latency environments. The choice of an unslotted protocol
is driven by the desire to eliminate the requirement to maintain
slotting in the network. Unfortunately, unslotted MAC proto-
cols such as CSMA result in very low utilization when used in
systems with high latency. Alternatively, high latency protocols
such as unslotted Aloha are limited in throughput to less than
18% [3], [5]. Another novelty of our system is that it uses a cen-
tralized master/slave scheduler which is able to schedule trans-
missions efficiently. To overcome the effects of propagation de-
lays the scheduler measures the delays between the terminals
and the hub and takes that delay into account when scheduling
transmissions.

The system uses simple scheduling algorithms that can be im-
plemented in real-time. Unicast traffic is scheduled using first-
come-first-serve input queues and a window selection policy to
eliminate head-of-line blocking, while multicast traffic is sched-
uled using a random algorithm [12]. Analysis and simulations
show that the system can achieve low delays even at high loads.

While the use of a centralized scheduler can significantly im-
prove the performance of the system, it also increases the overall
cost of the system. However, the functionality of the scheduler
described in this paper is relatively simple and can be easily
implemented in a single application specific integrated circuit
(ASIC). The cost of such a scheduler, which is shared among all
of the users in the network, is relatively minimal when compared
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Fig. 1. Scheduler based network.

Fig. 2. Optical terminal (OT).

to the overall cost of the network. For this reason, in recent years
a number of “centralized” systems are being deployed for use
in high-speed networks. For example, switched gigabit ethernet
uses a centralized switch hub and the recent hybrid-fiber-coax
(HFC) standard for data transmission over the cable infrastruc-
ture uses a centralized scheduler [20].

This paper is organized as follows. In Section II we describe
the basic network architecture. In Section III we describe var-
ious aspects of the MAC protocol and the associated scheduling
algorithms and in Section IV we develop an approximate anal-
ysis of delay as well as a simulation model.

II. SYSTEM ARCHITECTURE

The network consists of optical terminals (OT’s) that are con-
nected via a simple broadcast star located at a hub (which can
be at the central office in an access network environment). As
shown in Fig. 1, each OT is connected to the star using two
fibers, one in each direction. Transmissions from all OT’s on all
wavelengths are combined at the star and broadcast to the OT’s
on the downlink fibers. Each OT is equipped with a single trans-
mitter and receiver, both of which are tunable to all wavelengths,
as shown in Fig. 2(a). All OT’s send their requests to the sched-
uler on a dedicated control wavelength,. The scheduler, lo-
cated at the star, schedules the requests and informs the OT’s
on a separate wavelength, , of their turn to transmit. Upon

receiving their assignments, OT’s immediately tune to their as-
signed wavelengths and transmit. Hence, OT’s do not need to
maintain any synchronization or timing information. By mea-
suring the amount of time that OT’s take to respond to the as-
signments, the scheduler is able to obtain an estimate of each
OT’s round-trip delay to the hub. This delay information is then
used by the scheduler to overcome the effects of propagation
delays. Access to the control channel is obtained using a simple
version of the unslotted Aloha protocol, as described in Sec-
tion III.

With only a single transceiver per OT, receivers cannot mon-
itor both the control channel and the data channels simultane-
ously. Therefore, the scheduler cannot send scheduling infor-
mation to a node that is receiving on one of the data channels.
Similarly, a node cannot send reservation requests while it is
transmitting on one of the data channels. There are a number
of approaches that can be used to overcome this problem. The
simplest would be to for the scheduler to only schedule nodes
to transmit (or receive) in a time-division multiplexing (TDM)
fashion, in alternative time slots, so that nodes can regularly
visit the control channel to send requests and receive sched-
uling assignments. Alternatively, the scheduler can make sure
to schedule transmissions on the control and data channels so
that conflicts are avoided. This alternative, however, would re-
quire the scheduler to implement a rather sophisticated sched-
uling scheme.

Clearly, the use of only a single transceiver per node sim-
plifies the user terminal at the expense of a more sophisticated
scheduling scheme and a reduction in the transmission capacity
available to users. With a TDM scheme, users would be limited
to using half of the available slots; however, the wavelengths
can still be fully utilized if there are many more users than
wavelengths. In order to allow users full utilization, a second
fixed tuned transceiver can be used for the control channel, as
shown in Fig. 2(b). With a second transceiver for the control
channel, the data and control channels would be independent
and nodes will be able to fully utilize the data channels. For the
analysis that follows throughout this paper, we will assume that
each node is equipped with a separate transceiver for the control
channel. This assumption simplifies the analysis and also allows
users to achieve higher throughputs. However, nodes that do not
need the full throughput of a channel, can use the protocol with
a single transceiver that is shared between the control and data
channels.

III. A CCESSPROTOCOL

Our proposed protocol is based on a simple master/slave
scheduler as was shown in Fig. 1. All OT’s send their requests
to the scheduler, which schedules the requests and informs
the OT’s when and on which wavelength to transmit. Upon
receiving their assignments, OT’s immediately tune to that
wavelength and transmit. Hence, OT’s do not need to main-
tain any synchronization or timing information. There are
three major aspects to the protocol. First, the protocol uses
ranging to overcome the effects of propagation delays. Second,
the protocol uses random access for the control channel.
Third, the protocol uses a simple scheduling algorithm with
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Fig. 3. Use of ranging to overcome propagation delays.

first-come-first-serve (FCFS) input queues and a look-ahead
window to overcome head-of-line blocking. These are de-
scribed in more detail below.

A. The Use of Ranging

The protocol is able to overcome the effects of propagation
delays by measuring the round-trip delay of each OT to the
hub and using that information to inform OT’s of their turn to
transmit in a timely manner. For example consider Fig. 3, in
order for OT B’s transmission to arrive at the hub at time, the
scheduler must send the assignment to OT B at time ,
where is OT B’s round-trip delay to the hub (including prop-
agation and processing delays). By synchronizing all of the ter-
minals to the hub, the transmissions of different terminals can
be scheduled back-to-back, with little dead-time between trans-
missions.

An important and novel aspect of this system is the way in
which ranging is accomplished. Unlike other systems where ter-
minals need to range themselves to their hubs in order to main-
tain synchronization [11], here we recognize that it is only the
hub that needs to know this range information. Hence, ranging
can be accomplished in a straightforward manner. The sched-
uler ranges each terminal by sending a control message telling
the terminal to tune to a particular wavelength and transmit. By
measuring the time that it takes the terminal to respond to the
request, the scheduler can obtain an estimate of the round trip
delay for that terminal. This estimate will also include the tuning
and processing delays. Furthermore the scheduler can repeat-
edly update this estimate to compensate for delay changes (e.g.,
due to thermal effects). These measurements can also be made
by simply monitoring the terminals’ response to ordinary sched-
uling assignments. The significance of this approach is that ter-
minals are not required to implement a ranging function, and
this simplifies the end user terminal. A similar approach is em-
ployed in [22], where terminals schedule their transmissions to
account for propagation delays. In [22], nodes offset their trans-
missions with the maximum possible propagation delay in order
to make sure that both the receiver and transmitter had sufficient
time to respond to the control messages.

B. Access to the Control Channel

Reservations are made using a random access protocol to
access the control channel. Terminals send reservation requests
and wait a random delay between request transmissions. These

reservation messages contain the state of the queues at the
requesting terminal. For example, each reservation message
can contain the destinations with which the terminal wants to
communicate and the duration of the requested transmissions.
Since sending the complete state information may lead to very
large reservation messages, reservation requests may contain
only partial information (e.g., first ten requests). Since, reser-
vation requests are sent on the control channel at random, it is
possible for two or more terminals to send their requests during
overlapping time intervals. In such a case their transmissions
would “collide” and not be received by the scheduler. However,
since reservation messages containing the state of the queue are
sent repeatedly, all requests will eventually be received by the
scheduler. As requests are answered by the scheduler, terminals
update their requests to reflect the changes in their request
queue. In order to maintain synchronization between the nodes
and the scheduler, transmission requests and the scheduling
assignments may also have to contain sequence numbers.

In order to randomize transmissions on the reservation
channel, terminals wait a random, exponentially distributed
amount of time, with an average duration, between succes-
sive transmissions of a reservation request. Notice that unlike
a random back-off algorithm, where information about the
success or failure of a transmission is available, here we do
not rely on any such information but rather repeatedly send the
state of the queue. With terminals and an average rate of one
request message everyseconds, requests arrive at a rate of

requests per second. Whenis much larger than , the
duration of a reservation request, we can model the arrival of
requests as Poisson. Using this model, the probability of having

arrivals during a period of time is given by

We are interested in computing the average amount of time
that is takes a successful request to get through to the scheduler.
If it were not for collisions each terminal would get a successful
request every seconds. However, due to collisions, some re-
quests will fail and the average amount of time between suc-
cessful requests will increase. With an unslotted protocol, a re-
quest will be successful if no other requests were made in the

time period before the end of the transmission. This will
happen with probability, , and the av-
erage number of transmission attempts per successful transmis-
sion is . Therefore, on average, every terminal gets
a successful request everyseconds, where is given by

We can now choose to minimize the average access time to
the control channel. This can be done by taking the derivative
of with respect to and setting it equal to 0

Hence, setting equal to minimizes the access
delay and the resulting access delay is .
For example, in a system with 100 nodes, a transmission rate
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of 10 Gb/s, and a control message size of 100 bits, a terminal
would send a reservation request on average every 2s, and the
average access delay for a successful reservation would be about
5.5 s.

C. Scheduling Algorithm

In order to simplify the design of the scheduler, we use a
slotted system where requests are made for fixed size slots and
the scheduler maintains a slotted reservation system. However,
it is important to note that the OT’s remain unslotted and unsyn-
chronized. All of the timing is controlled by the scheduler using
the master/slave protocol described in the previous section. As
we described in the previous section, in order for the sched-
uler to schedule transmissions for some slot, it must send the
scheduling information to the nodes one round-trip delay before
the start of the slot. This allows the scheduler to compensate for
propagation and tuning delays. Therefore, the scheduler must
schedule transmissions for a time slot well enough in advance
so that all of the nodes scheduled for that slot can be informed.
In doing so the scheduler completely overcomes the impact of
propagation delay.

With multiple nodes and different tuning delays it may not
always be possible for the scheduler to notify all of the nodes
just in time for their transmission, because at times, the sched-
uler may need to send a notification to two nodes in overlapping
time intervals. This issue can be addressed in a number of ways.
One simple solution is for the scheduler to use multiple trans-
mitters. Alternatively, a more economical solution would be for
the scheduler to include in one control message a notification to
multiple nodes, rather than using a dedicated message for each
node.

While the use of ranging approach can account for tuning de-
lays, the scheduler described in this section assumes fast tuning
transceivers. When tuning delays are small compared to slot
times, the scheduler is very efficient. The system proposed here
will use very fast transceivers that can tune in under as. While
fast tuning transceivers are still largely experimental, they are
becoming commercially available and will be used to build the
proposed system [4]. However, when tuning delays are large,
more complex scheduling algorithms that account for tuning de-
lays can be employed (e.g., [21]).

Even with fast tuning transceivers, the efficient scheduling of
transmissions at very high rates is difficult. In a WDM system
with a single transmitter and receiver per node, scheduling is
constrained by the number of wavelengths,, which limits the
number of requests served during a slot to. It is also con-
strained by the fact that each node has a single transmitter and a
single receiver. Therefore, during a given slot, each node can be
scheduled for at most one transmission and one reception. This,
in fact, is a problem very similar to that of scheduling transmis-
sions in an input queued switch. In the case of an input queued
switch it is known that when a first-come-first-serve service dis-
cipline is employed under uniform traffic, throughput is limited
to [13]. This throughput limitation is due to
the head-of-line (HOL) blocking effect, where transmissions are
prevented because the packet at the head of the queue cannot
be scheduled due to a receiver conflict. It is also known that if

Fig. 4. An example of the scheduling algorithm with three nodes.

nodes are allowed to look-ahead into their buffers and transmit
a packet other than the one at the head of the queue, the ef-
fect of HOL blocking can be significantly reduced [14]. Sched-
uling algorithms based on bipartite graph matching algorithms
have been proposed that achieve full utilization under uniform
and nonuniform traffic conditions [15], [16]. However, it is also
known that these algorithms are computationally intensive, re-
quiring operations to be implemented [17].

The network in this paper is being developed to support an
enormous traffic volume. For example, at 10 Gb/s, a 10 000 bit
message would take 1s to transmit. With 30 data wavelengths
operating at 10 Gb/s each 30 million messages must be sched-
uled every second in order to keep all wavelengths occupied.
This requirement makes the implementation of a complicated
scheduling algorithm impractical with present technology. We
therefore resort to a simpler though suboptimal, algorithm.

Our scheduling algorithm is based on input queues. The al-
gorithm is made efficient through the use of a “look-ahead”
window that allows the algorithm to look-ahead into each input
queue and schedule requests that are not necessarily at the head
of their queue. A look-ahead capability ofallows the algo-
rithm to look as far as theth request in the queue. The algo-
rithm is implemented on a slot-by-slot basis, forming a schedule
for the given slot. The algorithm works by maintaining re-
quest queues, each containing the transmission requests from
one of the nodes in the network. The algorithm visits every
node in some order (perhaps random, in order to maintain fair-
ness among the nodes) and, starting with the first request in the
queue, it searches for a request that can be scheduled. That is, it
searches the node’s request queue for a transmission request to a
receiver that has not been assigned yet. The algorithm searches
the queue until depth has been reached. If a request has been
found, a wavelength is assigned to it. This process is continued
until either all of the request queues have been visited or all
wavelengths have been assigned. During the next slot, the al-
gorithm starts anew with the first request in each queue. Fig. 4
shows an example of the scheduling algorithm with three nodes.
Shown in the figure is the destination of each request. After the
first request in queue 1 is selected, the second request in queue 2
is selected leaving no available receivers for node 3 to commu-
nicate with. Notice, that the algorithm is clearly not maximal in
the sense that there are other possible scheduling assignments
that would allow all three nodes to transmit (e.g., 1-to-2, 2-to-3,
and 3-to-1). Nonetheless, this algorithm improves considerably
over an algorithm that looks only at the request at the head of
the queue, and it is only slightly more complicated to imple-
ment. In fact, it is clear from the description of the algorithm
that the algorithm can be implemented in operations,
a significant reduction in the number of operations compared to
the graph matching algorithms.
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TABLE I
THE MAXIMUM ACHIEVABLE THROUGHPUT

FOR A SYSTEM WITH 30 WAVELENGTHS, N NODES, AND A

LOOK-AHEAD WINDOW k

TABLE II
THE MAXIMUM ACHIEVABLE THROUGHPUT FOR ASYSTEM WITH 7

WAVELENGTHS,N NODES AND A LOOK-AHEAD WINDOW k

We analyze, through simulation, the maximum throughput
that this algorithm can achieve. Table I shows the maximum
achievable throughput under uniform traffic with 30 data wave-
lengths. When the number of nodes is equal to the number of
channels and no look-ahead is employed (i.e., ), HOL
blocking limits throughput to 59% as predicted in [13]. How-
ever, a look-ahead window of just four packets can increase
throughput to over 80%. As the number of nodes exceeds the
number of channels the effect of HOL blocking is drastically
reduced. This is due to two factors; first, the probability that
multiple nodes have a packet at the HOL to the same destina-
tion is reduced due to the increase in the number of destina-
tions, and second, with fewer channels than nodes the algorithm
has many more requests from which to choose a schedule of
transmissions. As can be seen from the table, the combination
of more nodes than channels and a look-ahead window of four
or five packets virtually eliminates the effects of HOL blocking
on throughput under uniform traffic. Table II shows similar re-
sults for a system with just seven data wavelengths.

IV. A NALYSIS OF QUEUEING DELAY

In order to analyze the average queueing delay in this system
we assume that packets arrive to each of thenodes according
to a Poisson random process of rate, and are destined, with
equal probability, to each of the nodes. Although in a prac-
tical system a node would not send a message to itself, this as-
sumption simplifies the notation without a significant impact of
the results (especially with large). We again assume that all
packets are of the same length, take 1 slot to transmit, that the
scheduler uses the slotted scheduling described in Section III,
and that all transmissions are scheduled to occur at the begin-
ning of a time slot. As shown in Fig. 5, the system consists of

nodes and W channels.
Clearly in this system the queues at each of thenodes are

dependent on one another, making the analysis of the system dif-
ficult. This system can be analyzed using an-dimensional,
discrete-time, infinite Markov chain representing the number

Fig. 5. An input queued system withN nodes andW channels.

Fig. 6. A single node’s queue whereX represents the amount of time a packet
spends in the HOL position.

of requests (packets) between each of thesource–destina-
tion pairs.1 However, obtaining closed form expressions for the
steady-state behavior of interacting queues is generally very dif-
ficult. Even numerical evaluation can be computationally com-
plex [18]. We are, therefore, forced to consider approximate
analysis which we back with simulations.

Our approximate analysis assumes, erroneously, that the
queues are independent of one another. That is, we assume that
the probability that the different queues are not empty is inde-
pendent from queue to queue and that the destinations of the
requests at the head of the queues are independent of one an-
other. Both of these assumptions are not correct but allow us to
considerably simplify the analysis by focusing on the state of a
single queue independently from the rest of the queues.

We start with an analysis of the scheduler without the look-
ahead capability (e.g., ). Consider the single queue for an
arbitrary node , shown in Fig. 6, and let be the amount of
time that elapses from the moment that a packet arrives to the
head of the queue until it departs from the system. This time
includes both the scheduling delay and the transmission delay
for the packet at the head of the queue. Clearly,amounts to the
service time of the packet at the head of the queue. Computing
the first two moments of would allow us to apply the well-
known results for steady-state queueing delays.

Let denote the expected value of. Then the probability
that there is a packet at the head of the queue, using Little’s law,
is given by

(1)

In order for a packet at the head of the queue to be selected it
must find both a free receiver and an available channel (wave-
length). Assuming that the queues are examined in random
order, the simple FCFS scheduler of the previous section can
be described using a two-stage process to compute the schedule
at the beginning of each slot. In the first stage, the scheduler
considers all of the HOL requests from the different queues,
and if there are multiple requests for a single receiver it selects

1Keeping track of queue sizes alone is not sufficient because of the receiver
contention problem.
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one of them at random and “ignores” the rest. In the second
stage the scheduler considers all of the requests selected in
the first stage and selects at random up toof them to be
transmitted.

Using our independence approximation, we can now proceed
to evaluate the probability that a packet at the head of a queue is
selected for transmission as follows. We note that the probability
a packet is selected is equal to the probability that it is selected
in the first stage (by the receiver) times the probability that it is
selected in the second stage given that it was selected in the first
stage.

Given that a node has a packet to send to a particular destina-
tion, we wish to compute the probability that the node’s packet
is selected in the first stage from among all of the nodes that
have a packet to send to the same destination. Each node has a
packet to send with probability, and under the uniform traffic
assumption, each packet is destined to one of the receivers
with equal probability. Therefore, the probability that a partic-
ular node has a packet to send to the same destination is.
Since there are 1 other nodes, the probability that i other
packets are addressed to the same destination is given by

(2)

Now, the probability that the node’s packet is selected in the first
stage is given by

(3)
Thus, after the first stage, the probability that a node has a “se-
lected” packet at the head of its queue is

Let be the number of nodes selected to proceed to the second
stage. Then, using, again, an independence approximation,
has the following binomial distribution:

(4)

Now, for an arbitrary node, if it has a packet to send, the prob-
ability that it is selected is given by

selected

selected in first stage andselected in second stage

selected in second stageselected in first stage

selected in first stage

We have already computed the probability that nodeis se-
lected in the first stage. Given that nodewas selected in the
first stage, the probability that it will be selected in the second
stage is

(5)

Fig. 7. Delay versus load for a system with 21 nodes and seven wavelengths
and no look-ahead capability.

The left-hand side of (5) represents the case of having fewer
than nodes selected in the first stage, and hence they can all
be transmitted. The right-hand side of (5) represents the case of
having more than first-stage nodes, in which case only of
them are transmitted. Finally, , the probability that node’s
packet is selected for transmission is given by

(6)

and , the average amount of time a packet spends at the HOL,
is given by

(7)

Now, (7) gives us an expression for in terms of which,
in turn, is given by (3)–(6). However, (3)–(6) are in terms of,
which is given by (1) as a function of . For given values of

and , these equations can be solved iteratively to obtain
an approximation for and . Finally, we can use the well
known formula to obtain the following approximation
for average queueing delay:

Delay

where is the second moment of , given by

The set of iterative equations can be solved to obtain an esti-
mate of the delay using numerical techniques. For simplicity
we used the Mathematica programming tool to solve them. The
complexity of these iterative equations restricted us to solving
only for relatively small values of . Shown in Fig. 7 is the
predicted delay for and . Notice that with these
values the arrival rate of new packets to a user cannot exceed
one-third due to the channel constraint. Furthermore, the max-
imum throughput may be decreased due to the HOL blocking
effect, but as can be seen from Table II, the HOL blocking ef-
fect on maximum throughput is minimal for these values of
and Hence, we expect that the maximum achievable arrival
rate per node is close to one-third. As can be seen from the
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Fig. 8. Delay versus load for a system with 21 nodes and seven wavelengths and a look-ahead capability(k).

figure the approximation compared extremely well with simu-
lation for low and moderate loads. But, when the load was very
high (greater than 0.3), the approximation significantly underes-
timates delay. This is because at very high loads the interaction
between the queues becomes very strong and the independence
approximations become inaccurate. This is a common phenom-
enon in estimating interacting queues, where independence ap-
proximations perform well at light to moderate loads and poorly
at very high loads [18].

The above analysis applies to the scheduler without a look-
ahead capability. That is, each of the input queues behaves as
a simple FCFS queue. When we introduce the look-ahead ca-
pability the analysis becomes significantly more complicated.
A simple approximation can be obtained by ignoring receiver
contention (i.e., letting ). This approximation is rea-
sonable when the number of nodes is significantly larger than
the number of channels or when the look-ahead is sufficiently
large to greatly reduce the effects of receiver contention. For ex-
ample, looking at Tables I and II, all combinations ofand
that result in throughputs of 0.99 seem to be reasonable candi-
dates for applying this simplified approximation. For example,
in Fig. 8 we plot the delays vs. load for a system with 21 nodes,
7 wavelengths and look-ahead values of 1, 2, and 4. Again, as
can be seen from the figure, the approximation behaves reason-
ably well when the load is low to moderate. When the load ap-
proaches the maximum of 0.3, the approximation significantly
underestimates delay.

V. CONCLUSION

This paper describes an architecture and MAC protocol for
providing bandwidth on demand in a WDM system. A driving
principle in the design is to minimize the cost of the user ter-
minal. To that end, our system uses a single transceiver per
node and does not require terminals to be slotted or synchro-
nized. Transmissions are efficiently scheduled using a simple
master/slave scheduler located at a hub node. The scheduler is
also able to overcome the effects of propagation delays by taking
propagation delays into account in the scheduling of transmis-
sions.

This novel system is applicable to high performance local
area networks where multigigabit per second transmission can
be achieved. Another important application area for this system
is in optical access networks, where a WDM/PON can be used to
provide connectivity between the customer premise and a cen-
tral office. This MAC protocol, with a scheduler located at the
central office, can be used to allow users to share wavelengths
over the PON.
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