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1 INTRODUCTION
Wavelength Division Multiplexing (WDM) is emerging as

a dominant technology for use in the backbone network.With
WDM, the capacity of a fiber is significantly increased by
allowing simultaneous transmission on multiple wavelengths
(channels), each operating at the maximum electronic rate.
Systems with between 40 and 80 wavelengths are presently
being deployed for point-to-point transmission.With tens of
wavelengths per fiber and transmission rates of up to 10 Gbps
per wavelength, capacities that approach a terabit per second
can be achieve d .While such enormous capacity is ve ry exciting,
it also places a tremendous burden on the electronic switches
and routers at each node that must somehow process all of
this information. Fortunately, it is not necessary to electroni-
cally process all traffic entering and leaving each node. For
example,much of the traffic passing through a node is neither
sourced at that node nor destined to that node.To reduce the
amount of traffic that must be electronically processed at
intermediate nodes, future WDM systems will employ WDM
Add/Drop multiplexers (WADMs) that allow each wavelength
to either be dropped and electronically processed at the node
or to optically bypass the node electronics, as shown in Figure 1.

Mechanisms for 
providing optical bypass 
in WDM-based networks

ABSTRACT
The recent emergence of Wavelength Division Multiplexing
(WDM) technology has led to a tremendous increase in the
available transmission capacity in wide-area netwo r k s.
Consequently, these networks may no longer be limited by
transmission bandwidth, but rather by the processing capa-
bility of electronic switches, routers and multiplexers in the
network.This realization has led to a new wave of research
aimed at overcoming the electronic bottleneck by providing
optical bypass at the WDM layer.

In this paper we survey some of the recent work in this
area, including mechanisms for providing optical bypass in
both circuit and packet switched netwo r k s.We pay part i c u l a r
attention to techniques that take advantage of configurable
WDM technology to dynamically reconfigure the electronic
topology of the network in response to changes in traffic
c o n d i t i o n s. We show that for both circuit and packet
switched traffic, having a configurable WDM topology can
lead to a significant increase in network capacity.

Figure 1: Using a WADM to provide optical bypass.© 2000 SPIE/Baltzer Science Publishers 1388 6916/2000 $15.00
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This capability of optically bypassing a node’s electronic
layer on a wavelength by wavelength basis can be exploited to
reduce overall electronic processing using a va riety of methods,
each of which is appropri ate for different types of traffic
s c enarios. For the case of low rate static circuit traffic, traffic
grooming may be utilized to selectively multiplex multiple low
rate circuits on wavelengths such that the number of wave-
lengths that must be processed at each node is minimized. For
dynamically switched high rate circuits, the logical topology
may be reconfigured to avoid electronic processing at all
i n t e rm e d i ate nodes. S i m i l a r l y, l o gical topology reconfigurat i o n
may be utilized to reduce the load on the electronic routers in
a packet-switched network via dynamic load balancing.Lastly,
for large volume transmissions, it is possible to bypass all net-
work electronics and provide an all-optical connection
through optical flow switching. In this article we present an
ove rview of these techniques for reducing electronic laye r
p r ocessing through optical bypass.

Much of today’s network infrastructure is in the form of
“static” SONET rings. A typical SONET ring multiplexes a
number of low rate circuits onto a high rate SONET ring. For
example, an OC-48 (2.5 Gbps) SONET ring can be used to
multiplex 16 OC-3 circuits. At each node on the ring a
SONET Add/Drop Multiplexer (SADM) is used to multiplex
the low rate circuits onto the ring. With WDM, multiple
SONET rings can be supported on a single fiber, requiring a
large number of SADMs to be present at each node.However,
if circuits can be assigned to wavelengths in such a way that
some wavelengths do not carry any traffic to a node,then that
node can be bypassed without needing a SADM on that wave-
length. In section 2 of this paper we discuss this static circuit
assignment problem and show that a significant savings in
SADMs can be achieved through the use of clever circuit
assignment algorithms.

While much of today’s circuit traffic is statically allocated,
in the future there will be an increased demand for dynami-
cally assigned (switched) high rate circuits. For high rate circuit
switched traffic, where each circuit requires on the order of a
full wavelength, configurable WADMs may be used to selec-
tively add/drop only wavelengths carrying traffic that is either
sourced or destined to a particular node. In this way, the con-
figurable WDM optical layer is used to dynamically reconfigure
the “logical” (i.e., electronic) topology of the network in
response to new call arrivals. This can lead to a significant
increase in the capacity that the network can support.With a
fixed WDM layer, calls may be blocked due to a lack of elec-
tronic resources at intermediate nodes between the source and
the destination. However, a configurable optical layer can be
used to dynamically bypass the electronic layer on heavily
loaded intermediate nodes and hence increase the traffic load
that can be supported in the network.The potential gains in
circuit capacity achievable with a configurable WDM physical
layer are discussed in section 3.

The configurability of the WDM layer can also be used to
reduce electronic processing bottlenecks in packet-switched
networks (e.g., IP or ATM networks). In a packet-switched
n e t wo r k , traffic between a source and destination node typically
goes through a number of intermediate electronic switches
and routers. As the traffic in the network changes,so does the
load on the routers. With a configurable WDM topology, it is

possible to change the way in which the routers are connected
in order to balance the load on the lightpaths and electronic
routers. Since network delay is generally dominated by the
maximally loaded link/router, reducing the load on this link
can significantly improve network delay characteristics. This
reconfiguration of the logical topology can be executed in
response to changes in traffic conditions. In section 4 we
d i s c u s s load balancing algorithms and the potential reduction
in network load.

F i n a l l y, we consider the case of large traffic flows resulting
from extremely large transmissions such as multi-gigabit file
transfers, high bit rate streams, etc. Transactions of this size
have the potential of overwhelming the network’s electronic
layer and causing delays for all network traffic. To prevent
such network congestion,Optical Flow Switching (OFS) may
be employed whereby an all-optical (WDM) connection is
established between end-users and all of the electronics in the
n e t work are bypassed. In section 5 we discuss issues and
a l g orithms for OFS.

2 STATIC CIRCUIT ASSIGNMENT
Much of today’s physical layer network infrastructure is

built around Synchronous Optical Network (SONET) rings.
Typically, a SONET ring is constructed using fiber (one or
two fiber pairs are typically used in order to provide protec-
tion) to connect SONET Add/Drop Multiplexers (SADMs).
Each SONET ADM has the ability to aggregate lower rate
SONET signals into a single high rate SONET stream. For
example, four OC-3 circuits can be multiplexed together into
an OC-12 circuit and 16 OC-3’s can be multiplexed into an
O C - 4 8 . The recent emergence of Wavelength Division
Multiplexing (WDM) technology has provided the ability to
s u p p o rt multiple SONET rings on a single fiber pair.
Consider, for example, the SONET ring network shown in
Figure 2, where each wavelength is used to form an OC-48
SONET ring. With WDM technology providing dozens of
wavelengths on a fiber, dozens of OC-48 rings can be sup-
ported per fiber pair using Wavelength Add/Drop Multiplexers
(WADMs) to separate the multiple SONET rings.
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Figure 2: SONET/WDM rings.
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This tremendous increase in network capacity, of course,
comes at the expense of additional electronic multiplexing
equipment. With the emergence of WDM technology, the
dominant cost component in networks is no longer the cost of
fiber but rather the cost of electronics.

The SONET/WDM architecture shown in Figure 2 is
potentially wasteful of SONET ADMs because every wave-
length (ring) requires a SONET ADM at every node.As men-
tioned previously, not all traffic needs to be electronically
processed at each node. A WADM at a given node is capable
of dropping and adding any number of wavelengths at that
node. In order for a node to transmit or receive traffic on a
wavelength, the wavelength must be added or dropped at that
node and a SONET ADM must be used.Therefore, it is no
longer necessary to have a SONET ADM for every wave-
length at every node, but rather only for those wavelengths
that are used at that node. Therefore, in order to limit the
number of SONET ADMs required, the traffic may be
groomed in such a way that all of the traffic, to and from a
node, is carried on the minimum number of wavelengths.

As a simple, illustrative example consider a ring network
with four nodes. Suppose that each wavelength is used to sup-
port an OC-48 ring, and that the traffic requirement is for 8
OC-3 circuits between each pair of nodes. In this example we
have 6 node pairs and the total traffic load is equal to 48 OC-
3’s or equivalently 3 OC-48 rings. The question is how to
assign the traffic to these 3 OC-48 rings in a way that mini-
mizes the total number of SONET ADMs required.Consider,
for example, the following two circuit assignments of traffic:

Assignment #1 Assignment #2
λ1: 1⌦2, 3⌦4 λ1: 1⌦2, 1⌦3
λ2: 1⌦3, 2⌦4 λ2: 2⌦3, 2⌦4
λ3: 1⌦4, 2⌦3 λ3: 1⌦4, 3⌦4

With the first assignment, each node has some traffic on
e ve ry wave l e n g t h . For example wavelength 1 carries the traffic
between nodes 1 and 2 and the traffic between nodes 3 and 4.
Therefore,each node would require an SADM on every wave-
length for a total of 12 SADMs. With the second assignment
each wavelength contains traffic from only 3 nodes and hence
only 9 SADMs are needed. Notice that both assignments
carry the same amount of total traffic (8 OC-3’s between each
pair of nodes).The corresponding SADM allocations for both
assignments are shown in Figures 2 and 3, respectively.

Recently this problem of grooming traffic onto wave-
lengths in order to minimize the number of electronic multi-
p l e xe rs in the network has received much at t e n t i o n
[2,3,4,25,26].While the general traffic grooming problem has
been shown to be NP-complete [3], efficient grooming algo-
rithms have been developed for special cases. For example,[2]
c o n s i d e rs traffic grooming for a bidirectional ring with uniform
traffic and [3, 4] consider the same problem for a uni-d i r e c-
tional ri n g . All show that significant savings in the number of
SADMs can be achieved through efficient traffic grooming.
For example, shown in Figure 4 is the number of SADMs
required when using the traffic grooming algorithm developed
in [4]. This number is compared to the number of SADMs
required when no grooming is used (i.e., all wavelengths are
dropped at all nodes).It is also compared to a lower bound on
the number of SADMs. As can be seen from the figure, the
algorithms developed in [4] are nearly optimal for the uniform
traffic case, and achieve significant SADM savings.

In [5] the traffic grooming problem is generalized to
encompass more general traffic models. The traffic is no
longer restricted to be uniform and nodes are allowed to have
dynamically changing connections. The model in [5] allows
each node to source up to t circuits. These t circuits can be
destined to any of the nodes in the network without restri c t i o n ,
and the destinations of the circuits can be dynamically
changed. Algorithms are developed to minimize the number
of wavelengths that must be processed at each node. These
a l g o rithms provide methods for achieving significant reductions
in SADMs under a variety of traffic requirements.
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Figure 3: Using WADMs to reduce the number of 
SONET ADMs.

Figure 4: Performance of grooming in 
aWDM/SONET ring network.
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3 DYNAMIC CIRCUIT SWITCHING
In WDM networks, the physical topology, consisting of

passive or configurable optical nodes interconnected by fiber
l i n k s , is the optical layer topology.The logical or virtual topology,
seen by the electronic layer, consists of lightpath connections
between nodes established by tuning the transmitter of one
node and the receiver of another node to the same wavelength.
In this way, WDM networks provide a way to interconnect
electronic switches with high bandwidth bit pipes without
d e d i c ating a fiber pair between each pair of sw i t c h e s.
Furthermore, the configurable nature of WDM also allows
these high bandwidth pipes to be dynamically reconfigured in
response to changes in traffic conditions.

Consider for example a network where each node is
equipped with a single port (transmitter/receiver) and the
fiber supports two wavelengths, l1 and l2. In a system with a
fixed logical topology (also known as a switchless network),
the transmitters and receive rs are fixed tuned to their respective
wavelengths at system inception.With configurable WADMs
and tunable transmitters and receivers, the logical topology
can be reconfigured to accommodate changing patterns in
externally offered traffic. In Figure 5b, we show a four node
example where the fixed topology is a clockwise uni-direc-
tional ring. If a full-wavelength call is in progress from node 1
to node 3, and a call request arrives between nodes 2 and 4,
then that request must be blocked.In a reconfigurable system,
both calls can be supported as shown in Figure 5.
Reconfiguring the logical topology allows traffic to optically
bypass intermediate node electronics,thereby minimizing the
number of electronic ports necessary. In the example above,
by reconfiguring the logical topology, the traffic from node 1
to node 3 optically bypasses node 2, thereby allowing the port
at node 2 to carry traffic from node 2 to node 4. Similarly, the
traffic from node 2 to node 4 optically bypasses node 3 whose
port is busy with the connection from node 1 to node 3.

In a circuit switched network, reconfiguration increases
the traffic load that the network can support for a gi ven blocking
probability. The benefits of reconfiguration can be quantified
by comparing the blocking probabilities of fixed topology and
configurable topology netwo r k s. M a ny researchers have studied
blocking probabilities for WDM networks with and without
wavelength changers [6,7,8,27,28].This prior work, however,
assumed that wavelengths were the most precious network
resource.Therefore,in analyzing blocking probability previous
r e s e a r c h e rs assumed that a call between a source and destinat i o n
would be accepted if a wavelength was available between the
source and destination, and blocked otherwise.This ignored
the possibility of calls being blocked due to the lack of elec-
tronic resources. H owe ve r , when considering a multi-hop circuit

switched network, calls can be blocked even when wave-
lengths are available.A call may be blocked when ports on the
source or destination nodes are occupied or when an inter-
mediate node has no ports available, as demonstrated in the
e x a m p l e . By reconfiguring the logical topology such that traffic
optically bypasses intermediate nodes whenever possible, the
number of ports required to sustain each call is minimized. In
order to analyze the blocking probability in a system where
both wavelengths and electronic ports are limited,a model for
blocking probability that takes into account both restrictions
is needed.

In [9] an approximate model for blocking probability in
such a network was developed. The model developed in [9]
assumes that calls arri ve according to a Poisson process, u t i l i z e
a full wavelength, and have exponential holding times. The
model also assumes that , once placed, calls cannot be
rearranged or rerouted. Prohibiting rerouting of existing calls
eliminates the possibility of calls being adversely affected by
r e c o n f i g u r at i o n .This model is used in Figures 6 and 7 to compare
the performance of fixed topology and configurable topology
ring networks with 10 and 100 nodes. Figures 6 and 7 show
the reconfiguration capacity gain, defined as the ratio of the
traffic load that can be supported by a reconfigurable ring net-
work to that of a fixed topology bidirectional ring network, at
a blocking probability of 0.01.These graphs illustrate that the
capacity gain due to reconfiguration is most significant when
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Figure 5: Using WDM to reconfigure the electronic topology.

Figure 6: Capacity gain due to reconfiguration in a 10 node 
bidirectional ring network.

Figure 7: Capacity gain due to reconfiguration in a 100 node 
bidirectional ring network.
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the ratio of wavelengths to ports per node (W/P) is large and
the number of ports per node is small.

The results from [9] indicate that when the number of
wavelengths is much larger than the number of available ports
per node, a capacity gain on the order of N/2 can be obtained
in a unidirectional ring, where N is the number of nodes in the
network. In a bidirectional ring a factor of N/4 increase in
capacity can be obtained. Intuitively, this can be explained by
observing that when the number of wavelengths is much
greater than the number of ports per node, the system is port
limited.That is,calls are blocked only when there are no ports
available to complete the call.With a fixed topology system
configured as a unidirectional ring, each call takes an average
of N/2 hops and hence N/2 ports (transmitters and receivers).
With a configurable topology, each call only uses only one
transmitter and one receiver.Therefore,a configurable system
requires N/2 fewer transceivers per call, and can therefore
support N/2 times the traffic of a fixed topology system.
Similarly, in a bidirectional ring, each call takes an average of
N/4 hops leading to an N/4 capacity gain when the topology
is configurable.When the number of wavelengths approaches
the number of ports per node, the benefits of reconfiguration
are significantly diminished since both the configurable and
fixed topology systems are wavelength limited,and many calls
are blocked due to insufficient bandwidth availability. In fact,
in a unidirectional ring, when the number of wavelengths is
the same as the number of ports (W=P), there is no gain due
to reconfiguration because all calls must be routed in the same
direction and all of the wavelengths can be processed at all of
the nodes. In a bidirectional ri n g, as shown in Figures 6 and 7,
some gain is still obtained due to reconfiguration even when
W=P. This is because in the bidirectional topology each fiber
can support W wavelengths and so a number of different logi c a l
topologies can be realized.

4 PACKET-SWITCHED SYSTEMS 
The concept of reconfiguring the virtual topology of the

network in response to changes in traffic conditions can also
be applied to packet-switched networks (e.g.,IP networks) for
the purpose of balancing the load on the electronic routers in
the network.This is in contrast to the previous sections that
considered circuit switched networks. Consider, for example,
the network shown in Figure 8. Shown on the left (a) is the
traffic matrix denoting the traffic requirement between the
various nodes (i.e., one unit of traffic between node 1 and 4,
etc.).When this matrix is routed on the clockwise ring shown
in Figure 8b, the resulting load on each link of the ring is 3
units of traffic. Using configurable WADMs and tunable
transmitters and receivers,the logical topology of the ring can
be rearranged, as shown in (c), so that a counter-clockwise
ring results and the load on each link is only one unit of traf-
fic.This reduces the load on each of the electronic routers by
a factor of 3.

Since network delays are generally limited by the link/router
c a rrying the maximum load, it is beneficial to reconfigure the
l o gical topology to minimize the maximally loaded link2. T h e
problem of determining the optimal logical topology, h owe ve r ,i s
NP-complete [12]. T h e r e f o r e , most prior work on topology
design for WDM-based packet networks proposes heuristics for
solving the optimal virtual topology design problem [15,16].

Once the new configuration is determined, the lightpaths
from the old topology may be replaced by lightpaths for the
new configuration. However, this process of reconfiguring to
the new network topology can be disruptive to existing traffic.
Traffic must be re-routed or buffered at each node while the
transmitters and receivers are re-tuned.To minimize network
disruption, methods of migrating to the optimal topology
using a sequence of branch-exchanges (i.e., exchanging the
source and destinations of two links in the network) have been
developed [17]. Furthermore, it has been suggested that
reconfiguration occur very infrequently, for example once or
twice a day. Policies for reconfiguring when the benefits of
reconfiguration outweigh the costs were examined in [14].

Reconfiguring the logical topology infrequently, however,
may lead to logical topologies that are obsolete for much of
the time they are in use. If traffic changes rapidly, it may not
be possible, or desirable,to completely reconfigure the logical
topology of the network with every perceived traffic change.
Instead, a more gradual change in the topology may be
desired. Migrating to the optimal topology using branch-
exchange sequences as described in [15] minimizes the netwo r k
disruption at each step. However,if traffic is rapidly changing,
by the time that the new topology is implemented, the traffic
may have changed. Furthermore, intermediate steps may
leave the network temporarily disconnected.

In [18] a reconfiguration strategy is developed that
updates the logical topology via small changes at regular time
i n t e rva l s.The small changes in the topology limit the disru p t i o n
to the network,allowing reconfiguration to be employed more
regularly and consequently tracking the changes in traffic
p at t e rn s. For a network in which each node is equipped with
a single transmitter and receiver, the logical topology is itera-
tively improved using a three-branch exchange mechanism. A
three-branch exchange selects three links in the ring, for
example links a, b, and d, shown in figure 9,and reorders the
connections so that the source of link a is connected to the
destination of link b, the source of link b is connected to the
destination of link d, and the source of link d is connected to
the destination of link a. T h e r e f o r e , each three-branch
exchange maintains network connectivity while disrupting
only three links in the network.
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Figure 8: Reconfiguring the logical topology of the network
to reduce the traffic load.

Figure 9: Three branch exchange sequence.
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The algorithm in [18] performs a single three-branch
exchange at regular time intervals (e.g., one per second). At
each step, the algorithm searches for the three-branch
exchange that maximally reduces the maximum link load. In
order to evaluate the performance of the algorithm, two time-
varying traffic models were utilized. In the first traffic model,
the traffic between each node pair is independent and identically
distributed (i.i.d) according to a uniform distribution. In the
second traffic model, a number of clusters are generated (at
random locations) where the traffic amongst nodes within a
cluster is significantly greater than the traffic amongst non-
cluster nodes.This clustered or hot spot traffic model represents
the situation where a large amount of traffic may be flowing
from a source node to several destination nodes (file server
model) and also the scenario in which several source nodes
are sending large amounts of traffic to a single destination.
Furthermore,when the network nodes are aggregation points,
clustered traffic is quite natural. Under clustered traffic,
r e c o n f i g u r ation is expected to produce significant perform a n c e
gains because the logical topology of the network can be tai-
lored to the structured traffic pattern.This is in contrast to the
i.i.d traffic model in which traffic between each pair of nodes
is uncorrelated. To model the time-varying nature of traffic,
the traffic evo l ves to a new random traffic mat rix eve ry D seconds.

Since the goal of reconfiguration is to reduce the maximum
link load on the netwo r k , the performance of the algorithm can
be measured in terms of the percent reduction in maximum
load that it achieves over a fixed topology netwo r k . Figures 10
and 11 plot this reduction for i.i.d and clustered traffic, r e s p e c-
t i ve l y, assuming that the traffic evo l ves to a new random traffic
m at rix eve ry ten seconds and that a single three-branch
exchange is implemented eve ry second.This corresponds to ten
r e c o n f i g u r ation steps between two independent random traffic
r e a l i z at i o n s.The figures show the percent reduction in maximum
link load as a function of time. A l s o, s h own in the figures is the
reduction in maximum load that can be achieved if the optimal
topology is utilized at all times. As can be seen from the figures,
the algorithm tracks the optimal topology ve ry closely.
H owe ve r , it is also clear that the gain due to reconfiguration is
r ather modest when the traffic is i.i.d. In fa c t , for i.i.d traffic the
average reduction in load using the algorithm is 10% (com-
pared to a maximum gain of 11% when the optimal topology is
u s e d ) .H owe ve r , when the traffic is clustered, an average reduction
in load of 30% is achieved (compared to 31% optimal).

5 OPTICAL FLOW SWITCHING
All of the algorithms presented in this paper aim to reduce

the electronic component requirements in the network by
providing optical bypass. The ultimate form of optical bypass
is Optical Flow Switching (OFS). The basic idea behind OFS
is ve ry similar to IP switching or Tag switching that is used to
bypass IP routing in the intern e t . One of the main bottlenecks
in the present Internet is routing at the IP layer and seve r a l
methods have been proposed to alleviate this bottleneck by
switching long duration flows at lower laye rs. Tag sw i t c h i n g
uses routing protocols to predefine routes within the netwo r k
and assigns tags to the routes; packets are then switched based
on these tags avoiding the need for routing table lookups [19].
IP switching dynamically sets up layer-2 (e.g., ATM) virt u a l
circuits for connections that are perceived to be long [20].

This concept of lower-layer switching can be extended to
switching large volume and/or long duration flows at the optical
layer. That is, a lightpath can be established for large data
transactions such as the transfer of large files or long duration
and high bandwidth streams across the network.This optical
flow will bypass all of the electronics in the network and be
switched at the WDM layer as shown in Figure 12.

Unlike IP switching where an ATM virtual circuit is set
up for a perceived flow, an optical flow switching protocol

must be much more judicious in determining when to set up
such flows. Lightpaths in a network are a scarce resource that
cannot be arbitrarily assigned. In addition, without the use of
wavelength converters,it is necessary to assign the same wave-
length to a lightpath along its entire path, further restricting
the available resources for lightpath establishment.

Consequently, for optical flow switching, it may be neces-
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Figure 10: Benefits of load balancing with random i.i.d tra f f i c.

Figure 11: Benefits of load balancing with clustered traffic.

FIGURE 12: Benefits of load balancing with clustered traffic.
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sary for the application layer to inform the IP layer of the
arrival and characteristics of large flows for switching. Also,
the size of such a flow must be relatively large when compared
to the flow setup time, which will likely exceed the network
round trip delay time. In [21], a threshold mechanism is
proposed to decide whether to switch a flow optically or
e l e ctronically based on the size of the flow. The threshold is
established so that the expected delay of the message is mini-
mized, taking into account both the network congestion and
flow setup times. The threshold can be dynamically changed
based on network traffic conditions.

In addition to flow detection, an OFS algorithm must
address issues such as connection establishment and routing
and wavelength assignment. In [22] an Optical Burs t
Switching (OBS) mechanism for connection establishment is
proposed.With OBS, a control packet is sent, on an out-of-
band channel, to announce an upcoming burst.The control
packet is then followed, after a short delay to allow time for
processing the control message at every node, by a burst of
data. Since a connection is not explicitly established before
the burst is transmitted, it is possible that the control packet
may fail to reserve resources at some node along its path and
thus the burst may need to be dropped. Alternatively, one
might consider a reservation based approach which establishes
a connection before data transmission, thereby avoiding the
need to drop bursts in mid-transmission.

To create an optical flow, an appropriate route and wave-
length must be selected.To obtain optimal performance (mini-
mize blocking probability), routing and wavelength assignment
must be performed jointly [23]. Most previous work on routing
and wavelength assignment assumes the existence of perfect
network status information.That is, every node always knows
the status of all wavelengths on all links in the network. In a
practical netwo r k , this assumption is not realistic for two reasons.
First, it may not be possible for each node to maintain the
state information on the complete network and second,
inevitably, this information will be somewhat outdated due to
delays in the dissemination of status updates. The impact of
having imperfect network state information is examined in
[24], where a number of distributed approaches for optical
flow switching are described.

6 CONCLUSION
Recent advances on WDM technology have significantly

increased the usable transmission capacity of optical fiber.
However, network transmission capacity is still limited by
electronic processing capability. In fact,a dominant part of the
cost of high-speed backbone networks is in the cost of the
electronic switches, routers, and multiplexers. In order to
reduce the size and cost of these electronic components a
number of techniques have been developed that use WDM to
bypass electronic switches and routers whenever possible.This
paper surveys some of the recent work in this area, primarily
focusing on dynamic techniques that take advantage of the
configurability of WDM switches to reconfigure the electron-
ic layer topology of the network in response to changes in traffic
conditions.

Most of the concepts described in this paper are still at
their infa n cy. The work described in this paper focuses mainly
on WDM rings and assumes restri c t i ve traffic pat t e rn s. In the
future we hope to explore the application of these concepts to
more general network topologies and traffic distri bu t i o n s.
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