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A We discuss design considerations for Wavelength Division Multi-
BSTRACT plexing (WDM)-based packet networks. In the near term, such
networks are likely to consist of WDM links connected using some form of electronic mul-

tiplexing. The focus of this article is on the joint design of the electronic and optical layer
with the objective of simplifying the network and reducing the protocol stack. To that
end, we discuss the benefits of optical flow switching, network reconfiguration, traffic
grooming, and optical layer protection. We also discuss the state of all-optical packet net-

working with particular focus on Local Area Network technology.

he spectacular growth of Internet traffic has led to

a dramatic increase in demand for data transmis-
sion capacity. In fact, while not too long ago voice traffic was
predominant on the backbone networks, requirements for
data traffic will soon far surpass those for voice. In anticipa-
tion of this added demand, we have seen a tremendous
increase in the transmission capacity available in backbone
networks. The advancements in the backbone networks can be
largely attributed to developments in high-speed transmission
and switching systems. Of particular importance has been the
emergence of Wavelength Division Multiplexing (WDM)
technology, which supports multiple simultaneous channels on
a single fiber. WDM transmission systems with transmission
capacity exceeding a Tera-bit per second have been demon-
strated; and systems supporting hundreds of Giga-bits per sec-
ond are becoming commercially available. Unfortunately,
however, since much of today’s infrastructure was developed
for supporting voice traffic, it is not ideally suited for meeting
the demands of data traffic. As future networks are developed
to support the Internet, they must be designed and optimized
for that purpose.

Most of today’s data networks are supported using the
Internet Protocol (IP) and it is widely believed that IP will
remain the dominant network layer technology. However,
there are a number of issues that keep IP networks from tak-
ing advantage of the huge capacity of the underlying transmis-
sion systems. For example, in today’s internet, IP routers are
connected using additional layers of electronic multiplexing
(e.g., ATM, SONET) that were designed for supporting voice
communication and are a part of the existing network infra-
structure. These layers both add complexity and produce
unnecessary bandwidth inefficiencies. Furthermore, today’s IP
routers are difficult to scale to high data rates due to their sig-
nificant electronic processing requirements. While current
developments in IP, such as hardware routing and IP switch-
ing, promise improvements for the future, they will still be
limited by electronic processing from taking full advantage of
the capacity of WDM transmission systems.

This realization has led to a recent wave of research aimed
at eliminating the electronic layers that come between IP and
WDM. A number of IP router vendors and research institu-
tions have announced future demonstration of “IP-over-
WDM.” However, it is not clear what putting IP directly over
WDM really means. Although the multitude of electronic
layer services present in today’s networks represent a signifi-
cant “overkill,” they still serve certain functions that are
presently not a part of the IP or the WDM layers. For exam-
ple, IP transmits packets asynchronously, hence at the very
least some framing mechanism is needed in order to transport
these packets over WDM channels. Also, IP offers a connec-

tionless service and is not designed to
provide any service guarantees. While
future versions of IP are likely to pro-
vide some form of service guarantees,
today customers in need of such service
guarantees typically use an ATM or
Frame Relay connection with guaran-
teed service, on top of which they set
up their IP network. Clearly, in designing an efficient and
streamlined IP-over-WDM network it will be necessary to
somehow preserve certain functions that are presently provid-
ed by the various electronic layers.

The focus of this article is on the design of an IP network
that can take full advantage of the optical (WDM) layer. The
discussion of WDM-based packet networks can be divided
into that of Local Area Networks (LANs) and “Wide” Area
Networks (WANSs). The primary distinction between the two
is that the former consists of a shared broadcast medium (e.g.,
broadcast star), while the latter consists of multiple fiber links
that are connected to each other using switches. One vision
for such a network is an all optical network where all of the
switching is done in the optical domain. Unfortunately, how-
ever, optical packet switching technology is not yet mature.
Hence, a near-term vision is to use electronic switches to con-
nect between the different WDM channels. In that context,
the goal is to jointly design the electronic and optical layers in
order to optimize the network’s performance. In the next sec-
tion of this article we discuss issues in the joint design of the
electrical and optical layers in a WDM-based IP network; in
the following section we discuss all optical WDM-based pack-
et networks, with particular focus on WDM-based Local Area
Networks.

ELECTRONIC PACKET SWITCHING

One goal of optical packet networks is to eliminate the need
for a cumbersome electronic layer. While electronic process-
ing speeds are dramatically increasing, so is the transmission
capacity of optical systems. Inevitably, network capacity will
always be limited by the electronic bottleneck. Hence, a good
network design objective is to bypass or eliminate electronics
whenever possible. This can best be achieved by jointly
designing the electronic and optical layers so that network
functions are performed at the layer best suited to them, and
duplication of network functions at multiple layers is eliminat-
ed. In this section we discuss a number of issues in the joint
design of the electronic and optical layers of a WDM-based
packet network.

REDUCING THE PROTOCOL STACK

In the present Internet, IP services are provided using a wide
range of electronic multiplexing and switching equipment. A
typical network may include as many as three or four different
electronic multiplexing and switching layers. For example, as
shown in Fig. 1a, internet packets may be carried using Frame
Relay where the IP packets are encapsulated in frames that
are sometimes mapped into ATM cells, which, in turn, are
carried over Synchronous Optical Networking (SONET)
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transport frames. The multitude of layers
produces bandwidth inefficiencies, adds to +

1P packets of all sizes and hence must be
able to switch the packets more rapidly.
A similar concept is that of Optical
Burst Switching (OBS) [3]. With OBS, a
A control packet is sent on an out-of-band

WDM-aware channel to announce an upcoming burst.
electronic The control packet is then followed, after
layer a short delay for processing the control

the latencies of connections, and inhibits Frame
providing quality of service assurances. relay
Worse, the layers are largely unaware of +
each other, causing duplication of network

services. Alternatively, one could use the ATM
simplified protocol stack shown in Fig. 1b,

where the IP traffic is carried directly by a {
simplified electronic layer. This “new”

electronic layer must incorporate the nec- SONET

essary functions that are presently offered
by the various electronic layers (e.g., fram- +
ing and restoration). In addition, this elec-
tronic layer can be designed to allow IP to
take advantage of new optical layer ser-
vices. For the remainder of this section we @

WDM

message at every node, by a burst of data
without waiting for connection establish-
v ment. Since a connection is not set up
WDM before the burst is transmitted, it is possi-
ble that the control packet may fail to
reserve resources at some node along its
path, in which case, the burst would have
to be dropped. In order to reduce the
(b) likelihood of dropping a burst, optical

will describe optical layer services and
algorithms that can significantly improve
the performance of the network and sim-
plify the electronic layer.

OPTICAL FLOW SWITCHING

One of the main bottlenecks in the present Internet is routing
at the IP layer. Several methods have been proposed to allevi-
ate this bottleneck by switching long duration flows at lower
layers. Tag switching uses routing protocols to predefine
routes within the network and assign tags to the routes; pack-
ets are then switched based on these tags avoiding the need
for routing table lookups [1]. IP switching dynamically sets up
layer-2 (e.g., ATM) virtual circuits for those connections that
are perceived to be long [2].

This concept of lower-layer switching can be extended to
switching large volume and/or long duration flows at the
optical layer. That is, a light-path can be established for
large data transactions such as the transfer of large files or
long duration and high bandwidth streams across the net-
work. To achieve ultimate efficiencies, an optical flow
switching protocol may need to aggregate flows with similar
characteristics in order to switch them together. The sim-
plest form of this technique is to use an entire wavelength at
any given time for a single transaction. This concept can give
rise to a hybrid multi-layer switching approach in which long
duration sessions are switched at the electronic layer, and
even longer duration and higher bandwidth flows are
switched optically. While it appears that such a multi-layer
switching approach can reduce computation loads and pro-
cessing delays in networks, many issues in the design of such
a protocol remain to be resolved. Unlike IP switching where
an ATM virtual circuit is set up for a perceived flow, an
optical flow switching protocol must be much more judicious
in determining when to set up such flows. This is because
light-paths in a network are a scarce resource that cannot be
arbitrarily assigned. In addition, without the use of wave-
length converters, it is necessary to assign the same wave-
lengths to a lightpath along its entire path, further restricting
the number of available wavelengths. Consequently, for opti-
cal flow switching, it may be necessary for the application
layer to inform the IP layer of the arrival and characteristics
of large flows for switching. Also, the size of such a flow
must be relatively large when compared to the flow setup
time, which will likely exceed a round trip delay through the
network. In a sense, optical flow switching provides a step in
the direction toward all optical packet switching, the main
difference being that optical flow switching is used only for
very large transactions, and hence can tolerate the setup
time of a flow, while optical packet switching operates on

B Figure 1. a) Typical protocol
stack; b) simplified protocol stack.

delay lines can be used to temporarily
store the burst until the resources become
available.

In some ways, however, this approach
begins to resemble an optical packet-
switched network. In an optical packet-switched network the
goal is to provide the same functionality as that of an elec-
tronic packet network; hence, switches inside the network
optically route packets based on packet header information.
Presumably, the use of optical packet switching technology
would allow the network to operate at much higher speeds. In
an optical packet-switched network, all of the functions of the
network must be implemented in the optical domain. Some of
the challenges include the generation of ultra-fast pulses, syn-
chronization, high-speed switching, optical buffering and pack-
et header processing. Since implementing network functions
in the optical domain is complicated, most research efforts
toward an all optical packet network focus on implementing a
network with very limited functionality. For example, header
processing is limited to address recognition; switch buffers,
which are implemented using optical delay lines, are typically
limited to storing just a few packets; and packet routing is
predetermined. All optical-packet networking is still only at
the experimental stage and is far from being commercially
viable. The reader is referred to [4] for a comprehensive sur-
vey of optical packet switching technologies.

VIRTUAL TOPOLOGY RECONFIGURATION

In WDM networks, the physical topology is the one seen by
the optical layer. It consists of passive or configurable optical
nodes interconnected by fiber. The virtual topology, seen by
the electronic layer, consists of a set of nodes interconnected
by light-paths (wavelengths). In this way, WDM networks pro-
vide a way to interconnect electronic switches with high band-
width bit pipes without dedicating a fiber pair between each
pair of switches. However, the configurable nature of WDM
also allows the logical topology to be dynamically reconfig-
ured in response to changes in traffic conditions.

WDM networks can reconfigure light-paths, providing the
ability to dynamically optimize the network for changing pat-
terns of externally offered traffic. This is achieved by changing
the light-path connectivity between electronic switches and
routers, thereby reconfiguring the electronic virtual topology.
Light-paths can be changed via tuning of the transmitter
wavelengths in combination with frequency-selective-switches
that can alter the route of a wavelength inside the network.
For example, consider four nodes physically connected in a
ring. Assume that each node has one port (i.e., single receiver
and transmitter), and that the fiber supports two wavelengths,
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M Figure 2. Using WDM to reconfigure the electronic topology.

Al and A2. A connected, fixed logical topology must take the
form of a unidirectional ring, as pictured in Fig. 2a. If a full-
wavelength call is in progress from node 1 to node 3, and a
call request arrives between nodes 2 and 4, then that request
must be blocked. In a reconfigurable system, both calls can be
supported as shown in Fig. 2b.

Preliminary studies on reconfiguration of a WDM ring
show significant promise [5]. The work in [5] assumes that
calls take up a full wavelength and cannot be rearranged or
rerouted. The assumption about rerouting is made in order to
eliminate the possibility of calls being adversely affected by
reconfiguration. Shown in Fig. 3 is the gain that can be
achieved through reconfiguration. This gain is defined to be
the ratio of the load that can be supported by a reconfigurable
system to that of a bi-directional, fixed topology system at a
given blocking probability (a blocking probability of 0.01 is
used in Fig. 3). As can be seen from the figure, the capacity
gain due to reconfiguration is most significant when the ratio
of wavelengths to ports per node (W/P) is large and the num-
ber of ports per node is small. The results from [5] indicate
that when the number of wavelengths is much larger than the
number of available ports per node, a capacity gain on the
order of N can be obtained, where N is the number of nodes
in the network. When the number of wavelengths approaches
the number of ports per node, the benefits of reconfiguration
are significantly diminished with approximately a factor of two
gain in capacity.

Reconfiguration effectively increases the overall system
capacity by allocating bandwidth only where it is needed.
However, applying this concept to IP networks poses addition-
al complications that do not exist in a circuit switched system
and require further research. For example, how does one
determine when to reconfigure the network and how does one
prevent routing table instabilities from occurring due to rapid
topology changes. Most existing work on topology design for
WDM-based packet networks address the optimal virtual
topology design problem [6]. In [7], algorithms are developed
in order to migrate an existing network topology to another
with the minimum number of “branch exchanges” (i.e.,
exchanging the source and destinations of two links in the net-
work).

NETWORK RESTORATION

Various failures, such as fiber cuts, line-card and switch fail-
ures, and software failures, can occur that disrupt network
services. Protection and restoration are two methods networks
use to recover from these failures. Protection refers to hard-
ware-based, pre-planned, fast failure recovery. Restoration
refers to software-based, dynamic, slower recovery. Protection
is generally limited to simple topologies like rings or the inter-
connection of rings, while restoration can be applied to gener-
al mesh networks and is typically more bandwidth efficient.
Failure recovery must be done at the electronic layers in
order to recover from line card or electronic switch failures.
Electronic recovery mechanisms, e.g., as is done in SONET,
can also be used to protect against failures at the optical layer
such as a fiber cut or a malfunctioning optical switch. Howev-

er, in many cases providing recovery at the optical layer can
be more robust and efficient. For example, optical layer
recovery can protect electronic services that do not have built-
in recovery mechanisms or whose recovery mechanisms are
slow (e.g., IP). Also, in many cases, optical layer recovery is
simpler, more natural and provides enhanced reliability. For
instance, consider the case of 32 SONET rings being support-
ed over a WDM ring network with 32 wavelengths. Without
optical protection, each of the 32 SONET rings would need to
individually recover from a single fiber cut, e.g., by loop-back
in a SONET bi-directional ring network. On the other hand,
the fiber cut can be optically restored, simultaneously restor-
ing service to many electronic connections. Protection at the
optical layer has the added advantage that the failure is trans-
parent to SONET, allowing each SONET ring to individually
respond to additional failures such as a line card failure.
Providing protection at the optical layer is of paramount
importance if the goal of reducing the protocol stack is to be
achieved. In today’s networks, SONET is used primarily for its
fast recovery capabilities. If the SONET layer is to be elimi-
nated, fast recovery must be implemented at the optical layer.
Additional, slower restoration mechanisms may be provided at
the electronic (IP) layer to recover from line card failures, etc.
Recently, much attention has been paid to optical layer pro-
tection and to the interaction between the optical and elec-
tronic recovery mechanisms [8]. However, there are problems
providing protection at both the optical and electronic layers
if the layers are uncoordinated. For instance, protection can
be duplicated at both the optical and electronic layers, leading
to a 75 percent loss in efficiency (assuming 50 percent effi-
ciency for each layer of protection). In addition, differing time
scales may lead to race conditions and topology oscillations.

TRAFFIC GROOMING

In addition to its fast recovery mechanisms, SONET also plays
an important role as a multiplexer of lower rate streams. Con-
sider the situation where the optical data network is providing
a multitude of point-to-point stream connections among
routers, switches, and even end users. Unless these “users”
require full wavelength connections, sub-wavelength capacity
connections need to be allocated. This can be accomplished
through the use of SONET multiplexers that can aggregate
low rate calls on to a higher rate channel. However, if calls
are indiscriminately multiplexed on to wavelengths, then each
wavelength entering or leaving a node will need to be convert-

Capacity gain due to reconfiguration

120
100 nodes
100
!‘\ —— W/P =1
80 —a—W/P=2 [
\ —— W/P=12
£
<
(U]

=
N

0 5

3 3
10 15
Ports per node

20

W Figure 3. Performance of reconfiguration in a WDM ring net-
work.

132

IEEE Communications Magazine * March 1999



ed to electronics to make drop/forwarding decisions. Alterna-
tively, if calls are groomed with foresight onto wavelengths,
then the number of wavelengths that need to be processed at
each node can be significantly reduced.

For example, when a SONET ring network is used to pro-
vide point-to-point OC-3 circuits between pairs of nodes,
SONET Add/Drop Multiplexers (ADMs) are used to combine
up to 16 OC-3 circuits into a single OC-48 that is carried on a
wavelength. If a wavelength carries traffic that originates or
terminates at a particular node, then that wavelength must be
dropped at that node and terminated in a SONET ADM. In
order to reduce the number of ADMs used, it is better to
groom traffic such that all of the traffic to and from a node is
carried on the minimum number of wavelengths (and not dis-
persed among the different OC-48’s). Traffic grooming algo-
rithms can be designed to minimize electronic costs while
simultaneously making efficient use of wavelengths. Traffic
grooming on SONET ring networks with uniform all-to-all
traffic show a significant reduction in the number of required
ADMs [9, 10]. Figure 4 shows the significant savings in the
number of ADMs needed in a SONET ring network using an
algorithm developed in [9]. The results from [9] assume the
use of a unidirectional ring. Similar results, however, were
obtained in [10] for a bi-directional ring.

WDM-BASED LOCAL AREA NETWORKS

In the previous section we focused on the joint design of the
electronic and optical layer of a WDM-based packet network,
the intrinsic assumption being that an electronic switching and
multiplexing layer is necessary and cannot be altogether elimi-
nated. That assumption is certainly true in today’s Wide Area
Networks (WANSs) because in the wide area, packet switching
and multiplexing are needed to provide both flexible connec-
tivity and efficient use of the scarce bandwidth. Unfortunately,
optical packet switching and buffering technology is in no way
a mature technology [4]. Hence, at least in the near term,
WAN; will have to rely on electronic switching to provide
connectivity.

The future of all optical packet networks is much brighter
in Local Area Networks (LANs), because LANs span short
distances, ranging from a few meters to a few thousand met-
ters, and are an inherently shared medium. Therefore, in the
LAN there is no need for any switching or buffering inside the
network. This makes it possible to design optical LANs that
entirely eliminate the electronic layer and transmit the pack-
ets directly over the optical light-paths. In this section we dis-
cuss WDM-based LANs, where users share a number of
wavelengths, each operating at moderate rates (e.g., 40 wave-
lengths at 2.5 Gb/s each).

Typically WDM-based LANs assume the use of a broad-
cast star architecture (Fig. 6). An optical star coupler is used
to connect all of the nodes. Each node is attached to the star
using a pair of fiber, one for transmission and the other for
reception. The star coupler is a passive device that simply con-
nects all of the incoming and outgoing fibers so that any
transmission, on any wavelength, on an incoming fiber is
broadcast on all outgoing fibers. In order for nodes to com-
municate, they must tune their transmitters and receivers to
the appropriate wavelength.

A WDM LAN based on a broadcast star architecture can
provide a transmission capacity that can easily exceed 100
Gb/s. Perhaps the greatest reason preventing such systems
from emerging is the cost of WDM transceivers. In order for
a WDM LAN to allow flexible bandwidth sharing, both the
transmitter and receiver must be rapidly tunable over the
available wavelengths. Transceiver tuning times that are small-

Number of ADMs vs. nodes
160
>
140 + —— No grooming'
--m-- Lower boun
120 4 --o- - Heuristic
g» algorithm
2100 ¢
kS
5 80 r
-g 60 N 1
2 % A
a0 + e
J
20 + o
0 T T T
1 6 11 16
Number of nodes

M Figure 4. Performance of grooming in a WDM/SONET ring
network.

er than the packet transmission times are desirable if efficient
use of the bandwidth is to be obtained. With packets that are
just a few thousands of bits in length, this calls for tuning
times on the order of micro-seconds or faster. Present tech-
nology for fast tuning lasers is largely at the experimental
stage, and while such lasers are slowly becoming commercially
available, they are very expensive. Similarly, fast tuning
receivers are also complex and expensive.

It is reasonable to expect that as the commercial market
for these devices develops, their cost will decrease and they
will become more widely available. However, in the near
future, if WDM-based LANSs are to become a reality, they
must limit the use of tunable components. Discussions of
WDM-based LANSs usually classify them based on the number
and tunability of the transmitters and receivers. For example,
a system utilizing one tunable transmitter and one tunable
receiver is referred to as a TT-TR system. Similarly, a fixed
tuned system would be referred to as FT-FR. Obviously, a
FT-FR system can only use one wavelength, if full connectivi-
ty among the nodes is desired. In order to provide full con-
nectivity over multiple wavelengths, it is necessary that either
the receivers or the transmitters be tunable. Systems employ-
ing either a tunable transmitter and fixed tuned receiver (TT-
FR) or a fixed transmitter and tunable receiver (FT-TR) have
been proposed in the past for the purpose of reducing the
network costs.

Particularly attractive is the use of a fixed tuned receiver,
because with a fixed tuned receiver all communication to a
node is done on a fixed wavelength, thus eliminating the need
for any coordination before the transmission takes place. Of
course, having a fixed tuned receiver means that nodes will
have to be assigned to wavelengths in some fashion. For
example, in an N node and W wavelengths network, N/W
nodes can be assigned to receive on each wavelength. This, of
course, creates a number of complications. First, when nodes
are assigned to wavelengths in such a fixed manner, it is possi-
ble that certain wavelengths will be carrying a larger load than
others and so, while some wavelengths may be lightly loaded,
others may be overly saturated. Second, such a network is
complicated to administer because whenever a new node is
added, care must be taken to determine on which wavelength
it must be added, and a transceiver card tuned to that wave-
length must be used.

In order to obtain the full benefit of the WDM bandwidth,
a WDM-based LAN must have a TT-TR architecture. With
this architecture, some form of transmission coordination is
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necessary for three reasons. First, if two nodes transmit on the
same wavelength simultaneously, their transmissions will inter-
fere with each other (collide), so some mechanism must be
employed to prevent such collisions. Second, if two or more
nodes transmit to the same node at the same time (albeit on
different wavelengths), if that node only has a single receiver,
it will only be able to receive one of the transmissions. Finally,
in order for a node to receive a transmission on a wavelength
it must know in advance of the upcoming transmission so that
it can tune its receiver to the appropriate wavelength.

Most proposed WDM LANs use a separate control chan-
nel for the purpose of pre-transmission coordination. Often,
these systems use an additional fixed tuned transceiver for the
control channel. Alternatively, the control and data channels
can share a transceiver, as shown in Fig. 5.

In order for one node to send a packet to another, it must
first choose a wavelength on which to transmit, and then
inform the receiving node, on the control channel, of that
upcoming transmission. A number of Medium Access Control
(MAC) protocols have been proposed to accomplish this
exchange. These protocols are more complicated than single
channel MAC protocols because they must arbitrate among a
number of shared resources: data channels, the control chan-
nel, and the receivers.

Early MAC protocols for WDM broadcast networks
attempted to use Aloha for sharing the channels. With Aloha,
nodes transmit on a channel without attempting to coordinate
their transmissions with any of the other nodes. If no other
node transmits at the same time, the transmission is success-
ful; however, if two nodes transmit simultaneously, their trans-
missions “collide” and both nodes must retransmit their
packets. In order to reduce the likelihood of repeated colli-
sions, nodes wait a random delay before attempting retrans-
mission. When the load on the network is light, the likelihood
of such a collision is low. However, with increased load such
collisions occur more often, limiting network throughput. Sin-
gle-channel versions of Aloha have a maximum throughput of
approximately 18 percent. A slotted version of Aloha, where

channels [11]. In order for a transmission to
be successful, the following sequence of
events must take place. First, the transmis-
sion on the control channel must be success-
ful (i.e., no control channel collision); second, the receiving
node must not be receiving any other transmission at the
same time (i.e., no receiver collision); and last, the transmis-
sion on the chosen data channel must also be successful. In a
system that uses Aloha for both the control and data chan-
nels, it is clear that throughput will be very limited. It has
been shown that systems using slotted Aloha for both the data
and control channel achieve a maximum utilization of less
than 10 percent.

In view of the above, a number of MAC protocols that
attempt to increase utilization by coordinating and scheduling
the transmissions more carefully have been proposed [11]. For
example, the protocol in [12] uses a simple master/slave
scheduler as shown in Fig. 6. All nodes send their requests to
the scheduler on a dedicated control wavelength, A¢. The
scheduler, located at the star, schedules the requests and
informs the nodes on a separate wavelength, A¢, of their turn
to transmit. Upon receiving their assignments, nodes immedi-
ately tune to their assigned wavelength and transmit. Hence
nodes do not need to maintain any synchronization or timing
information. By measuring the amount of time that nodes
take to respond to the assignments, the scheduler is able to
obtain an estimate of each node’s round-trip delay to the hub.
This estimate is used by the scheduler to overcome the effects
of propagation delays. The system uses simple scheduling
algorithms that can be implemented in real-time. Unicast traf-
fic is scheduled using first-come-first-serve input queues and a
window selection policy to eliminate head-of-line blocking;
multicast traffic is scheduled using a random algorithm [13].
Simulations show that the total system delay is relatively low
even at high traffic loads [12].

We should point out, however, that despite their appeal,
WDM-based LANS still face significant economic challenges
because the cost of WDM transceivers (especially tunable
transceivers) is far greater than the typical cost of today’s
LAN interfaces. Since tunable WDM transceivers are just
beginning to emerge in the marketplace, it is difficult to
provide an accurate cost estimate for these devices, but it is
certainly in the thousands of dollars. While a 100 Gb/s LAN
is very attractive, few would be willing to pay thousands of
dollars for such LAN interfaces. Hence, in the near-term it
is reasonable to expect WDM LANSs to be used only in
experimental settings or in networks requiring very high
performance. However, as the cost of transceivers declines,
it is not unlikely that this technology will become commer-
cially viable.

CONCLUSION

Since their inception, the premise of optical networks has
been to eliminate the electronic bottleneck. Yet all-optical
networks have failed to emerge as a viable alternative to elec-
tronic networks. This can be attributed to the tremendous
increase in the processing speeds and capacity of electronic
switches and routers and the fact that all-optical packet net-
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working is still at the experimental stage. Nonetheless, the
enormous capacity and configurability of WDM can be used
to reduce the cost and complexity of the electronic network,
paving the way to even faster networks.

In order to achieve these cost savings, it will be useful to
jointly design the electronic and optical layers of the networks
so that they can take advantage of the capabilities of one
another. One important objective in this joint design is to
reduce the multitude of layers that are used in today’s net-
works, while preserving their functionality. For example, in
order to eliminate the need for SONET equipment, it will be
necessary for the optical layer to provide fast recovery mecha-
nisms; traffic grooming algorithms can be used to reduce the
need for electronic multiplexers, and optical flow switching
techniques may help reduce the size and complexity of IP
routers.

While in the near term optical networking will only be
used as a physical layer beneath the electronic network,
researchers are aggressively pursuing all-optical packet-
switched networks. Such networks are most likely to emerge
in the local area, where a broadcast architecture can be used
without the need for optical packet switching. In recent years,
a number of protocols have been proposed for WDM-based
LANSs using a simple broadcast star architecture. Such WDM-
based LANSs can achieve throughputs exceeding 100 Gb/s
without the need for any high-speed electronics in the net-
work.
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