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Abstract —
We study the problem of communication reliabil-

ity and diversity in multi-hop wireless networks. Our
aim is to develop a new network model that better
takes into account the fading nature of the wireless
physical layer. To that end, we use the outage prob-
ability model for a fading channel to develop a prob-
abilistic model for a wireless link. This model estab-
lishes a relationship between the link reliability, the
distance between communicating nodes and the trans-
mission power. Applying this probabilistic model to a
multi-hop network setting, we define and analyze the
end-to-end route reliability and develop algorithms
for finding the optimal route between a pair of nodes.
The relationship between the reliability of the optimal
route and the consumed power is studied. The idea
of route diversity is introduced as a way to improve
the end-to-end route reliability by taking advantage
of the wireless broadcast property, the independence
of fade state between different pairs of nodes, and the
space diversity created by multiple relay nodes along
the route. We give analytical results for the improve-
ments due to route diversity in some simple network
topologies. Our results suggest that route diversity
can fundamentally change the trade off between reli-
ability and power in a multi-hop network.

I. Introduction

The area of ad-hoc and sensor networks has received a lot
of attention in the research community over the past several
years. In this paper, we look at the problem of routing and
reliability in these networks.

Motivated by models for the propagation of electromag-
netic signals in space, the amount of energy required to estab-
lish a link between two nodes is usually assumed to be pro-
portional to the distance between the communicating nodes
raised to a constant power. This fixed exponent, referred to
as the path-loss exponent, is usually assumed to be between 2
to 4. In this model, it is assumed that the information is re-
ceived by the intended destination with certainty if the source
transmits the information at a minimum power level dictated
by its distance to the intended destination. We refer to this
model as the deterministic link model in this paper since the
set of nodes that receive the transmitted information is known
with certainty based on the transmission power level chosen
by the transmitter.

The deterministic model for a wireless link, however, may
not be very realistic for describing one of the most important
effects in wireless communication, the multi-path fading. The
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received signal in a wireless link is the sum of signals reflected
by different scatterers in the propagation environment. A link
is said to be in a deep fade state when the reflected signals add
destructively at the receiver. Naturally, a higher transmission
power is required to establish a link between two nodes when
the channel between them is in deep fade. Since the fade state
of a link changes over time, the amount of energy required to
transfer a unit of information between any two nodes changes
over time as well. The simple deterministic model for a wire-
less link does not take into account this time varying nature
of the wireless propagation medium.

Depending on how fast channel changes occur, the time
varying nature of the wireless channel can be addressed in
two different ways. If the channel changes relatively fast, cod-
ing can be done to average the effect of fading. This type of
averaging effect is the motivation behind the ergodic capacity
model for fading channels (see [9]). To achieve this type of
average behavior, however, long delays might be imposed on
the transmission. In situations where the ergodic capacity is
achievable, the deterministic model for the wireless link may
still be applicable with some minor changes. We will not get
into the details here as our goal in this paper is to propose an
alternative model for a wireless link which is more suitable for
scenarios in which this type of average behavior is not appro-
priate. The case of delay sensitive data and slowly changing
channel is one example.

An alternative model for the wireless link is based on the
outage probability formulation, see [9], [5], and [6]. In this
model, the instantaneous capacity of a wireless link is treated
as a random variable. A link is said to be in outage when the
instantaneous capacity supported by the link is less than the
transmission rate. The reliability of a link, i.e. the probability
of correct reception at the receiver, is modeled as a function
of the transmission rate, the transmitted power, the distance
between the communicating nodes, and the channel fade state.
In this paper, we assume that the fade state is not known
to the transmitter. Under this setting, the transmitter can
control the probability of successful reception at its intended
receiver by adjusting the transmission rate or power. We refer
to this model as the probabilistic link model.

There are several ways to avoid losing data when the chan-
nel is in outage, such as coding over a long period of time, em-
ploying ARQ protocols, or obtaining transmitter side channel
information. However, in this study, we focus on the reliability
of a link without using any of these techniques. This approach
allows us to isolate the issue of obtaining diversity through
routing, and the results developed here can be readily applied
in combination with other forms of diversity techniques.

Our analysis starts by looking at the reliability of a point-
to-point communication link.

In section II, we develop a model that relates the channel
fade state and the distance between the communicating nodes
to the probability of successful reception. This would give us



the mathematical formulation for the probabilistic link model.

In section III, we extend the probabilistic link model to a
network setting. In a network setting, we first define and
analyze the reliability for a fixed route and then develop
algorithms for finding the optimal route between a source-
destination pair of nodes. The trade-off between route reli-
ability and consumed power is studied. To our knowledge,
this is the first attempt to introduce the concept of route re-
liability and the end-to-end reliability versus power trade-off
in a network setting. More precisely, this is the first time
that network layer routing algorithms and route properties,
such as reliability and power, are studied based on the out-
age probability model at the physical layer. This model has
the potential to open the door for a wide-range of research on
wireless network reliability.

In section IV, we introduce the idea of route diversity as
a way to improve route reliability by taking advantage of the
wireless broadcast property and the independence of fade state
between different pairs of nodes. We give analytical results on
improvements due to route diversity in some simple network
topologies and show how route diversity can fundamentally
change the trade-off between the route reliability and the con-
sumed power.

The idea of route diversity is motivated by the work done
in [1], [2], [3], and [4]. Most pervious results have been fo-
cused on two-hop networks, and the analysis has been based
on the information theory results for relay channels. Refer-
ences [1], [2], and [3] look at the effect of cooperation among
nodes in increasing the capacity or reducing the outage proba-
bility in a fading network. In [1] and [3], the authors described
several protocols for taking advantage of this type of diversity
in an ad-hoc network. They look at the trade-off between the
capacity and the outage improvement in a two-hop network.
This analysis ignores the deterministic part of link attenuation
due to the distance between nodes and assumes all link fading
factors are independent and identically distributed Rayleigh
random variables. While [4] looks at the asymptotic benefit of
relay nodes in improving the capacity in an ad-hoc network.
Their analysis only takes into account the deterministic part
of link attenuation due to the distance between nodes. Their
results mainly deal with how the capacity scales as a function
of the number of nodes in the network.

II. Probabilistic Link Model

In this section, we develop the analytical framework for the
probabilistic link model. This framework determines the re-
lationship between the probability of successful reception, the
distance between the communicating nodes, and the transmis-
sion power in a point-to-point single-user flat Rayleigh fading
link. We model the received signal as:

y = a x + η, (1)

where x is the transmitted signal, η is the additive received
noise, a is the signal attenuation due to propagation in the
wireless point-to-point link, and y is the received signal. We
assume the received noise, η, is zero mean additive white
Gaussian noise with average power of σ2

η. In general, attenu-
ation, a, depends on the distance between the communicating
nodes and the fade state of the channel. We use d to repre-
sent the distance between the communicating nodes and f to
represent the fading state of the channel. To emphasize this

dependence, we express a explicitly as a function of these two
parameters:

y = a(f, d)x + η. (2)

In a system with mobile nodes and a constantly changing prop-
agation environment, both f and d change over time. How-
ever, we assume a system where f and d remain constant for a
long period of time compared to a typical transmission block
length. Furthermore, we assume that the transmission blocks
are long enough that coding can be done to average over the
Gaussian noise. Given these assumptions, the link between
two nodes is a simple AWGN channel and the capacity, i.e.
the amount of information that can be reliably transmitted
through this channel (see[11]), is given by:

C(f, d, |x|2, σ2
η) = log(1 +

|a(f, d)|2|x|2
σ2

η
) (3)

To simplify this notation, we decompose a(f, d) into two inde-
pendent components corresponding to the small scale fading
and the large scale path loss (see [10]). More specifically, we
assume:

|a(f, d)|2 =
|f|2
dk

, (4)

where k is the propagation power loss exponent, usually as-
sumed to be between 2 to 4. Simplifying the capacity formula
using this form for a, and simplifying the notation by using
|x|2
σ2

η
= snr, we get:

C(f, d, snr) = log(1 +
|f|2
dk

snr)· (5)

II.A Outage Formulation

Eq. (5) gives the instantaneous capacity of the point-to-
point link defined by (2). An outage event is said to have
occurred (see [5]) when the transmission rate, R bits/channel-
use, is above the instantaneous capacity of the link, i.e.

{Outage} def
= {C(f, d, snr) < R}. (6)

One parameter of interest in communication systems is the
probability of error at the receiver. An error occurs if the
channel is in outage or if the channel is not in outage but
there is a decoding error. In our analysis, we assume that
the probability of decoding error is almost zero when chan-
nel is not in outage. Under this assumption, outage is the
dominating error event. Hence:

PError ≈ P(Outage)

We focus our attention on calculating the outage probability.
Based on the definition given in (6), the outage probability is
given by:

POutage = P{C(f, d, snr) < R}

= P{log(1 +
|f|2
dk

snr) < R}

= P{ |f|
2

dk
<

2R − 1

snr
}· (7)

Similar to the approach taken in [1] and other works in this
area, we normalize the transmission rate by absorbing its effect
into the snr term. So we define:

snrnorm1 =
snr

2R − 1
· (8)



Equation (7) simplifies to:

POutage = P{ |f|
2

dk
<

1

snrnorm1
}· (9)

For the case that fading, f, is random and distance, d, is known
to the transmitter, the outage probability simplifies to:

POutage = P

(
|f|2
dk

<
1

snrnorm1

)

= F|f|2(
dk

snrnorm1
)·

where F|f|2 is the CDF of |f|2. In our analysis, we model fad-
ing as a Rayleigh random variable. For Rayleigh fading with
E

[
|f|2

]
= µ, the CDF is given by:

F|f|2(x) = 1− exp(− x

µ
)·

Hence:

POutage = 1− exp(− dk

µ snrnorm1
). (10)

To simplify the notation, we can absorb the effect of µ into
the value of snrnorm1 by defining snrnorm2 as:

snrnorm2 = µ snrnorm1·
For notational convenience, we drop the subscript in the sub-
sequent analysis. The probability of successful reception, or
equivalently the reliability, for a Rayleigh fading link with
fixed distance is given by the following simple expression:

PSucc(d, snr) = exp(− dk

snr
)· (11)

Since snr is related to the transmission power, through sev-
eral levels of normalization to take into account the noise
power and the fading parameter, µ, we use this quantity as
a proxy for the consumed power in this paper. Furthermore,
we assume that the noise power and the fading parameter are
constant across the network, hence, in the network scenario
that will be discussed shortly, the total snr can be used as a
proxy for the total consumed power.

II.B Link Outage-Power Trade-Off

Using (11) to find the expression for link outage probability,
we have:

POutage(d, snr) = 1− exp(− dk

snr
)

≈ dk

snr
·

where the approximation is valid for high enough values of

snr such that dk

snr
is small. For a point to point link with a

single transmitting and receiving antenna, it is known that
the outage probability decays as snr−1 in the high-snr regime.
See [8] for advanced coverage of this topic and the effect of
multiple antennas on this relationship. In the next section,
we look at a similar relationship for a multi-hop route.

III. Reliability at the Network Layer

A multi-hop route is a sequence of nodes through which the
information is relayed from a source node, s, to a destination
node, d, i.e.

Route = (r0, r1, · · · , rh−1, rh),

where, r0 = s, rh = d, and h is the number of hops. We assume
the network operates based on a time division protocol under
which successive transmissions along a route happen in consec-
utive transmission slots. Route (s, r1, · · · , rh−1, d) is identical
to a sequence of h point-to-point links, where for the ith link,
relay i− 1 is the transmitter and relay i is the receiver, snrri−1ri

is the transmitted signal-to-noise power, and dri−1ri is the dis-
tance between the nodes. We define the event of successful
end-to-end transmission as the event that all h transmissions
are successful and the End-to-End Reliability is defined as the
probability of this event. We assume that the fading factors
for different links are independent and identically distributed
Rayleigh random variables. Based on this assumption and us-
ing results from (11), the end-to-end reliability can be written
as:

Reliability(r0,r1,···,rh−1,rh) =

h∏
i=1

exp

(
− dk

ri−1ri

snrri−1ri

)

= exp

(
−

h∑
i=1

dk
ri−1ri

snrri−1ri

)
. (12)

The corresponding total amount of power spent for successful
end-to-end transmission is:

SNR
(r0,r1,···,rh−1,rh)

Total =

h∑
i=1

snrri−1ri · (13)

In the subsequent analysis, we use the route reliability de-
fined by (12) and the route outage probability, ρ, given below
interchangeably.

ρ(r0,r1,···,rh−1,rh) = 1− Reliability(r0,r1,···,rh−1,rh). (14)

There are three different questions in connection with the
end-to-end reliability and power that we consider:

1. What is the end-to-end reliability if the maximum trans-
mitted power per link is fixed?

2. What is the minimum total power required to achieve
a guaranteed level of end-to-end reliability?

3. What is the maximum end-to-end reliability for a fixed
total power?

The first problem is motivated by the fact that in some cases
the transmitted power by each node might be limited due to
hardware constraints or to limit the interference level to other
nodes. The second problem is a power allocation problem,
where the objective is to minimize the total consumed power
subject to a guaranteed level of end-to-end reliability. The
last problem is also a power allocation problem, where the
objective is to maximize the end-to-end reliability of a route
subject to a total power constraint. The last two problems
might be of interest in cooperative networks where each node
is equally likely to be source, destination, or relay of the traf-
fic. In these scenarios, it is reasonable to minimize the total
consumed power subject to a reliability constraint, problem
2, or maximize the end-to-end reliability subject to a total
consumed power, i.e. problem 3.



1. Maximum End-to-End Reliability for a Fixed
Maximum Transmission Power Per Link

Assuming the transmitted signal-to-noise ratio at each
link is limited to SNRLink−Max, the corresponding route
reliability can be readily calculated using (12). For a
fixed route, (r0, r1, · · · , rh−1, rh), the end-to-end reliabil-
ity is given by:

Reliability(r0,r1,···,rh−1,rh) = exp

(
−

∑h

i=1
dk
ri−1ri

SNRLink−Max

)
. (15)

According to this expression, the end-to-end reliability
is a monotonically decreasing function of

∑h

i=1
dk

ri−1ri .
This quantity can be treated as the cost metric for route
selection. The most reliable route between two nodes is
the route that minimizes this cost metric. We refer to
route selection algorithm based on this cost metric as
the Minimum Outage Route, MOR, algorithm.

Lemma 1 The most reliable route between nodes s and
d in a fixed multi-hop wireless network where the fading
parameters of different links are independent Rayleigh
random variables and the maximum transmitted snr at
each node is limited to SNRMax−Link is the route

(s, r1, · · · , rh−1, d) = (r0, r1, · · · , rh−1, rh)

that minimizes
h∑

i=1

dk
ri−1ri ,

and the reliability of this route is given by (15).

2. Minimum End-to-End Power for a Guaranteed
End-to-End Reliability

The problem of minimizing the end-to-end power for
a fixed route, (r0, r1, · · · , rh−1, rh), and fixed end-to-end
reliability, ReliabilityMin, is formulated as the following
constrained optimization problem:

min

h∑
i=1

snrri−1ri

s.t. exp

(
−

h∑
i=1

dk
ri−1ri

snrri−1ri

)
≥ ReliabilityMin· (16)

Since exponential is a monotonically increasing func-
tion, the constraint must be satisfied with equality at
the optimal solution. So, the optimization problem is
equivalent to:

min

h∑
i=1

snrri−1ri

s.t.

h∑
i=1

dk
ri−1ri

snrri−1ri

= −ln(ReliabilityMin). (17)

The Lagrangian for this problem is given by:

L(snrr0r1 , · · · , snrrh−1rh , λ)

=

h∑
i=1

snrri−1ri + λ

(
h∑

i=1

dk
ri−1ri

snrri−1ri

+ ln(ReliabilityMin)

)
.

The partial derivatives with respect to the transmitted
snr at each intermediate relay is:

∂L

∂snrri−1ri

= 1− λ
dk

ri−1ri

snr2ri−1ri

.

Setting these first order conditions to 0 and solving for
the optimal transmitted snr, we get:

ŝnrr0r1 =

√
λ dk

ri−1ri (18)

Substituting these into the constraint and solving for
the optimal λ, we get:

√
λ̂ =

∑h

i=1

√
dk

ri−1ri

−ln(ReliabilityMin)
· (19)

Substituting this back into (18), the optimal transmit-
ted signal-to-noise ratio for each node is given by:

ŝnrri−1ri =

∑h

i=1

√
dk

ri−1ri

−ln(ReliabilityMin)

√
dk

ri−1ri · (20)

The resulting optimal end-to-end power is given by:

ŜNRTotal =

h∑
i=1

ŝnrri−1ri

=

h∑
i=1

( ∑h

j=1

√
dk

rj−1rj

−ln(ReliabilityMin)

) √
dk

ri−1ri

=

(∑h

i=1

√
dk

ri−1ri

)2

−ln(ReliabilityMin)
· (21)

For easier future reference, we state this result in
lemma 2.

Lemma 2 For a fixed route (r0, r1, · · · , rh−1, rh), the
minimum required total power to guarantee the end-to-
end reliability of Reliabilitymin is

ŜNRTotal =

(∑h

i=1

√
dk

ri−1ri

)2

−ln(ReliabilityMin)
,

which is achieved when the transmission powers are al-
located such that

ŝnrri−1ri =

∑h

i=1

√
dk

ri−1ri

−ln(ReliabilityMin)

√
dk

ri−1ri ·

From lemma 2, we know that for any route,
(r0, r1, · · · , rh−1, rh), and under optimal power allocation
scheme, the total power required to achieve a desired
level of end-to-end reliability is a monotonically increas-
ing function of

∑h

i=1

√
dk

ri−1ri . Hence, the minimum
power route is the route among all possible routes be-
tween two nodes that minimizes this sum. We refer
to this route selection scheme as the Minimum Energy
Route, MER, algorithm.

Theorem 1 In a multi-hop wireless network where the
fading parameters for different links are independent
Rayleigh random variables, the minimum power route



between nodes s and d subject to the guaranteed end-to-
end reliability of ReliabilityMin is the route

(s, r1, · · · , rh−1, d) = (r0, r1, · · · , rh−1, rh)

that minimizes
h∑

i=1

√
dk

ri−1ri ,

and the corresponding end-to-end power is given by (21).

3. Maximum End-to-End Reliability for a Fixed
End-to-End Power

The problem of achieving maximum end-to-end reliabil-
ity for a fixed route, (r0, r1, · · · , rh−1, rh), and fixed end-
to-end power, SNRTotal−Max, can also be formulated as a
constrained optimization problem:

max exp

(
−

h∑
i=1

dk
ri−1ri

snrri−1ri

)

s.t

h∑
i=1

snrri−1ri ≤ SNRTotal−Max· (22)

This problem can be solved using a technique very sim-
ilar to the approach used to solve (16). Skipping the
details of the optimization solution, we simply present
the solution to (22) in lemma 3.

Lemma 3 For a fixed route (r0, r1, · · · , rh−1, rh) and for
a fixed end-to-end power of SNRTotal−Max, the maximum
end-to-end reliability is

ReliabilityOptimal = exp


−

(∑h

i=1

√
dk

ri−1ri

)2

SNRTotal−Max


, (23)

and the optimal power allocation that achieves this reli-
ability is

ŝnrri−1ri = SNRTotal−Max

√
dk

ri−1ri∑h

i=1

√
dk

ri−1ri

·

From lemma 3, we know for any route,
(r0, r1, · · · , rh−1, rh), and under the optimal power
allocation scheme the end-to-end reliability is a
monotonically decreasing function of

∑h

i=1

√
dk

ri−1ri .
Hence, the maximum reliability route is the route
that minimizes this sum. We state this result in the
following theorem.

Theorem 2 The most reliable route between nodes s
and d in a fixed multi-hop wireless network where the
fading parameters of different links are independent
Rayleigh random variables and the maximum end-to-end
power is limited to SNRTotal−Max is the route

(s, r1, · · · , rh−1, d) = (r0, r1, · · · , rh−1, rh)

that minimizes
h∑

i=1

√
dk

ri−1ri ,

and the corresponding end-to-end reliability is given by
(23).

III.A Optimal Reliability-Power Curve
Two optimization problems that we looked at in the last

section, formulated in (16) and (22), are in fact dual prob-
lems. Hence, it is not surprising that the cost metric in both
cases turned out to be

∑h

i=1

√
dk

ri−1ri . To clarify this point,
we present a graphical illustration of the relationship between
the end-to-end reliability and power under the optimal power
allocation scheme.

For any fixed route, different power allocation schemes re-
sult in different end-to-end reliability and consumed power.
If we were to characterize each power allocation scheme only
by the total consumed power and the resulting end-to-end
reliability, each allocation scheme could be represented by a
point in the two dimensional plot of the end-to-end reliability
vs. the total power. Certain allocation schemes are optimal,
i.e. either minimize the total power consumed to achieve a
guaranteed end-to-end reliability or maximize the end-to-end
reliability for a fixed consumed power.

In problem 2, we found the optimal power allocation to
minimizes the total power subject to a guaranteed end-to-
end reliability. Graphically, this optimization corresponds to
moving along the horizontal line in figure 1 and finding the
allocation scheme that minimizes the total consumed power
subject to an end-to-end reliability of Reliabilitymin. We found
that the reliability and power corresponding to the optimal
allocation are related by the following relationship:

ŜNRTotal =

(∑h

i=1

√
dk

ri−1ri

)2

−ln(ReliabilityMin)
· (24)

In problem 3, we found the optimal power allocation to max-
imize the end-to-end reliability for a given end-to-end power.
This corresponds to moving along the vertical line in figure 1
and finding the allocation scheme that maximizes the relia-
bility for SNRTotal−Max We found that the resulting end-to-end
reliability for this optimal allocation is:

ReliabilityOptimal = exp


−

(∑h

i=1

√
dk

ri−1ri

)2

SNRTotal−Max


 (25)

Clearly, the curve specified by (24) and (25) are identical. The
set of optimal power allocations can be represented by a single
curve in the two dimensional plot of the end-to-end reliability
vs. total power as shown in figure 1. We refer to this curve as
the Optimal Reliability-Power Trade-off curve.

III.B Route Outage-Power Trade-off
Similar to the case of a point-to-point link, it is insightful to

look at the trade-off between route outage and the consumed
power. This type of analysis gives insight to the required
power to achieve a desired end-to-end outage level or how fast
the end-to-end outage dacays with power.

For the case that the maximum transmitted power at each
link is limited to SNRMax−Link, (15) gives the end-to-end reli-
ability. We get more insight by looking at the route outage
probability defined in (14). Writing (15) in terms of the outage
probability, ρ, we have:

1− ρ = exp

(
−

∑h

i=1
dk

ri−1ri

SNRMax−Link

)
,

ln(1− ρ) = −
∑h

i=1
dk

ri−1ri

SNRMax−Link
.
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Figure 1: Route Reliability vs. Power

For small values of ρ, we can use the approximation of
ln(1− ρ) ≈ −ρ to simplify this relation to:

ρ ≈
∑h

i=1
dk

ri−1ri

SNRMax−Link
. (26)

The relationship between reliability and power with optimal
power allocation, i.e. the optimal reliability-power curve dis-
cussed in the last section, is given by (25). Writing (25) in
terms of the route outage probability and following a similar
approach, we find:

ρ ≈

(∑h

i=1

√
dk

ri−1ri

)2

SNRTotal
. (27)

From (26) and (27), we observe that route outage decays as
SNR−1

Max−Link and SNR−1
Total, respectively, in the high-snr regimes.

It is not surprising that we observe this type of relation as
these relationships are very similar to what we observed in the
first section for a point-to-point link. In the last section, we
see how diversity at the route level can fundamentally change
this trade-off.

IV. Route Diversity

So far in this paper, we have taken an approach in which
a multi-hop route is treated as a single end-to-end pipe. Un-
der this scenario, a successful end-to-end reception requires
all point-to-point transmissions to be successful. Even in this
very limited scheme, it possible to improve the end-to-end
route reliability by taking advantage of the wireless broadcast
property and the independence between different Rayleigh
fading links. This is the motivation behind the Route Di-
versity idea that we introduce in this section.

To clarify this idea, let’s look at a simple example. Assume
that in the network shown in figure 2, the most reliable route is
selected as shown. Without diversity, a successful end-to-end
relaying require 3 successful point-to-point transmissions. We
refer to this strategy as the Non-Diversified Routing Scheme.
Due to the broadcast and the fading nature of the wireless
propagation environment, the information transmitted by s
may be received correctly by, for example, r1 while r0 fails to
receive that information. By accounting for this possibility, as
shown in figure 3, d can receive the information directly from
s in the first transmission slot, from r0 in the second transmis-
sion slot or from r1 in the third transmission slot. We refer

s
r1

d

r0

Figure 2: Simple Route

s
r1

d

r0

Figure 3: Diversified
Route

to this routing scheme as the Diversified Routing Scheme. In
the subsequent analysis, we assume that the maximum trans-
mitted snr by each node is fixed. This is the quantity we
represented by SNRMax−Link in the previous section. However,
for simpler notation, we drop the subscript and denote this
quantity as snr in the analysis that follows. Our aim is to
find how the end-to-end outage probability varies with the
maximum transmitted power level under the diversified rout-
ing scheme and compare the result with the relation given in
(26). To further simplify the analysis, we also assume that
the path-loss exponent, k, is 2. Many of our results can be
extended to have k as a parameter. We study the benefit of
route diversity by looking at two examples.

IV.A Example 1: Two Hop-Networks

This example focuses on a 2-hop network constructed by
uniformly placing a relay node inside a circle with radius of
1 centered at the mid-point between s and d, figure 4. Based

d3

d1 d2

s d

r

Figure 4: 2-Hop Disk Network

on the results from Lemma 1, the Minimum Outage Route
(MOR) in this network is (s, r, d). The non-diversified outage
probability for this route is:

ρ
(s,r,d)
Non−Diversified = 1− PSucc(d1, snr)PSucc(d2, snr)

≈ d2
1 + d2

2

snr
(28)

where the approximation is valid in the high-snr regime. In
the diversified scheme, successful relaying requires either a
successful direct transmission, {s → d}, or successful multi-
hoping, {s → r} followed by {r → d}. The reliability of this
route is given by:

Reliability
(s,r,d)
Diversified = PSucc(d3, snr) + (1− PSucc(d3, snr))

PSucc(d1, snr)PSucc(d2, snr),

= exp(− d2
3

snr
)+



(1− exp(− d2
3

snr
))exp(−d2

1 + d2
2

snr
)

≈ 1− d2
3(d

2
1 + d2

2)

snr2
· (29)

where the approximation is valid in the high-snr regime.
Hence, the route outage probability is simply:

ρ
(s,r,d)
Diversified ≈ d2

3(d
2
1 + d2

2)

snr2
· (30)

This expression shows that the end-to-end outage probabil-
ity decays as snr−2 for the diversified routing scheme. This is a
significant improvement over the snr−1 decay observed in (28)
in the absence of diversity. It should be noted that both (28)
and (30) are valid for any two hop network. Furthermore, this
gain is achieved through route diversity and does not require
any coding, ARQ, or transmitter side information.

IV.B Example 2: Disconnect Probability

Consider a network in which nodes are distributed on a line
and the distance between neighboring nodes are independent
exponential random variables with parameter λ. Assume that
the destination is located a large number of hops away to the
right of the source node. Although it may be possible to cal-
culate the exact end-to-end outage probability as a function
of the maximum transmitted power level, the location of the
relay nodes, and the number of hops, we will take a different
approach in analyzing the benefit of route diversity in this net-
work. We define the disconnect event for a node as the event
that the node is not connected to any node located to its right.
Without diversity, this event is equivalent to the event that
the link between the node and its immediate right neighbor is
in outage, see figure 5. With diversity, however, this event is
equivalent to the event that all the links between the node and
all the nodes to its right are in outage, see figure 6. Clearly
the second event has a lower probability as it is a subset of the
first event. We are interested in analytically calculating these
probabilities and observing how these quantities depends on
the snr.

0

Figure 5: Disconnect, No-
Diversity

0

Figure 6: Disconnect,
with Diversity

For a given network realization, i.e. given the distance to
the neighboring node is dr, the probability of the disconnect
event without diversity is given by:

PNo−Diversity
Disconnect (snr, dr) = 1− PSucc(dr, snr)

= exp(
−d2

r

snr
) (31)

Calculating the probability of the disconnect event with diver-
sity requires a different approach. We start by dividing the
line into segments of length δ. For small values of δ, the num-
ber of nodes in a line segment of length δ is approximately
a Bernoulli random variable, i.e. there is a node in a seg-
ment with probability λδ or there is no node with probability
1− λδ. Furthermore, the number of nodes in non-overlapping

line segments are independent random variables, see [7] for
details. This approximation is prefect for the derivation that
follows as we will take the limit of δ → 0 to get the desired
result. For small values of δ, let’s define the disconnect event
for segment located at distance mδ away from the transmit-
ter as the event that the information is not received by any
node located in the line segment (mδ, (m + 1)δ]. This event
includes both the case that there is no node in this line seg-
ment or there is a node and the transmission fails due to bad
fading. The probability of this event can be calculated as:

PDisconnect(mδ, snr) = 1− PSucc(mδ, snr)λδ

where Psucc(d, snr) is given in (11). Let PDisconnect(x, y, δ, snr) be
the probability that the information transmitted by a node
located at location 0 is not received by any node between (x, y]
where this segment is broken down into segments of length
δ. This probability can written in terms of PDisconnect(mδ, snr)
calculated above as:

PDisconnect(x, y, δ, snr) =

y
δ∏

i= x
δ

PDisconnect(iδ, snr)

Taking the natural log of both sides, we get:

ln(PDisconnect(x, y, δ, snr)) =

y
δ∑

i= x
δ

ln(PDisconnect(iδ, snr))

=

y
δ∑

i= x
δ

ln(1− PSucc(mδ)λδ).

Taking the limit δ → 0:

ln(PDisconnect(x, y, snr)) = −
∫ y

x

λ PSucc(l, snr)dl (32)

where we used the approximation of ln(1− x) ≈ −x for small
values of x in the last step. For the case when the path-loss
exponent k = 2, the above integral can be easily calculated
based on the complementary error function:

ln(PDisconnect(x, y, snr))

= −λ
√

snr

∫ y√
snr

x√
snr

e−t2dt.

= −λ
√

πsnr

2

(
erfc

(
y√
snr

)
− erfc

(
x√
snr

))
(33)

Let PDisconnect(snr) be the disconnect probability, i.e. the prob-
ability that a node is not connected to any node to its right.
Assuming an infinitely long line, this probability is obtained
by evaluating (33) for x = 0 an y = ∞. We have:

ln(PDisconnect(snr)) = ln(PDisconnect(0,∞, snr))

= −
√

π λ2snr

2

Hence:

PDisconnect(snr) = exp

(
−
√

π λ2snr

2

)
(34)

Comparing (31) and (34), it is clear that without diversity, the
disconnect probability decays exponentially with snr−1 while



with diversity, the disconnect probability decays exponentially
with

√
snr. It should be noted that we arrived at this result

without making any high-snr assumption. Furthermore, re-
sult is valid for any network realization, which adds to its
significance.

V. Summary and Conclusions

We studied the problem of route reliability in a multi-hop
wireless network. Our analysis started by looking at the reli-
ability of a point-to-point communication link. Based on this
analysis, we proposed a new probabilistic way of looking at
a wireless link. We used this probabilistic model to look at
the reliability in a wireless network. In that context, we first
defined and analyzed the reliability for a fixed route and then
developed algorithms for finding the optimal route between
a source-destination pairs of nodes. We looked at three dif-
ferent formulation for the routing problem: finding the most
reliable route for a fixed maximum transmitted snr per link,
finding the most reliable route for a fixed end-to-end power,
and finding the minimum power route for a guaranteed end-
to-end reliability. We showed that the last two problems are
dual of each other. Based on this duality, we found the op-
timal trade-off curve between the end-to-end reliability and
the end-to-end power consumption. It was shown that the
trade-off between the end-to-end reliability and the consumed
power in a route is very similar to the trade-off between the
transmission power and reliability in a link.

The idea of route diversity was introduced as a way to im-
prove the end-to-end reliability by taking advantage of the
wireless broadcast property and the independence of the fade
parameters between different pairs of nodes. We gave analyt-
ical results for improvements due to route diversity in some
simple network topologies.

The model proposed in this paper can open the door to a
new area of research on communication reliability at the net-
work layer. The trade-off among different route properties,
such as the end-to-end reliability, the delay, or the total con-
sumed power should be studied to help draw a better picture
of the actual limits of communication in a multi-hop wireless
network. In this context, route diversity appears to have the
potential to fundamentally change these trade-offs.
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