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Abstract
Underwater acoustic communications are characterized by
a long propagation delay and limited bandwidth. Power
consumption is an additional constraint for underwater net-
works. Network layer schemes for that minimize both trans-
mission time and power consumption are thus of inter-
est. Conventional routing schemes have limitations in both
power consumption and delay performance. Application of
network coding schemes in rateless fashion results in better
delay performance; however, power consumption is greater
than for most routing schemes when the network is lightly
loaded. This paper proposes a new method for network cod-
ing that relies on implicit acknowledgements to improve
power consumption performance. Numerical results demon-
strate superior performance of the scheme proposed. The
method is also applicable to other wireless channels.

Categories and Subject Descriptors CR-number [subcat-
egory]: third-level

General Terms Performance

Keywords Underwater Acoustic Networks, Network Cod-
ing, Routing.

1. Introduction
With the advances in acoustic communication technology
the interest in study and experimental deployment of un-
derwater networks has been growing. However, underwater
channels impose many constraints that affect the design of
wireless networks. They are characterized by a path loss that
depends on both the transmission distance and the signal fre-
quency. As a result, the useful bandwidth depends on the
transmission distance[1]. In addition, underwater acoustic
propagation speed is very low, typically 1500m/s, which in-
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troduces a significant delay in data transmission between the
nodes. The low propagation speed also introduces a trade-
off between the probability of collision and packet delay in
multiple-access scenarios. Finally, underwater acoustic net-
works are constrained in terms of energy supply.This is no-
tably the case for fixed, battery-powered sensors [2]. As a
consequence, important goals in the design of an underwater
network are minimal power consumption and transmission
delay. In particular, these goals affect the design of the net-
work layer of a communication system. This layer should
reduce energy consumption while maintaining a good delay
performance [2].

In this paper, a comparison between different routing
and network coding schemes is presented for an underwater
acoustic channel, similar to the work of [3] for a wireless
radio channel. In addition, a new technique to reduce power
consumption in a network coding scenario is presented. This
technique contrasts the rateless transmission mechanism,
usually considered in network coding. It takes advantage of
the broadcast nature of the channel for the nodes to get an
implicit acknowledgment of previously transmitted pack-
ets. In Section 5, it will be shown that this technique has
transmission delay equivalent to the rateless network cod-
ing scheme but a much better behaviour in terms of power
consumption when the network is lightly loaded.

The different schemes are compared based on the time
they take to complete the transmission of a given number of
packets between a source and a sink in a network, and the
power consumption to accomplish this transmission. In par-
ticular, a concatenated relay network is considered, in which
relay nodes are located on a line between the source and the
sink. This corresponds to the case of an underwater network
with fixed sensors in which there exists one collecting node
for data, one sensor transmitting information and all other
sensors acting as relays.

The paper is organized as follows. In Section 2, a sum-
mary of previous research and basic concepts on network
coding are presented. In Section 3, a model of an underwa-
ter channel is outlined. In Section 4, a model of the network,
as well as the network layer schemes are presented. In Sec-
tion 5, the concatenated relay network is analyzed. In section
6, numerical results for transmission delay and power con-
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Figure 1. Concatenated relays network with probabilities of
successful transmission

sumption are presented for the cases studied. Conclusions
are summarized in the last section.

2. Network Coding
The concept of network coding was introduced by Ahlswede
et al[4], and is also known as coded packet networks. Net-
work coding considers the nodes to have a set of functions
to operate upon received or generated data packets. Today’s
networks would represent a subset of the coded packet net-
works, in which each node has two main functions: forward-
ing and replicating a packet. These functions refer to taking
an incoming packet and transmitting it on an outgoing link,
or several outgoing links, respectively[5]. In this case, the
network’s task is to transport information provided by the
source nodes unmodified. In contrast, network coding con-
siders information as a mathematical entity that can be op-
erated upon. Work in [6] and [7] showed that linear codes
over a network are sufficient to implement any feasible mul-
ticast connection. Also, [7] provides an algebraic framework
for studying this subset of coded networks. In both of these
cases, the nodes are considered to transmit a linear combi-
nation of the packets previously received.

Let us consider the following example in a wireless sce-
nario to illustrate the advantages of network coding. Let us
assume a network with three nodes (Figure 1). Since nodes
communicate using a lossy wireless medium, there exists
a certain probability pi,j that a transmission will be suc-
cessfully received at node j when i transmits. For simplic-
ity, let us consider symmetry in the transmission links, i.e.
pi,j = pj,i. If a common routing scheme is chosen, a path
is selected to transmit a packet from node 1 to 3. Assuming
that the optimal path is to go from node 1 to 2 and then from
2 to 3, and that a packet A1 has arrived at node 1, this node
will try to transmit the packet to node 2. If this transmis-
sion is unsuccessful (Figure 2(a)), node 1 will try again. Let
us assume that packet A2 has arrived at node 1 before the
first retransmission. Figures 2(b)-(c) show transmission of
A1 once the packet has been successfully received at nodes
2 and 3, respectively. Once packet A1 has arrived to node
3, the transmission process will be repeated for A2 (Figure
2(d)).

When network coding is used, there is no path selec-
tion. Packet A1 might thus arrive at node 3 even if the link
between 1 and 2 is down during that transmission (Figure
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Figure 2. Routing example: wireless scenario. Arrows indi-
cate the availability of links. The four diagrams correspond
to four instants in time

3(a)). Also, when packet A2 arrives at node 1, as in the pre-
vious case, a coded packet α2A1 + β2A2 is transmitted (Fig-
ure 3(b)). This coded packet will have certain probability of
getting from 1 to 3 directly or going through 2. If the link
between node 1 and 3 is down, under the same conditions as
in the routing case, both A1 and A2 will be received (Figure
3(c)) at node 3, while in routing only packet A1 has been re-
ceived. A worst case scenario for network coding would be
to have p1,3 = 0 and packet A2 received at node 1 after A1

has been received at node 3. But this will yield the same de-
lay as in routing. Thus, under the same conditions, network
coding will have at most the same delay as routing. This im-
proved performance is explained by the ability of network
coding to send data through links different from the optimal
path selected by routing, and transmission of coded packets.

3. Channel Model
An underwater acoustic channel is characterized by a path
loss that depends on both the distance l and signal frequency
f as:

A(l, f) = lka(f)l (1)

where k is the spreading factor and a(f) is the absorption
coefficient [1]. The spreading factor describes the geometry
of propagation, e.g. k = 2 corresponds to spherical spread-
ing, k = 1 to cylindrical spreading, and k = 1.5 to practi-
cal spreading. The absorption coefficient can be expressed
in dB/km using Thorp’s empirical formula for f in kHz:

10 log a(f) = 0.11 f2

1+f2 + 44 f2

4100+f2

+2.75 · 10−4f2 + 0.003 (2)
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Figure 3. Network coding example: wireless scenario. Ar-
rows indicate the availability of links. The diagrams corre-
spond to three instants in time
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Figure 4. Concatenated relays network

for frequencies above a few hundred Hz. The noise in an
acoustic channel can be modeled through four basic sources:
turbulence, shipping, waves, and thermal noise, which re-
sults in a probability sprectral density (p.s.d) that decays
with frequency at approximately 18dB/dec [1]. The fact that
the signal attenuation and the noise power depend on the
frequency causes a frequency dependent SNR. Assuming a
constant signal p.s.d, the SNR observed over a distance l is

SNR(l, B(l)) =
P (l)

B(l)

∫
B(l) A−1(l, f) df∫

B(l) N(f) df
(3)

where P (l) and B(l) are the power and the bandwidth chosen
for the distance l. If B(l) and P (l) are fixed the SNR at a
different distance l′ in terms of SNR(l, B(l)) is

SNR′(l′, B(l)) = SNR(l, B(l))

∫
B(l) A−1(l′, f) df∫
B(l) A−1(l, f) df

(4)

Finally, the equivalent bit SNR Eb/N0 is defined as

Eb

N0
= SNR′(l′, B(l))

B(l)

C(l′, B(l))
(5)

where

C(l′, B(l)) =

∫
B(l)

log2

[
1 +

P (l)

A(l′, f)N(f)B(l)

]
df (6)

Note that l′ could be different from l. This corresponds to a
situation in which the bandwidth is calculated for a particular
distance, but the current node is at a different distance.

4. Network Model
The network considered in this paper is shown in Figure
4. There is a receiving or data collecting node, and all the
information is destined to it. If a node b is closer than node a

to the collecting node, a is said to be upstream with respect
to b, and b is said to be downstream with respect to a.

Every node in a routing scheme will have data to be trans-
mitted downstream and upstream, which corresponds to data
packets and acknowledgment packets, respectively. In net-
work coding, each node is transmitting a linear combination
of the packets in its queue. If a node has m data packets in
its queue, it will transmit a coded packet with m degrees of
freedom (DOF). In a unicast scenario with transmission of a
known number of packets, any coded packet with m DOF
contains the first m data packets coming from the source
node. For this study, six approaches to unicast have been
considered. The first four approaches consider different rout-
ing schemes. The remaining two approaches consider net-
work coding in a rateless fashion and with the implicit ac-
knowledgment scheme:

1)Routing using end-to-end acknowledgement: The
source node transmits the same packet until it receives an
acknowledgement from the sink. All other nodes behave as
relays. These relays will also transmit the acknowledgement
from the receiving node to the source node. In this case, a
relay node will stop transmitting the packet once the end ac-
knowledgment reaches it. It will transmit the acknowledge-
ment packet until it overhears an upstream node transmitting
the acknowledgement or when a new data packet is received.

2)Routing using windowing: If the source node has
more than one unacknowledged packet to transmit, it can
transmit as many as a window size W cyclically, i.e. in ev-
ery transmission it will send a different packet from the
first unacknowledged packet i with the following sequence
i, i+1, ..., i+W − 1, i, i+1.... When a packet reaches the re-
ceiving node, this packet will be stored and an acknowledge-
ment of the last ordered packet will be send. For example,
if the collecting point has received packets 1,2,3,5 and 7, it
will send an acknowledgement of packet 3 until it receives
packet 4. If packet 4 is received but packet 6 has not arrived,
it will send acknowledge of packet 5.

3)Routing using link-by-link acknowledgement: Every
time a node receives a packet, it will retransmit the packet
and send an acknowledgement to the previous node. Once a
packet has been acknowledged, the node can start transmit-
ting a new data packet in its queue. If it has no new packets
to transmit, it will only transmit if a node upstream sends
new information, or sends a previous packet, in which case
the node will acknowledge this packet.



4)Routing using link-by-link acknowledgement, op-
portunistic: This scheme is similar to (3). However, all
the nodes eavesdrop on the packets of nodes farther down-
stream. For example, if node i sends an acknowledgement
of packet k to node i − 1, and node i − 2 has not received
an acknowledgement of that packet from node i− 1, and has
overheard this transmission it will also consider packet k ac-
knowledged.

5)Network coding in rateless fashion: Once a relay
node gets its first coded packet, which means at least one
degree of freedom, it will transmit until the receiving node
sends a confirmation that all the information has been re-
ceived, i.e. all degrees of freedom have arrived. The same
happens at the source node. This strategy assumes that there
is a mechanism that informs the collecting node about the
number of degrees of freedom that constitute the total mes-
sage or that this number is fixed a priori. The receiving node
in this scheme will not transmit until all packets have been
received.

6)Network coding with implicit acknowledgement:
This scheme is similar to (5). However, nodes eavesdrop
on other transmissions if they are in range. If a node receives
from a node further downstream the same, or greater num-
ber of degrees of freedom than what the node has, it will
stop transmitting and update its information, if necessary. It
will resume transmitting if an innovative packet is received
from a node upstream. The sink (data collecting) node will
retransmit its degrees of freedom when a coded packet is
received.

5. Analysis
The network can be modeled as a set of states § = S1S2...;
a set of rules that govern the transition between those states,
and a set of probabilities to transit from a state to the next.
The state S(t) is given by the information on the packets or
DOF that each node of the network has at any given time t.
The rules that govern the state transitions are directly related
to the network layer scheme used. Finally, the transition
probabilities are related to the rules and the probabilities
of successful packet transmission through the underwater
channel.

For routing, the state at any time t is of the form S(t) =

(~r(t),~a(t)) where ~r(t) = (r1, r2, ..., rN )T (t) and ri(t) shows
the number of packets or the number of the packet, depend-
ing on the scheme, received by the i − th node in the net-
work; ~a(t) = (a1, a2, ..., aN )T (t) is similar but refers to the
acknowledgement information received by the nodes; N is
the number of nodes in the network.

For network coding, the state at any time t is of the form
S(t) = (~dof(t)) where ~dof(t) = (dof1, dof2, ..., dofN )(t)

and dofi(t) shows the number of DOF present in the i − th

node of the network. Again, N is the number of nodes in the
network.
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Figure 5. MAC layer.

As an example of a set of rules, let us study the routing
using link-by-link acknowledgements and the network cod-
ing in rateless fashion schemes. Let us enumerate the nodes
in an increasing order from the source to the sink node, i.e.
source is node 1 and the collecting point is node N . For rout-
ing with link-by-link acknowledgement the rules are:

1)ri(t) ≥ rj(t), for i < j

2)ri(t) ≤ ri(t + t0), for t0 > 0

3)ri(t) ≥ ai(t)

4)ai(t) ≤ ai(t + t0), for t0 > 0

5)ri+1(t) ≥ ai(t) and ri+1(t) ≤ ai(t) + 1

6)While ri(t) > ai(t), node i transmits
7)If i receives successful ACK packet from i + 1,
then ai(t) = ai(t) + 1

8)If i receives successful data packet from i− 1,
then ri(t) = ri(t) + 1

9)If ri(t) = ai(t), i transmits if i− 1 sends old packet

For network coding in rateless fashion:

1)dofi(t) ≥ dofj(t), for i < j

2)dofi(t) ≤ dofi(t + t0), for t0 > 0

3)If dofi(t) > 0, node i transmits
4)If i receives successful coded packet from j, and
dofi(t) < dofj(t), then dofi(t) = dofj(t)

6. Numerical Results
The MAC layer of the system is assumed to implement
polling with equal opportunities for each node to have access
to the medium with equal priority. In each transmission slot,
a packet is transmitted that includes new data to downstream
nodes and acknowledgement data to upstream nodes (Figure
5). In the case of network coding the downstream (data) and
upstream (acknowledgement) information is embedded in a
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Figure 6. Average number of steps vs load for a 6 node net-
work, transmitting 10 packets using optimal power calcula-
tion

single packet. This transmission packet will contain a lin-
ear combination of all the packets in the queue of the trans-
mitting node (DOF). The polling order assumes knowledge
of the position of the nodes. It assigns the channel going
from the source node to the sink node, and then starts over,
as seen in Figure 5. For numerical computations, the initial
node with slot assignment is uniformly chosen between all
nodes in the network.

In these computations, it is assumed that the maximum
distance between nodes is 20 km. Distances between nodes
in the concatenated relay network are uniformly distributed
between zero and the maximal distance. It is assumed that:
time T (Figure 5) is large enough to avoid collisions; packet
generation at the source node is a Bernoulli process with
Psource as the probability of generating a new packet every
T ; packets have 1000 bits; bit errors occur independently;
PSK modulation is used; the minimum SNR required for
correct transmission is SNR0 = 20dB. Two approaches
are considered for the computations. The first approach as-
sumes that nodes have prior knowledge of the distance to
their closest neighbors. Therefore, the power is calculated to
reach both the closest upstream and the downstream neigh-
bor, i.e. the farthest of the closest neighbors, with SNR0.
This ensures that there is connectivity between the source
to the collecting node. Also, the transmission band is se-
lected to be optimal for this case. The second approach uses
a fixed power for all nodes. In this case, bandwidth is opti-
mized for the maximum distance and the fixed power value
is computed to reach that maximum. As in the previous ap-
proach, power is computed to achieve SNR0. For conve-
nience, power consumption is calculated using the approxi-
mation proposed in [1], i.e. P (l) = pl2.22 with p = 106.78dB

re µPa. Probability of successful transmission over the link
from node i to j is obtained from the probability of bit er-
ror by PSuccess(i, j) = (1− Pbit error)

n given the assump-
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Figure 7. Average power consumed by node vs load for a 6
node network, transmitting 10 packets using optimal power
calculation

0.05 0.1 0.15 0.2 0.25
0

0.5

1

1.5

2

2.5

3

3.5

x 10
14

Load (Psource)

Po
w

er
 (u

Pa
)

Routing Link−by−Link
Routing Link−by−Link oportunistic
Routing End−to−End ACK
Routing Windowed
Network Coding Implicit ACK
Network Coding Rateless

Figure 8. Average power consumed by node vs load for a 6
node network, transmitting 10 packets using optimal power
calculation: Detail for Psource between 0.02 and 0.25

tions, where n is the number of bits in the packet. Pbit error
is calculated using the standard PSK bit error probability
and the equivalent Eb/N0defined in equations (4)-(6). Mea-
surements considered in these computations are 1) average
number of steps T until the last packet of the transmission
reaches the receiving node, and 2) average power consumed
by a node in the network to complete this transmission.
These computations have been carried out for different loads
(Psource), number of nodes in the network, and number of
packets to be transmitted.

Figure 6 shows that both network coding schemes have
less or equal delay, measured in time slots T , than the stud-
ied routing schemes for different packet generating loads
Psource. For small Psource (light load) there is little differ-
ence between any of the schemes. However, when Psource
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Figure 9. Average number of steps vs total number of
nodes in the network, transmitting 10 packets generated with
Psource = 0.2 using optimal power calculation
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Figure 10. Average power consumed by node vs total num-
ber of nodes in the network, transmitting 10 packets gener-
ated with Psource = 0.2 using optimal power calculation

increases, i.e. there is more load to the network, routing
schemes settle to a minimum fix delay, whilst network cod-
ing schemes decrease for all Psource ∈ (0, 1]. This means that
routing schemes have a minimum transmission delay for a
file of a fixed number of packets to be transmitted. This min-
imum transmission delay is related to the scheme used and
number of nodes that form the network. Network coding has
a smaller delay for large Psource because it can exploit the
ability to send coded packets. Note that both network cod-
ing schemes have very similar behavior in mean steps T for
every value of Psource considered.

Figure 7 shows that for small Psource the proposed
scheme with implicit acknowledgement has a better per-
formance than any of the routing schemes, and a much
better performance than network coding in rateless fashion
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Figure 11. Average number of steps vs number of packets
in an 8-node network, transmitting 10 packets using optimal
power calculation and Psource = 0.2
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Figure 12. Average power consumed by node vs number of
packets in an 8-node network, transmitting 10 packets using
optimal power calculation and Psource = 0.2

(See Figure 8 for more detail). Given that the delay perfor-
mance was found to be equivalent in both network coding
approaches, implicit acknowledgement will have an overall
better performance. For larger Psource, the rateless scheme
requires less power than the scheme proposed, although both
decay similarly. This is explained by the fact that the last
node in rateless network coding does not transmit until it
has all packets, whilst with implicit acknowledgement, the
last node will transmit a coded packet every time it receives
a new packet. This difference will be negligible when the
number of nodes increases.

In Figures 7 and 6 there is little difference between
the routing using link-by-link acknowledgement without
and with opportunistic behavior. In fact, in all Figures both
curves overlap producing a black filled-squares curve. This



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

100

200

300

400

500

600

700

800

900

1000

Load (Psource)

S
te

p 
U

ni
ts

 (T
)

Routing Link−by−Link
Routing Link−by−Link oportunistic
Routing End−to−End ACK
Routing Windowed
Network Coding Implicit ACK
Network Coding Rateless

Figure 13. Average number of steps vs load for a 6 node
network, transmitting 10 packets using fixed power in all
nodes
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Figure 14. Average power consumed by node vs load for a
6 node network, transmitting 10 packets using fixed power
in all nodes

can be explained by the high SNR0 considered in the com-
putations. A similar overlapping occurs for network cod-
ing schemes in some regions. In this case, the overlapping
produces a curve with filled diamonds. Relation between
delay and power consumption, with respect to the size of
the network is shown in Figures 9 and 10, respectively,
for Psource = 0.2. Note that average delay increases for all
schemes, but it increases with a far lower rate for network
coding. Among the routing schemes, routing with link-by-
link acknowledgement has the best performance. Also, aver-
age power consumption increases with the number of nodes
in any routing scheme. However, network coding diminishes
power requirement per node when the number of nodes in-
creases. Figures 11 and 12 show the relation between delay
and power consumption with respect to the number of pack-
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Figure 15. Average number of steps vs number of nodes
in network, transmitting 10 packets using fixed power in all
nodes and Psource = 0.2
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Figure 16. Average power consumed by node vs number of
nodes in network, transmitting 10 packets using fixed power
in all nodes and Psource = 0.2

ets transmitted. Note that for network coding both of these
figures increase at a much slower rate than for any of the
routing schemes.

Similar results have been obtained for the case of nodes
transmitting with fixed power (Figure 13, 14, 15, 16). The
main difference between this results and the ones of the
previous approach is the increased power consumption.

7. Discusion
Implicit acknowledgement implementation for a straight-
line concatenated relay network is straigth forward. How-
ever, when nodes are distributed in more complex struc-
tures or with no particular structure, implicit acknowledge-
ment will require more carefull considerations. For exam-
ple, should a node wait until all downstream or descendant



nodes have achieved the same rank (same number of DOF)
as that node for it to stop transmission or would a subset
of descendant nodes (e.g. one downstream node) suffice to
obtain good performance and connectivity? Should the net-
work try to acquire some knowledge of its topology to im-
plement implicit acknowledgement? if so, at what cost?

Subgraph analysis and distributed algorithms in [5] could
provide means to determine the time a node should stop
transmiting, e.g. if a cut in the network has achieved a cer-
tain rank, all previous nodes stop transmiting and allow the
cut to continue the forwarding process. Although a rateless
transmission is used, the implementation could make use of
knowledge of the rates of the subgraph connections to im-
prove performance through implicit acknowledgement.

8. Conclusions
Several network layer schemes have been compared for
an acoustic concatenated relay network. Network coding
schemes were shown to have a significant advantage in
transmission delay at high traffic loads. At light loads (low
Psource) average transmission delay for a specified number
of packets is equivalent for both routing and network cod-
ing, because it is influenced by the packet generation process
more than by the network topology. Although at light loads
transmission delay difference between the schemes consid-
ered is small, average power consumption by node is not.
A conventional rateless network coding scheme for this uni-
cast scenario yields a higher power consumption. Network
coding with implicit acknowledgement has the lowest power
consumption per node for all the schemes studied. For high
loads (high Psource), rateless network coding has a smaller
power consumption because the receiving node does not
transmit until all expected packets have been received. Net-
work coding with implicit acknowledgement constitutes a
good approach for maintaining a low transmission delay and
a low power consumption per node for the studied range of
Psource.

Numerical results show that increasing the number of
nodes increases average power consumption per node in all
routing schemes under this setup. Note that increasing the
number of nodes increases the physical coverage of the net-
work. If a fixed distance between source and sink is main-
tained, average power consumption per node diminishes if
optimal power is used. For both network coding approaches
increasing the number of nodes produces a reduction in av-
erage power consumption per node.

For numerical results, comparison between the different
schemes was carried out considering a fixed T . This unique
parameter favors routing in the performance comparison. If
a downstream and upstream transmission time is consid-
ered for routing( i.e. having Td and Tu, possibly of different
length in which each node could transmit downstream and
upstream data, respectively) it would introduce more delay
in transmissions. Network coding does not require this addi-

tional complexity in the MAC layer, thus having even better
performance.

The work presented in this paper is not confined to the
case in which the nodes are on a straight line. Given the work
in [8], a wireless network can be organized as a concatenated
relay network with the nodes aware of their upstream and
downstream nodes, without physically being distributed in a
straight line. Therefore, implicit acknowledgement is a valid
and implementable method for more complicated networks.
Also, implicit acknowledgement provides a possible exten-
sion to CodeCast [8] to reduce power consumption. Further-
more, implicit acknowledgement allows to save resources,
e.g. memory required in the nodes, and rate adaptation fol-
lowing a similar analysis as in [9]. Finally, note that network
coding with implicit acknowledgement is not limited to un-
derwater channels and will have similar performance for any
other wireless channel.
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