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Abstract. ArgTrust is an implementation of a formal system of argu-
mentation in which the evidence that influences a conclusion is modu-
lated according to values of trust. This paper reports on a user study,
conducted with twenty-two human subjects, which was designed to ex-
plore how effective ArgTrust is as a decision-support tool. Results of the
study are presented, including analysis of participants’ decision choices
and opinions about the tool. Preliminary lessons respecting the use of
argumentation for interactive decision support tools are extrapolated.

1 Introduction

In systems of argumentation in which arguments are constructed from logical
statements [5, 31], an important feature is the way in which elements of the
arguments—the premises and rules from which they are constructed—have a
bearing on the quality of the arguments. Premises may be undermined and
hence defeated. Conclusions may be rebutted, and rules themselves may be un-
dercut. This relationship between the parts and the whole, combined with the
relationship between the trust individuals place in information and the prove-
nance of that information [13], has led us to suggest the use of argumentation
in situations where trust in information is critical [36, 37]. The key idea is that
since argumentation tracks the data used in deriving conclusions, if that data
could be related to the sources from which it comes, information about those
sources could be used in reasoning about the conclusions.

We subsequently developed a formal argumentation system [42] that allows
information about sources—represented in the form of the “trust networks” that
are standard in the literature of reasoning about trust—to be combined with
arguments. This formal system was implemented in a software system called



ArgTrust [38]. In the work presented here, we report on a user study designed
to explore how effective ArgTrust is as a decision-support tool for humans. In
particular, the aim of the user study was to gather information about how people
reason, how they make decisions in uncertain situations, and how they explain
their decisions. Participants (i.e., human subjects) used the ArgTrust software
tool to help visualise a scenario and make sense of information presented that
describes elements of the scenario in different ways.

The remainder of this paper is structured as follows. We start in Section 2
with a brief description of the ArgTrust system. Then, Section 3 describes the
design of the user study, and Section 4 gives the results of the study. Related
work is highlighted in Section 5, and then Section 6 concludes.

2 ArgTrust software tool

This section briefly describes the ArgTrust software tool and the underlying
formal model.

2.1 Theoretical basis

Our formal argumentation system [42] starts with the idea that we want to
represent the beliefs of a set of individuals, Ags, where each Agi ∈ Ags has
access to a knowledge base, ∆i, containing formulae in some language L. An
argument is then:

Definition 1 (Argument). An argument A from a knowledge base ∆i ⊆ L is
a pair (G, p) where p is a formula of L and G ⊆ ∆i such that:

1. G is consistent;
2. G ` p; and
3. G is minimal, so there is no proper subset of G that satisfies the previous

conditions.

G is called the grounds of A, written G = Grounds(A) and p is the conclusion
of A, written p = Conclusion(A). Any g ∈ G is called a premise of A. The key
aspect of argumentation is the association of the grounds with the conclusion,
in particular the fact that we can trace conclusions to the source of the grounds.

The particular language L that we use is LDHC the language of defeasible
Horn clauses—that is, a language in which formulae are either atomic proposi-
tions pi or formulae of the form pi ∧ . . . ∧ pn ⇒ c, where ⇒ is a defeasible rule
rather than material implication. Inference in this system is by a defeasible form
of generalised modus ponens (DGMP):

p1, . . . , pn pi ∧ . . . ∧ pn ⇒ c
c (1)

and if p follows from a set of formulae G using this inference rule alone, we
denote this by G `DHC p.
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Fig. 1. Social network. Trust is propagated using tidal trust (see text).

The set of individuals, Ags, are related to each other by a social network that
includes estimates of how much individual agents trust their acquaintances, as
illustrated in Figure 1. Nodes represent individuals and links between them are
annotated with the degree to which one individual trusts another, represented
as values between 0 and 1. The input to the network (i.e., information known
a priori) consists of the nodes and the solid edges. The output of the network
(dashed edges) is the degree of trust inferred between any two nodes in the
network. We could, for example, apply TidalTrust [12] to propagate trust values
through the network and relate agents that are not directly connected in the
social network.

In decision-making situations, argumentation can help in two ways. First, it
is typical that from the data a given individual Agi has about a situation, we
can construct a set of arguments that may conflict with each other. We might
have an argument (G, p) in favour of some decision option, and another argument
(G′,¬p) against it (in this case, we say that the arguments rebut each other). We
might also have a third argument (G′′,¬g) where g ∈ G is one of the grounds of
the first argument (in this case we say that (G′′,¬g) undermines (G, p)). Finally,
we might have a fourth argument (G′′′,¬i) where i is one of the conclusions to
one of the defeasible rules in (G, p). (This is another form of rebut, rebuttal of a
sub-argument.) Argumentation provides a principled way—or rather a number
of alternative ways—for Agi to establish which of a conflicting set of arguments
it is most reasonable to accept [4].

Second, the grounds of an argument G, can be related back to the sources
of the information that constitutes the grounds. If that information comes from
some individual Agj that Agi knows, then Agi can weight the information ac-
cording to how much they trust Agj (an extension of Liau’s [29] principle that
you believe information from individuals that you trust). The same principle
can be applied to other sources of information5. This weight can be used to re-

5 For example, military intelligence traditionally separates information into that which
comes from human sources, that which comes from signals intercepts, and that which



Fig. 2. The example scenario

solve conflicts between arguments. It is possible to provide the decision maker
with links between information that feeds into a decision and the source of that
information, allowing them to explore the effect of trusting particular sources.

To see more concretely how this can be useful, let’s look at a simple decision-
making example, loosely based on Operation Anaconda [33] and depicted in
Figure 2. In this example, a decision is being made about whether to carry out
an operation in which a combat team will move into a mountainous region to
try to apprehend a high value target (hvt) believed to be in a village in the
mountains.

We have the following information:

1. If there are enemy fighters in the area, then an hvt is likely to be in the
area.

2. If there is an hvt in the area, and the mission will be safe, then the mission
should go ahead.

3. If the number of enemy fighters in the area is too large, the mission will not
be safe.

4. uavs that have flown over the area have provided images that appear to show
the presence of a significant number of camp fires, indicating the presence
of enemy fighters.

5. The quality of the images from the uavs is not very good, so they are not
very trusted.

6. A reconnaissance (“recon”) team that infiltrated the area saw a large number
of vehicles in the village that the hvt is thought to be inhabiting.

7. Since enemy fighters invariably use vehicles to move around this is evidence
for the presence of many enemy fighters.

8. Informants near the combat team base claim that they have been to the area
in question and that a large number of fighters are present.

comes from imagery. All of these sources can be rated with some measure of trust-
worthiness.



9. In addition, we have the default assumption that missions will be safe, be-
cause in the absence of information to the contrary we believe that the
combat team will be safe.

Thus there is evidence from UAV imaging that sufficient enemy are in the
right location to suggest the presence of an hvt. There is also some evidence from
informants that there are too many enemy fighters in the area for the mission
to be safe. Since informants are paid, their incentive is often to make up what
they think will be interesting information and so they are not greatly trusted.
However, this conclusion is supported by the findings of the reconnaissance team
who are highly trusted.

We might represent this information as follows (the numbers in parentheses
indicate the correspondence between the logic representations, below, and the
relevant piece(s) of information, above)6:

(1) InArea(enemy)⇒ HV T

(2) HV T ∧ Safe(mission)⇒ Proceed(mission)

(3) InArea(enemy) ∧Many(enemy)⇒ ¬Safe(mission)

(4, 5) InArea(campfires)

(4) InArea(campfires)⇒ InArea(enemy)

(6) InArea(vehicles)

(7) InArea(vehicles)⇒Many(enemy)

(7, 8) Many(enemy)

(9) Safe(mission)

From this information, we can construct arguments such as:

InArea(campfires),
InArea(campfires)⇒ InArea(enemy),
InArea(enemy) ∧ Safe(mission)⇒ HV T,
HV T ⇒ Proceed(mission)

 , P roceed(mission)


which is an argument for the mission proceeding, based on the fact that there
are campfires in the area, which suggest enemy fighters, that enemy fighters
suggest the presence of an HVT, and that the presence of an HVT (along with
the default assumption that the mission will be safe) suggests that the mission
should go ahead.

We can build other arguments from the available information, and, since
these will conflict, then compute a subset that are acceptable. (Approaches to
this computation are discussed in [4].) We can build other arguments from the
full information that is available. For example, from the informants’ information

6 While stressing that this is purely illustrative — a real model of this example would
be considerably more detailed.



we can conclude that there are many enemies in the area and hence the mission
will not be safe:


InArea(vehicles),
InArea(enemy),
InArea(vehicles)⇒Many(enemy)
InArea(enemy)
∧Many(enemy)⇒ ¬Safe(mission)

 ,¬Safe(mission)


This conflicts with the previous argument by undermining the assumption about
the mission being safe. Since in our scenario the informants are not highly
trusted, the first argument is not defeated and so is then acceptable. The relation
between trust in the source of an argument and defeat between arguments is ex-
plored in [37]. Given all the information from the scenario, we can also construct
an argument against the safety of the mission based on information from the
recon team. Since the recon team is highly trusted, this argument would defeat
the argument for the mission to proceed, rendering it not acceptable.

2.2 Implementation

An initial version (v1.0) of ArgTrust was described in [43]. Here we present some
aspects of the current version, v2.0. Like v1.0, this current version takes as input
an XML file in a format which we sketch here. First, we have a specification of
how much sources of information are trusted, for example:

<t rus tne t>
<agent> recon </agent>

. . .
<t rus t>
<t r u s t e r> me </t ru s t e r>
<t ru s t e e> recon </t rus t e e>
< l e v e l> 0 .95 </ l e v e l>

</t rus t>
. . .

</t rus tne t>

which specifies the individuals involved (including “me”, the decision maker)
and the trust relationships between them, including the level of trust (specified
as a number between 0 (no trust) and 1 (completely trustworthy)). The current
implementation uses these values to compute the trust that one agent places on
another using a choice of TidalTrust [12] or the mechanism described in [49].

The XML file also contains the specification of each individual’s knowledge,
for example:

<b e l i e f b a s e>
<b e l i e f >
<agent> recon </agent>
<f ac t> enemy in area </fac t>



< l e v e l> 0 .9 </ l e v e l>
</ b e l i e f >

. . .
<b e l i e f >
<agent> me </agent>
<ru le>
<premise> many enemy </premise>
<conc lus ion> not s a f e </conc lus ion>
</ru le>
< l e v e l> 1 .0 </ l e v e l>

</ b e l i e f >
. . .

</b e l i e f b a s e>

Here the numbers reflect the belief each individual has in its information about
the world.

From this data, and a query about a particular proposition, ArgTrust con-
structs arguments for that proposition by backward chaining. Once these ar-
guments have been constructed, ArgTrust examines each formula used in the
derivation of these arguments to identify if there are arguments with conclusions
that attack these formulae. Each formula in those attacking arguments are then
examined in turn. (And so on.) Once the full set of arguments is constructed,
the grounded semantics [7] are applied and the conclusions labelled in, out or
undec [4]

ArgTrust v2.0 extends the previous version [44, 42] by implementing a more
robust and flexible data model. ArgTrust v2.0 uses a SQL database and the
Python programming language (for reasons outlined below), in place of Java
(which was employed for ArgTrust v1.0 ), or instead of using a more traditional,
logic programming language. The language choice was largely made in order to
simplify the recursive methods for storing the data and traversing it in different
ways. In a mySQL7 database, we maintain arguments as a relationship to a set
of trees that represent the logical steps needed to arrive at the argument’s con-
clusion. Thus, to return to our Operation Anaconda example, the combination
of premise

InArea(campfires)

with rule
InArea(campfires)⇒ InArea(enemy)

to infer conclusion
InArea(enemy)

would be represented as a tree in which each of the above formulae was a node,
and arcs led from premise to rule to conclusion. The representation allows us
to easily overlap arguments that share predicates or rules. Thus, if we had an-
other argument with conclusion InArea(enemy), we would represent the two
arguments together as a tree with a single conclusion node.

7 http://www.mysql.com



(a) A high-level view of the argument graph

(b) A more focussed view of one argument for the mission being
unsafe.

Fig. 3. Two argument graphs from the ArgTrust interface

Another important piece of the data model is its flexibility to receive new
attributes and easily facilitate reconstructing arguments for the conclusions at
hand. For example, our experience is that users each have different senses of
what “very trustworthy” means. Therefore, we built the system in such a way
that changing values to belief levels or trust levels does not require completely
reloading the scenario, instead entails just changing a parameter value.

The underlying ArgTrust inference engine can be invoked in four different
modes: (1) as a command-line tool; (2) as a visualisation tool; (3) as an interac-
tive decision support tool; and (4) as a back-end reasoning engine. In command-
line tool mode, a user can load an XML file, modify its contents on the ArgTrust
command line, and pose queries to the inference engine. The system will respond
by outputting text that reports the status of arguments supporting the query.
In visualisation tool mode, the system produces output in a graphical display of



the resulting arguments—here the result of inference is an argument graph (see
below) like that in Figure 3(a). In interactive decision support mode, users step
through a decision scenario and analyse it interactively. In back-end reasoning
engine mode, ArgTrust is called by another program—which might itself have an
interactive front-end. Input is in the form of an XML file, as with the previous
three modes; and output is also presented in the form of an XML file, where the
burden of communicating the content of the output to a human user becomes
the responsibility of the calling program. An example of this mode has been im-
plemented and tested in related work involving a human-robot environment [3].

In visualisation and interactive decision support modes, ArgTrust makes use
of argument graphs to visualise complex scenarios and assign probabilities to
all the possible outcomes. These graphs, which are distinct from the attack
graphs common in the literature and which are also often called “argument
graphs”8, represent the relationship between the facts and rules that make up
the arguments, and the relationships between the arguments themselves. A full
explanation of the graphs can be found in [42], along with the translation into
graph-theoretic terms of the usual ideas of extension and the acceptability of
arguments.

The next section, below, describes the user interface developed for the in-
teractive decision support mode. Then, Sections 3 and 4 describe a user study
designed to evaluate the effectiveness of this mode.

2.3 User interface

The interactive decision support mode of ArgTrust v2.0 includes an interface
which allows users to manipulate the argument graphs at different levels of de-
tail, and to focus on individual components of an argument, in order to better
understand a scenario in its entirety and reach an informed conclusion.

When used in this mode, there are four main components to the ArgTrust
interface, each accessed by clicking on tabs in the user interface:

– Review Scenario tab: This component shows the text-based narrative de-
scribing a scenario and allows users to read through it before progressing.
This tab is persistent, allowing users to revisit the scenario text at any time.

– Review Trust/Beliefs/Rules tab: These three tabs allow a user to change
the belief level for each individually trust/belief/rule from a specified agent.
The corresponding sentence in the scenario is displayed as well, facilitating
the user’s ability to set the level more accurately. After setting a belief level,
the user can navigate to one of the last two tabs to see how it impacts the
argument. This process can be iterative, as the user understands and learns
their own process for defining belief and trust levels.

– Trust+Beliefs tab: In this part of the system, the combination of an agent’s
trust values and belief values are displayed to illustrate the belief value for the
decision maker in a particular proposition. The goal is to fill the logical gap

8 See, for example, Figure 1 in [47].



between setting trust values and belief values by displaying the combination
of both.

– Argument Graph tab: This component displays the argument graph that
corresponds to the scenario. Scenarios are broken down into arguments which
are built from bits of knowledge (e.g., facts or evidence), rules (or be-
liefs), and the resulting conclusions. Facts and rules are linked to individuals
(sources of information or agents). Arrows connect facts, rules and conclu-
sions together to form a chain. A chain is referred to as an argument. (A
chain can have only one arrow linking two nodes, or multiple arrows link-
ing more than two nodes.) Each argument ends in a conclusion, and every
conclusion is assigned a probability. The user can control the amount of
information displayed in the graph by selecting “zoom level” and “detail”
options and “focus”.
• Zoom-level and Detail-level controls: Located in the upper right-hand
corner of the argument graph panel are the zoom and detail controls. The
zoom buttons allow users to visually zoom in and out of the graph (i.e.,
magnifying the visual display, but not changing the content). The detail
slider allows users to adjust the level of detail displayed in the graph (i.e.,
changing the content to be more refined or more abstract). At the highest
level of detail (most abstract), only the conclusions and their corresponding
probabilities are displayed. Alternatively, at the lowest level of detail (most
refined), all sources, i.e., agents, beliefs, facts, rules are shown.
• Focus controls: The focus feature, located in the sidebar, enables users to
focus on individual arguments of a graph. The graph updates to highlight
the chosen conclusion or piece of knowledge, allowing users to focus in on
that particular piece of the scenario.

3 User study design

We conducted a user study designed to evaluate the effectiveness of the ArgTrust
interactive decision support mode. Two scenarios were developed for the user
study, including narratives and logical representations of information contained
in each narrative, such as in the example outlined in Section 2.1. One scenario
is short, relatively simple and was designed as a training exercise; the other
scenario is longer, more complex and was designed as an evaluation exercise.

The user study procedure involved multiple steps. First, participants were
asked to provide demographic (e.g., gender and age) and background (e.g., level
of experience working with computers and decision-making tools) information
by filling out a “Demographic and Background” survey, for statistical purposes
in order to describe the population of human subjects and to satisfy report-
ing requests by funding agencies. Then participants completed a short training
exercise, using the short and simple scenario mentioned above (shown in Fig-
ure 4), to familiarise them with the notion of decision making under uncertainty
and to give them a preliminary experience using the ArgTrust system and user
interface.



Your grandparents are coming to visit you in New York City, and they are arriving
at the airport shortly. They get anxious when visiting big cities, so you promised
to meet them at the airport and escort them to their hotel. You had planned to
take the train to the airport straight from work. Right before you planned to leave,
your co-worker tells you there was an earlier incident at a station and that train
line is experiencing delays. You text a friend, who you know lives near that train
line, to confirm. Your friend tells you that she left her house at the usual time
and arrived to work on time, without experiencing any problems with the train.
Do you risk taking the train, which may be delayed, or do you take a taxi
instead (more expensive, but quicker)?

Fig. 4. Narrative of short, simple training scenario: “Grandparents Scenario”

Next, participants were presented with a text-based narrative describing a
more complex scenario (the longer scenario, mentioned above and shown in Fig-
ure 5). They were asked to analyse the details of the scenario and come to a
decision about an action to take with respect to the scenario. Once they made
their decision, they were then asked to report on why and how they made that
decision, via an on-line “pre-survey”. Participants were asked to provide as much
detail as possible regarding their thought processes.

Finally, participants were given the same scenario and asked to reconsider
their decision, this time with the aid of the ArgTrust tool. Participants were
asked to use the ArgTrust user interface to explore the data describing the sce-
nario and then report on how they utilised the software in their decision-making
process, by completing an on-line “post-survey”. The study took approximately
60 minutes to complete.

4 User study results

The user study was conducted in three sessions, where each session was con-
ducted in a different location and involved a different set of participants. The
first two sessions were conducted in a university setting and participants were
undergraduate and graduate students: the first group were psychology students
(Group I) and the second group was computer science students (Group II). The
third session was conducted at an engineering company and participants were
technical employees of the company (Group III). Each session was conducted fol-
lowing the same procedure (outlined Section 3). Twenty-two participants com-
pleted the user study; demographics are shown in Table 1. All participants were
well educated: 12 participants had a Masters Degree or above, and 7 had a
PhD. Nobody reported previous experience with computer-based decision mak-
ing tools, but almost everyone (21 of 22) claimed prior experience with data
management tools, such as Microsoft Office. Only 2 of the 22 participants had
previously encountered the concepts of “logical argumentation” or “argumenta-
tion graphs”.



A week ago, a powerful earthquake struck Brax causing widespread devastation
to the countrys infrastructure and leaving over 10,000 dead and over 50,000 in-
jured. The two cities in Brax that were hit the hardest are Waga and Tapel. The
Braxian Government and the UN have requested global assistance to launch the
largest humanitarian relief operation ever executed. The Braxian Military, with its
extensive and modern military force and airlift capability, is leading the effort and
coordinating the international response. You are an Intelligence Analyst at your
desk in the Operations Center of the main Forward Operating Base (FOB) in
Tapel, monitoring the flow of data and reports coming in related to conditions,
casualties and relief requirements. You have direct communications with the other
FOB location in Waga, which was likewise affected by the earthquake. There are
two rebel insurgent cells operating in the region: Reds and Lions. Each one is vying
for power with the population, local and national politicians. Each one is seeking to
take advantage of the situation to consolidate their political positions and estab-
lish local control with their rebel militia forces. The rebel militia forces have access
to only small arms weapons and limited explosives. The rebel militias are stirring
up the local population to protest the incompetence of the Braxian government.
Braxian military forces are now stretched thin, trying to defend against the rebel
militia forces while, at the same time, leading humanitarian rescue efforts in the
wake of the earthquake. It has been 6 days since the earthquake hit Brax. Your
Army Commander has asked you to answer the following Priority Intelligence Re-
quirement (PIR): Which rebel militia cell is encouraging the most violence against
the Braxian government? You have the following information (the order of the
items listed is arbitrary):
– The Braxian Military reports that they have encountered many attacks/in-

cidents of violence involving Red rebels and only some incidents of violence
involving Lion rebels.

– Many incidents of violence by a rebel group imply that it is creating/encourag-
ing much violence whereas some incidents of violence by a rebel group imply
that it is not creating much violence.

– Sources of information include: Braxian Department of State, Braxian First
Responders, Braxian Officials, Braxian Civilians, International Civilians and
Open Media (like newspapers). Collectively, these sources of information re-
ports only few incidents each, which makes information from them incomplete.

– Twitter feeds are inundated with reports of violence which are often contra-
dictory. Twitter feeds are not considered very reliable.

– The Braxian Military reconnaissance reports that they have seen lots of vehi-
cles outside the Lion Headquarters both in Tapel and in Waga.

– The presence of large number of vehicles outside a rebel militia headquar-
ters can indicate that the rebel militia is planning many attacks/incidents of
violence on relief personnel.

– Members of the rebel Lion militia who are paid by the Braxian government
to inform on their comrades indicate that they have been directed to increase
violence and use small arms against the Braxian military.

– A rebel group that may be planning many attacks as well as directing its
members to increase violence could be a group that will create much violence.

You have to decide which rebel militia the Braxian Military efforts should
focus on defending against.

Fig. 5. Narrative of longer, more complex evaluation scenario: “Humanitarian Relief
Scenario”



Table 1. User study participants: 22 human subjects in total.

female male age 18 − 24 age 25 − 39
Group I: psychology students 6 0 2 4

Group II: computer science students 1 6 4 3
Group III: technical professionals 2 7 0 9

total 9(41%) 13(59%) 6(28%) 16(72%)

The detailed results of the study are available from the authors on request,
and in-depth statistical analysis of study data is underway. Here we present an
overview of the most notable findings.

1. When we look at the conclusions that participants drew about the scenario,
we find that 5 people, nearly a quarter of the test subjects, changed their
decision as a result of using the software. This suggests that presenting the
information in the argument graphs revealed things about the scenario that
were initially missed by the participants.

2. The above conclusion is supported by the result that we see in the answer
to the question “How well would you say you understood the scenario?”.
Responding on a 10−point scale, the score for Group II participants rose
from 7.9 to 8.6 and the score for Group III participants rose from 6.9 to 7.2.
However, Group I reported a decrease in understanding from 7.8 to 7.
If we look at the numbers of participants reporting an increase/decrease
in understanding rather than the average score, we find that 3 people in
Group I reported better understanding and 2 reported worse understanding,
3 people in Group II reported better understanding and none reported worse
understanding, and 3 people in Group III reported better understanding
and 2 reported worse understanding. Overall, that makes 9 reporting better
understanding and 7 reporting worse understanding.

3. We also asked participants how hard they found it to analyse the scenario.
Here the results were more mixed. Group II and Group III both showed a
decrease in difficulty from pre-software to post-software (4.7 to 4.6 and 5.4
to 5, respectively) on the same scale as before. Group I, however, showed a
large rise in difficulty (5.1 to 7).
If we again look at numbers of participants reporting, we find that 1 person
from Group I reports the task is less demanding with the software and 4
report it is more demanding, and the figures for Group II and Group III
are 4 (less demanding) and 2 (more) and 2 (less) and 2 (more) respectively.
Thus, overall, we have 7 reporting it is less demanding and 8 reporting it
is more demanding; amongst participants with technical backgrounds, more
(6) reported that the task was less demanding when using the ArgTrust
software than those who reported the task was more demanding (4).

Overall, then, the data provides evidence that participants who are presented
with argumentation-based support for making decisions found that using the
software tool helped their understanding (both directly reported and inferred



– The tool is successful in representing the factors that go into making a decision
and displaying the relationships between those facts and how the influence a
decision.

– It somewhat helped filter out the information that is not necessarily true.
– It helped me break the component information down a little bit but I had

already created an outline of my own that helped me just as much if not
more. Seeing the beliefs and the trust broken down was helpful, though.

– It helped to tell me what I’m supposed to think. . . how much I’m supposed to
trust people, and how I was supposed to interpret the statements in the given
scenario. However, it bothered me that a tool was telling me how to simplify
a complex problem, since I don’t believe the tool can possibly take all the
details and subtleties into account. but if I accept that a complex situation
can and must be simplified, then yes, the tool is helpful as a place to plug in
parameters and let it do the math.

– By breaking down the situation into smaller bits and displaying how much
you believe each situation to be true, it was much easier to make decisions
because I was considering the situation asked only, not the entire situation.

– When I put how I felt into numbers, it organized and simplified my concerns
and weighed all of the factors into the equation for me. It made it easier to
see the results.

Fig. 6. Comments from the test subjects.

from the changes made in their decisions), albeit at the cost of increased difficulty
in reaching a decision.

In addition, we can derive some support for argumentation-based decision
making from the freeform comments made by participants are given in Figure 6.
Though the comments also contain some negative sentiments, we believe that
these indicate that some users understand the benefits of structuring decisions
in the way that we do in ArgTrust.

5 Related work

There are three main areas of work that are related to the results reported here:
modelling trust; reasoning about trust using argumentation; and argumentation-
based decision making. We briefly cover each of these below.

5.1 Modelling trust

As computer systems have become increasingly distributed, and control of those
systems has become more decentralised, computational approaches to trust have
become steadily more important [15]. Some of this work has directly been driven
by changes in technology, for example considering the trustworthiness of nodes
in peer-to-peer networks [1, 9, 22], or dealing with wireless networks [14, 23, 41].
Other research has been driven by changes in the way that technology is used,



especially involving the Internet. One early challenge is related to the estab-
lishment of trust in e-commerce [32, 39, 50], and the use of reputation systems
to enable this trust [25, 26]. Another issue is the problem of deciding which of
several competing sources of conflicting information one should trust [2, 6].

Additional issues have arisen with the development of the social web, for
example, the questions of how social media can be manipulated [27, 28] and how
one should revise one’s notions of trust based on the past actions of individu-
als [17]. In this area is some of the work that is most relevant for that we describe
here, work that investigates how trust should be propagated through networks
of individuals [16, 19, 24, 49], and we have drawn on this in our implementation
of ArgTrust.

5.2 Reasoning about trust using argumentation

The second area of work to consider is that which looks at the use of argu-
mentation to handle trust. While the literature on trust is considerable, prior
work on argumentation and trust is much more sparse. Existing work includes
Harwood’s application of argumentation techniques to networks of trust and dis-
trust [18], Stranders’ coupling of argumentation with fuzzy trust measures [40],
Matt’s [30] combination of arguments with statistical data to augment existing
trust models, Villata’s use of metalevel argumentation to describe trust [46],
and Oren’s [34] coupling of argumentation and subjective logic (used in [19] to
handle trust measures). However, none of this covers the same ground as our
work.

5.3 Argumentation-based decision making

The third area of work to consider is that on argumentation-based decision
making. Here the work by Fox and colleagues [8, 10] showed that constructing
arguments for and against a decision option, and then simply combining these
arguments9 could provide a decision mechanism that rivalled the accuracy of
probabilistic models. This basic method was extended in [11, 35] to create a
symbolic mechanism that, like classical decision theory, distinguished between
belief in propositions and the values of decision outcomes, while [20] showed
the usefullness of arguments in communicating evidence for decision options
to human users. More recent work on argumentation and decision making is
described in [21, 45].

The relationship that we consider between argumentation and decision-mak-
ing is different from all of this work. All the above work tries to build argu-
mentation systems that identify the best decision to take. Even [20], which is
closest to what we are doing, tries to identify the best decision and explain it to
a human user in terms the human can understand. In work that evaluates the
effectiveness of the systems, the aim is to show that the system gets the deci-
sions right [8, 48]. Our focus, in contrast, is just to present information and test

9 Even the very straightforward mechanism of counting arguments for and against.



whether the users find the information to be useful—whether it helps them to
feel more comfortable with their decisions, and whether they alter their opinion
as a result of being able to use our software tool to visualise and manipulate the
information on which they base their decisions.

6 Summary

We have described the ArgTrust v2.0 software system designed to help users
balance information from multiple sources and draw conclusions from that in-
formation. The system can be invoked in any of four modes, one of which is
as an interactive decision support tool. A user study examining the efficacy of
ArgTrust running in this mode has been conducted and was described here.
Twenty-two human subjects participated, from three distinct groups of users.
The non-technical users had a mixed reaction to the software system, and a not
insignificant percentage of those users felt more confused about making a deci-
sion with uncertain, conflicting information after using the software. We surmise
that this is because the non-technical users were unfamiliar with symbolic rep-
resentations and graph-based visuals than technical users. In contrast, technical
users felt more comfortable with their decisions after using the software.

The conclusions we draw from these results is that perhaps non-technical
users should receive more training than is apparently necessary for technical
users. In future work, we will extend ArgTrust to operate in dynamic environ-
ments, where information changes as users are trying to make decisions. Further
user testing is also planned.
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