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## Abstract

We study various types of topological spaces with equivalence relations ("topological equivalence spaces") which arise in connection with model theory and we apply topological results and methods to the study of languages and structures.

Most of our model theoretic applications derive from consideration of the natural topological space formed by the set of countable structures of any fixed countable similarity type. Given a similarity type $p$, for illustration consisting of a single binary relation, we identify the structure ( $\omega, \mathrm{R}$ ) with the characteristic function of $R$ and form the usual topological product space $X=2^{\omega \times \omega}$.

Logic deals primarily with sets $B \subseteq X_{p}$ which are closed under isomorphism, i.e. invariant under the equivalence relation $I=$ $\{(R, S):(\omega, R) \simeq(\omega, S)\}$. While the study of the topological equivalence space $\left(X_{p}, I\right)$ in connection with model theory dates from the thirties, the subject has received increased attention since the intensive study of the language $L_{\omega l}$ was commenced in the early sixtles. One indication of the close connection between the topological equivalence space ( $X_{\rho}, I$ ) and infinitary logic is given by Lopez-Escobar's result: $B \subseteq X_{\rho}$ is an Iminvariant Borel set if and only if $B=X_{\rho} \cap \operatorname{Mod}(\sigma)$ for some sentence $\sigma \varepsilon \mathrm{I}_{\omega_{1}}(\rho)$.

Salient features of the space $\left(X_{\rho}, I\right)$ include the following:
(i) $\left(X_{p}, I\right)$ is a Polish (separable, completely metrizable) topological space and $I$ is a ${\underset{\sim}{1}}_{1}^{1}$ (analytic) subset of $X_{\rho}^{2}=X_{\rho} \times X_{\rho}$; is induced by a "Polish action", i.e., a continuous action on the Polish space $X_{\rho}$ by a Polish topological group, viz. $\omega!$, the group of permutations of the natural numbers given the relative topology from the Baire space $\omega^{\omega}$.

In the first two chapters of this work we study in turn the spaces which satisfy each of these hypotheses. In chapter III we apply some of the material from chapter II together with some additional results proved just for the logic spaces to obtain new facts in model theory.

In chapter I we study spaces ( $\bar{X}, E$ ) such that $X$ is a Polish space and the equivalence relation $E$ is a ${\underset{\sim}{i}}_{1}^{1}$ (analytic) subset of $x^{2}$. We introduce an invariant version of the prewellordering property and apply it to prove that the collections-of E-invariant ${\underset{\sim}{\sim}}_{2}^{1}$ (PCA) and $\Pi_{1}^{1}$ (CA) sets have the reduction property. Assuming projective determinacy, these results are extended to $\sum_{2 n+2}^{1}$ and $\prod_{2 n+1}^{1}$ for all $n$ e $u$. An invariant uniformization principle is also considered and shown to follow for $\sum_{n}^{1}, n \geq 2$ from the axiom of constructibility. With suitable restrictions on $X$, effective versions of all the results are obtained. These effective results are proved in a "set theoretically primitive recursive" context which has a wider applicability than the traditional "Iightface descriptive set theory."

The invariant $\pi_{1}^{1}$ prewellordering and reduction theorem is due to Solovay based on a conjecture of the author. The results on reduction
extend theorems of Vaught and Moschovachis, who proved invariant $\Pi_{1}^{1}$ reduction for the spaces ( $\left.X_{p}, I\right)$, cf. Vaught [44]; Vaught, who proved invariant ${\underset{\sim}{1}}_{1}^{1}$ and $\sum_{L_{2}^{1}}^{1}$ reduction for Polish actions, see Vaught [46] and Burgess, who proved invariant reduction for pairs of $\mathbb{m}_{1}^{1}$ sets under the hypotheses of chapter I, see Burgess-Miller [11]. The result on uniformization was obtained jointly with Burgess and appeared in [11] as did much of the material of chapter I. It extends unpublished work of Kuratowski.

Chapter II deals with Polish actions and, more generally, with spaces (X,G,J) such that $G$ is a nonmeager topological group with a countable basis, $X$ is a topological space, and $J: G \times X \rightarrow X$ is a Borel map which defines an action of $G$ on $X$. The main tool and subject of interest in this chapter is the *-transform, $B \leftrightarrow B^{*}=$ $\{\mathrm{X}:\{\mathrm{g}: \mathrm{J}(\mathrm{g}, \mathrm{X}) \varepsilon \mathrm{B}\}$ is comeager\}, which was introduced in Vaught [45]. We contribute both to the basic theory of the transform and to the list of applications of the transform to the theory of group actions. Perhaps the most important result from this chapter is the invariant version of the well-known strong $\pi_{a}^{\circ}$ separation theorem of Hausdorff and Kuratowski (cf. Kuratowski [26] or Addison [3]). $\mathbb{N}_{\alpha}^{0}(X)$ is the $\alpha$ th multiplicative level of the Borel hierarchy on $X \quad\left(\right.$ so $\prod_{\sim}^{0}{ }_{2}^{0}=G_{\delta}, \Pi_{3}^{0}=F_{\infty}$, etc.). We prove II.4.3: If $J$ is continuous in each variable, $X$ is Polish, $E_{J}$ is the equivalence relation $\{(x, y):(\exists g)(J(g, x)=y)\}$ and $1 \leq \alpha<\omega$, then disjoint $E$-invariant $\pi_{\alpha+1}^{0}$ sets can be separated by a countable alternated union of $E_{J}$-invariant $\prod_{\alpha}^{\circ}$ sets, a fortiori by an invariant $\otimes_{\alpha+1}^{0}$ set. For $\alpha=1$ the result is proved for the much wider class of equivalence spaces ( $\mathrm{X}, \mathrm{E}$ ) such that E is lower semicontinuous (open).

In chapter III we apply topological results and methods to model theory, obtaining several new results and giving new proofs of several known theorems. In the latter case, the topological proofs are generally shorter than previously known arguments. Moreover, they make explicit a causal connection between classical topological theorems and their model theoretic analogues.

Topics discussed in this chapter include a ${\underset{\sim}{\sim}}_{\alpha}^{\prime o}$ separation theorem, a recent global definability theorem of M. Makkai, a generalization of a result on the definability of invariant Borel functions due to Lopez-Escobar and a resilt on continuous selectors for elementary equivalence. Our treatment of the $\underset{\sim}{\pi}{ }_{\alpha}^{\prime} 0$ separation theorem illustrates most of the types of results proved in the chapter. $\Pi_{\alpha}^{\prime o}$ denotes the ath level of the natural hierarchy on formulas of $I_{\omega_{1}}$ in which, for ex-
 $\theta_{n \mathrm{~m}}$ finitary, quantifier-free, cf. Vaught [46]. The basic $\mathbb{\pi}_{\alpha}^{\prime o}$ separation theorem is an unpublished result of Reyes. We give two new proofs of the basic theorem: Disjoint $\underset{\sim}{\pi}{ }_{a+1}^{\circ}$ classes $(1 \leq \alpha)$ can be separated by a countable alternated union of $\pi_{\sim}^{\prime}{ }_{\alpha}^{\prime}$ classes. One proof is based on II. 4.3 ; the second is a model theoretic translation of the classical topological proof. We use some ideas of D. A. Martin to obtain an admissible version of the theorem and we apply an approximation theorem of J. Keisler to obtain the well-known finitary version (Shoenfield's $\underset{\sim}{\forall}{ }_{n}^{\circ}$ interpolation theorem). We also apply the result to study the complexity of $I_{\omega_{1} \omega}$ definitions of isomorphism types. We prove several theorems. The following is typical:
II.4.2: If a complete $L_{\omega \omega}$ theory $T$ has a countable model $O$ such that the isomorphism type of $O$ is $\underset{\sim}{\sum_{2}^{\prime o}}{ }_{2}^{\text {-over- } L_{w \omega} \text {, then } T}$


$\theta_{\text {nil }} \varepsilon L_{\omega \omega}$.
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A brief summary of this work may be found in the preceding Abstract.

Descriptive set theory deals with Borel and projective sets in metrizable spaces and especially in the spaces $\omega^{\omega}, 2^{\omega}$ and other "Polish" (separable, completely metrizable) spaces. This "classical" work goes back to Lebesgue, Lusin, Suslin, Sierpinski and others. The best known reference is Kuratowski [26]. The first application of descriptive set theory to logic was made by Kuratowski in 1933 in [25] where he defined the infinitary language $L_{\omega_{1}}$ and showed that the collection of well-orderings is not an $L_{\omega_{1}}$-elementary class. Since that time and especially during the last fifteen years, the connections between classical descriptive set theory and model theory have been studied by many authors. See, for example, Addison [2-4], Scott [38] Lopez-Escobar [28], Grzegorczyk, et. al., [16], Morley [33] and Vaught[44-46].

Some authors, notably Addison and his students, have expounded the analogies which exist between the classical theory of Polish spaces and the model theory of the finitary predicate calculus, $L_{\omega \omega}$. Other authors, such as Lopez-Escobar in [28] and Vaught in [44] have found similar analogies with the model theory of $L_{\omega_{1} \omega}$. In fact, topological considerations were an important factor leading Scott and Ryll-Nardzewski to propose $L_{\omega_{1}}$ as the "natural" infinitary first-order language in the early sixties (cf. Scott [38]).

Most recently, Vaught in [45] and [46] introduced a powerful method to show that many infinitary results can be derived from theix classical counterparts. As we shall remark in III §2 below, the
corresponding finitary theorems often follow by an approximation theorem of J. Keisler. Moreover, the theorems in logic are obtained as spectal cases of theorems about Polish actions or certain other kinds, of action spaces.

This is the type of result with which we will be primarily concerned. It accomplishes several things. First, it gives a "causal" explanation for the analogies found by previous authors. Second, by showing that certain results in model theory are special cases of general results on equivalence spaces or action spaces, it enables us to compare the restrictiveness of the hypotheses under which the general results are obtained. On the basis of this comparison, we can then classify some results as more "model theoretic" than others. Finally, it leads us to new theorems about actions or equivalence spaces as generalizations of results in model theory and to new theorems in model theory as invariant versions of classical theorems of descriptive set theory.

For a summary of the topics to be considered in this work we refer the reader to the abstract and to the table of contents. In the remainder of the introductory chapter we will establish some motational conventions and review some of the basic definitions which we will require.

Sets and Topological Spaces
ON is the collection of ordinals, each ordinal being the set of preceding ordinals. Cardinals are initial ordinals, $\omega$ and $\omega_{1}$ are the first two infinite cardinals. $\alpha, 8, \gamma$ will always be ordinals, $\lambda$ will always be a limit ordinal, $\kappa$ wili always be a cardinal. $\overline{\bar{B}}$ is the
cardinality of $B$. $P(A)=\{B: B \subseteq A\}$ and $P_{(K)}(A)=$ $\{B \in P(A): \bar{B}<x\} .(a, b)=\{\{a\},\{a, b\}\}$ and $<B_{i}: 1 \& P>=$ $\left\{\left(i, B_{i}\right): i \varepsilon I\right\} .{ }^{B} A$ is the set of functions on $B$ to A.

A topological space $X=(|X|, T)$ is a pair such that $|X|$ is a set and $T \subseteq P(|X|)$ contains $\emptyset$ and $|X|$ and is closed under finite intersections and arbitrary unions. $T$ is the collection of open subsets of $X$. $B(X)$, the collection of Borel subsets of $X$ is the smallest collection which includes $T$ and is closed under complementation and countable unions. The Borel hierarchy on $X$ is defined recursively by the conditions

$$
\begin{aligned}
& \sum_{1}^{0}(X)=T \\
& \prod_{\sim}^{0}(X)=\left\{-A: A \varepsilon \sum_{\alpha}^{O}(X)\right\} \\
& \left.{\underset{\sim}{n}(\alpha)}_{\pi^{0}}^{(X)}=\bigcup \underset{\sim}{\left\{\pi_{\beta}^{0}\right.}(\mathrm{X}): \beta<\alpha\right\} \\
& \sum_{\alpha}^{0}(\mathrm{X})=\left\{\bigcup \Phi: \Phi \in P_{\left(\omega_{1}\right)}\left(\pi_{(\alpha)}^{0}(\mathrm{X})\right)\right\}
\end{aligned}
$$

${\underset{\sim}{2}}_{0}^{0} \Pi_{3}^{0}$, etc. were classically known as $G_{\delta}, F$, etc. $A_{\alpha}^{\circ}(\mathrm{X})=$ $\prod_{\sim}^{O}(\mathrm{X}) \cap \sum_{\alpha}^{0}(\mathrm{X})$.

A function $f$ on $X$ to a topological space $Y$ is Borel measurable, (respectively $\quad \alpha$-Borel), if $f^{-1}(A) \varepsilon B(X), \quad\left(\sum_{\alpha}^{0}(X)\right)$, whenever $A \varepsilon \sum_{\sim 1}^{0}(Y)$. $f$ is a Borel isomorphism, ( $\alpha, \beta$ )-generalized homeomorphism), if $f$ is $1-1$, onto, and both $f$ and $f^{-1}$ are Borel, ( $f$ is $\alpha$-Borel, $\mathrm{f}^{-1}$ is $\beta$-Borel).

Note. Our l+a-Borel maps are "measurable at level $\alpha$ " in the terminology of Kuratowski. That is because ${\underset{\sim}{\sim}}_{1}^{O}$ is the Oth additive level of his hierarchy.
$\omega{ }^{\omega}$ and $2^{\omega}$ are the topological spaces formed on the sets
$\omega,{ }^{\omega} 2$ by taking the product topology over the discrete spaces $\omega$ and 2 .
 we say $G$ is an $I$-Boolean operation provided $s^{-1}\left(G\left(S_{i}: i \varepsilon I>\right)=\right.$ $G\left(<s^{-1}\left(A_{i}\right): i \varepsilon I>\right)$ whenever $s$ is a function on $X$ to $X$. Given a Boolean operation $G$ and $\Gamma \subseteq P(X)$ we define $G(\Gamma)=\{G(A): A \varepsilon I \quad\{ \}$ Clearly, each class $G\left(\sum_{1}^{\circ}(X)\right)$ is closed under inverse continuous images. Working with W. Wadge's theory of reducibility by continuous functions, R. Steele and $R$. Van Wesep have recently showed that in a certain natural sense, for "almost all" $\Gamma \subseteq B\left(2^{\omega}\right)$ such that $\Gamma$ closed under inverse continuous images, $\Gamma$ has the form $\Gamma=G\left(\sum_{1}^{0}(X)\right)$ where $G$ is a $\omega$ Boolean operation.
$A \subseteq X$ is mowhere dense if the closure of $A$ includes no non-empty open subset. A is meager (of first category) if $A$ is a countable union of nowhere dense sets. A is almost open (has the Baire property) if there exists an open set $O$ such that the symmetric difference $0 \triangle A$ is meager. $X$ is a Baire space if no non-empty open subset of $X$ is meager. $X$ is separable if $X$ includes a countable dense subset.
$X$ is a Polish space if $X$ is separable and admits a complete metrization. $X$ is a Suslin (analytic) space if $X$ is a metrizable continuous image of some Polish space. $X$ is a Lusin (absolutely Borel) space if $X$ is a metrizable, continuous one-one image of some Polish space.

Given a product space $X \times Y$ let $\pi_{1}: X \times Y \rightarrow X$ be the projection mapping $(x, y) \rightarrow x$. For any $X$, the projective hierarchy on $X$ is defined by setting

$$
\begin{aligned}
& \sum_{1}^{1}(X)=\left\{\pi_{1}(A): A \varepsilon B(X \times Y) \text { for some Polish } Y\right\} \\
& \mathbb{N}_{n}^{1}(X)=\left\{\sim A: A \varepsilon \sum_{\sim 1}^{I}(X)\right\} \\
& \sum_{n+1}^{1}(X)=\left\{\pi_{1}(A): A \varepsilon \mathbb{N}_{n}^{1}(X \times Y) \text { for some Polish } Y\right\} \\
& \Delta_{n}^{1}(X)=\sum_{\sim}^{1}(X) \cap \mathbb{N}_{\sim}^{1}(X) .
\end{aligned}
$$

$\sum_{i}^{1}, \prod_{\sim}^{1}$, and $\sum_{i}^{1}$ subsets of Polish spaces were clăssically known as analytic, coanalytic, and $P C A$ sets respectively.

There are many useful normal form results for Polish, Lusin and Suslin spaces. The following is a partial list (cf. Kuratowski [ 26D: Every Lusin space is a continuous one-one image of a closed subset of $\omega^{\omega}$ and of a $\Pi_{2}^{\circ}$ subset of $2^{\omega}$. Every uncountable Polish space is a union of countable set and a set homeomorphic to $\omega^{\omega}$. All uncountable Lusin spaces are Borel isomorphic and every metrizable space which is Borel isomorphic to a Lusin space is Lusin. Every $\Pi_{2}^{0}$ subspace of a Polish space is Polish. If a subspace of a Polish space is Polish then it is $\Pi_{2}^{0}$. Every Borel subspace of a Lusin space is Lusin. If a subspace of a Lusin space is Lusin, then it is Borel. Every $\sum_{\sim}^{I}$ subset of a Suslin space is Suslin. If a subspace of a Suslin space is Suslin, it is $\sum_{-1}^{1}$. A subset $A$ of a Polish space $X$ is Suslin if and only if it can be obtained by the operation (A) applied to Borel sets; that is, $A=\bigcup_{\xi \varepsilon_{\omega} \omega_{D}} \bigcap_{\xi r n}$ for some collection
 of natural numbers. One important effect of these normal forms is to reduce questions about Polish, Lusin, and Suslin spaces to questions about Borel and projective subsets of $\omega^{\omega}$ or $2^{\omega}$.

## Actions and Equivalence Relations

A topological group $G=(|G|, T, 0)$ is a triple such that
$(|G|, T)$ is a topological space, $(|G|, 0)$ is a group, and the function $(g, h) \mapsto g \circ h^{-1}$ is a continuous map on the product space $G \times G$ to $G$. $G$ is a Polish group, Lusin group, etc. if the space $(|G|, T)$ is Polish, Lusin, etc.

Given $J: G \times X \rightarrow X^{\prime}$, we define $J^{g}: X \rightarrow X^{\prime}$ for $g \varepsilon G$ and $J^{X}: G \rightarrow X^{\prime}$ for $x \in X$ by the condition $J^{g}(x)=J^{x}(g)=J(g, x)$. If $G$ is a group and the map $g \mapsto J^{g}$ is a homomorphism on $G$ to the group of permutations of $X$, then $J=(X, G, J)$ is an action. If $X$ is a Polish space, $G$ is a Polish group, and $J$ is continuous, then I is a Polish action. When no confusion will arise, we write gh for $g \circ h$ and $g x$ for $J(g, x)$. Given an action of $G$ on $X$, we obtain an action of $G$ on $P(X)$ by setting $g A=\{g x: x \varepsilon A\}$.

Every action $J=(X, G, J)$ induces an equivalence relation $E_{J}=\{(x, y):(\exists g \varepsilon G)(g x=y)\}$. If $X$ and $G$ are Suslin and $J$ is Borel (旦 fortiori, if $J$ is a Polish action), then $E_{J}$ is easily seen


Given an equivalence relation $E$ on a set $X$, we say that
$\mathrm{A} \subseteq \mathrm{X}$ is E-invariant if $\mathrm{x} \varepsilon \mathrm{A}$ and yEx implies $\mathrm{y} \varepsilon \mathrm{A}$. For arbitrary $A \subseteq X, \quad A^{+E}=\{y:(\exists x \varepsilon A)(y E x)\}$ and $A^{-E}=\{y:(\forall x)(x E y \Rightarrow x \varepsilon A\}$. When no confusion will result we write $A^{+}$and $A^{-}$for $A^{+E}$ and $A^{-E}$. $A^{+}$and $A^{-}$are respectively the smallest invariant set including $A$ and the largest invariant set included in $A$. For $x \in X, \quad[x]_{E}=\left\{X I^{+}\right.$ is the E-equivalence class or orbit of $x$. If $B^{\#}$ is an invariant set such that $B^{-} \subseteq B^{\#} \subseteq B^{+}$we say $B^{\#}$ is an E-invariantization of $B$. $\mathrm{X} / \mathrm{E}$ is the set of E-equivalence classes and $\pi_{E}$ is the projection map $x \mapsto[x]_{E^{*}}$ When $X$ is a topological space, $X / E$ is
topologized by giving it the strongest topology such that $\pi_{E}$ is continuous. $E$ is lower semicontinuous (respectively upper semicontinuous) if $A^{+}$is open (closed) whenever $A$ is open (closed). An equivalent condition is that $\pi_{E}$ be an open (closed) mapping. Bourbaki [9] refers to lower (upper) semicontinuous equivalences as open (closed) equivalences. We have chosen our terminology, which agrees with that in Kuratowski [26] when equivalence classes are closed, to avoid confusion with equivalences whose graphs are open or closed.

When $X$ is Suslin, we say $E$ is a $\sum_{n}^{I}$ equivalence on $X$ provided $E$ is an equivalence on $X$ and $E$ is a $\sum_{n}^{I}$ subset of $X \times X$. If $E_{1}$ and $E_{2}$ are equivalences on $X$ and $Y$ respectively, then $E_{1} \times E_{2}=\left\{\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right): x_{1} E_{1} x_{2} \& y_{1} E_{2} y_{2}\right\}$ is the product equivalence on $X \times Y$. $\quad \underset{\sim}{\sim}$ will always be the identity equivalence. If $I_{1}$ and $J_{2}$ are actions of $G$ on $X$ and $Y$ respectively, then the product action $J_{1} \times J_{2}$ of $G$ on $X \times Y$ is defined by setting $g(x, y)=$ (gx, gy). Note that $E_{J_{1}} \times J_{2}$ is not generally the same as $E_{J_{1}} \times E_{J_{2}}$. Logic

If $n \in \omega$ and $R$ is any set then $\underline{R}=(1,1 R, n))$ is an $n$-ary relation symbol and $n=n(\underline{R})$ is the arity of $\underline{R}$. For any set $c$, $c=(1,(c, 0))$ is a constant symbol.

A similarity type is a set of relation symbols and constant symbols. If $\rho$ is a similarity type, then $R_{\rho}$ is the set of relation symbols of $\rho$ and $C_{\rho}$ is the set of constant symbols of $\rho$.

For any set $A \neq \emptyset, \quad\left|X_{\rho, A}\right|$ is the set

$$
\prod_{\underline{R}_{\varepsilon} R_{\rho}} A_{2}^{n\left(R_{0}\right)} \times \quad C_{\rho_{A}}
$$

and $X_{\rho, A}$ is the corresponding topological product space formed over the discrete topologies on 2 and $A$. If $S \varepsilon X_{p, A}$ then ( $A, S$ ) is a $\rho$-structure with universe $A$. $V_{\rho}$ is the class of all $\rho$-structures and $X_{\rho}$, the canonical logic space of type $\rho$, is $X_{\rho, \omega}$.

Since we will be interested in questions of effectiveness for $\mathrm{L}_{\omega_{1} \omega}$, we adopt a standard set theoretic "arithmetization" of the language as follows:

The set of symbols $L_{\omega_{1} \omega}(p)$ contains each symbol in $p$, plus variables $\mathrm{v}_{\mathrm{n}}=(3,(\mathrm{n}, 0))$ for each $\mathrm{n} \varepsilon \omega$, and logical connectives $\equiv=(0,(\emptyset, 2)), \quad 7=4, \quad V=5, \quad \exists=6, \quad \widehat{\sim}=7, \quad \forall=8$.

Atomic formulas are $\tau_{1} \equiv \tau_{2}=\left(9,\left(\equiv,\left(\tau_{1}, \tau_{2}\right)\right)\right.$ and $\underline{R}\left(\tau_{1}, \ldots, \tau_{n(\underline{R})}\right)$
$=\left(9,\left(\underline{R},\left(\tau_{1}, \ldots, \tau_{n(\underline{R})}\right)\right)\right.$ where each $\tau_{i}$ is a variable or constant symbol and $\underline{R}$ is a relation symbol. $7 \phi$ is $(4, \phi), \underset{\sim}{\gamma}$ is $(5,8)$, $\wedge$ is $(7, \forall), \underset{\sim}{\sim} v \phi$ is $(6,(v, \phi)), \quad \forall v \phi$ is $(8,(v, \phi))$.

If $\phi$ is an atomic formula, then $\phi, 7 \phi$ are subbasic' formulas. A basic. formula is a conjunction where is a finite set of subbasic' formulas. An open' ( $\sum_{1}^{\prime}{ }_{I}$ ) formula is an arbitrary (possibly" uncountable) disjunction $V$ where each $\theta \in \otimes$ is of the form $\exists v_{1}, \ldots, \exists v_{n} M$ where $v_{1}, \ldots, v_{n}$ are variables and $M$ is basic'.

Here and below, disjunctions and conjunctions can only be formed which have finitely many free variables. The set $L_{\omega_{I} \omega}(\rho)$ of infinitary (first order) formulas of type $\rho$ is the smallest set which includes
 when it includes $\theta \bigcup\{\phi\}, v$ is a variable, and $\theta$ is countable.

These definitions correspond to those in Vaught [46]. They differ from the usual definitions of $\mathrm{L}_{\omega_{\mathrm{L}} \omega}$ in allowing some uncountable disjunctions when $\rho$ is uncountable. They have the virtue of being more natural from the topological standpoint. We obtain a hierarchy on $\mathrm{L}_{\omega_{1} \omega}(\rho)$ which is analogous to the Borel hierarchy by defining the $\sum_{1}^{\prime}{ }_{1}^{\circ}$ formulas as above, and then recursively defining
${\underset{\sim}{M}}_{\alpha}{ }^{\prime}{ }^{\circ}(\rho)=\left\{T \phi: \phi \in \sum_{\sim}^{\prime}{ }_{\alpha}{ }^{\circ}(\rho)\right\}$

$\sum_{\alpha}^{\prime}{ }_{\alpha}^{o}(\rho)=\{\underset{\sim}{V}: \theta$ is countable and each $\theta \in B$ is of the form $\exists \mathrm{v}_{1} \ldots \underset{\sim}{\exists} \mathrm{v}_{k} \psi$ where $k \varepsilon \omega$, each $\mathrm{v}_{\mathrm{i}}$ is a variable, and $\left.\psi \in{\underset{\sim}{\pi}}_{(\alpha)}^{\prime}(\rho)\right\}$

A subset $I$ of $L_{\omega_{1} \omega}(\rho)$ is a fragment if $L$ contains every atomic formula and $L$ is closed under subformulas, finite conjunctions and disjunctions, and negations.

The finitary predicate calculus $L_{\omega *}(\rho)$ is the fragment of $L_{\omega_{1}}(\rho)$ obtained by restricting all disjunctions to be finite. The usual prefix hierarchy on $L_{\omega \omega}$ is defined by setting

$$
\forall_{n}^{\circ}(\rho)={\underset{\sim}{n}}_{n}^{\prime o}(\rho) \cap L_{\omega \omega}(\rho)
$$

and

$$
\exists_{\square}^{o}(\rho)=\Sigma_{n}^{\prime o}(\rho) \cap L_{\omega w}(\rho)
$$

 A 0-formula is a sentence. A propositional formula is one with no variables at all. $\phi\binom{a}{b}$ is the result of replacing $a$ by $b$ in $\phi$.

We will use standard abbreviations ( $\phi \wedge \psi$ for $へ\{\phi, \psi\}$, $\phi \rightarrow \psi$ for $\neg(\phi \wedge \neg \psi)$, etc.) to simplify formal expressions.
where $j$ is the smallest such that ${\underset{j}{j}}$ does not occur in $\phi$.

$$
\left(\underset{\sim}{\exists}{ }^{\neq} v_{1}, \ldots, v_{n}\right)(\phi) \text { abbreviates } \quad\left(\exists v_{1}, \ldots, v_{n}\right)\left(\phi \wedge \bigwedge_{i<j \leq n} v_{i} \not \sum_{j} v_{j}\right) .
$$

Given similarity types $\rho$ and $\rho_{I}, \rho+\rho_{1}$ is the result of adding the symbols of $\rho_{I}$ to $\rho$. It is defined by setting

$$
\rho_{1}^{\rho}=\left\{\left(1,((\rho, a), n): \quad(i,(a, n)) \varepsilon \rho_{1}\right\}\right.
$$

and then defining $\rho+\rho_{1}=\rho \cup \rho_{1}^{\rho}$.
A ${\underset{\sim}{n}}_{n}^{\prime 1}$ (2nd order) formula of type $\rho$ is an expression of the form

$$
\exists \rho_{1} \underset{\sim}{\forall} \rho_{2} \exists \underset{\sim}{\exists} \rho_{3} \cdots(\underset{\sim}{\exists} \text { or } \underset{\sim}{\forall}) \rho_{n} \phi
$$

where $\rho_{1}, \ldots, \rho_{n}$ are countable similarity types and $\phi \in L_{\omega_{1}}\left(\rho+\rho_{I}+\ldots+\rho_{n}\right)$.
 respectively. We will use the expressions $\underset{\sim}{\forall}, \exists_{n}^{1}$ to denote the corresponding classes of finitary 2 nd-order formulas obtained by restricting $\phi$ to belong to $L_{\omega \omega}\left(\rho+\rho_{1}+\ldots+\rho_{n}\right)$ in the definition of $\underset{\sim}{\pi}{ }_{n}^{\prime}(\rho), \quad \underset{\sim}{\Sigma_{n}^{\prime}}(\rho)$.

For $K \subseteq V_{\rho}, \quad K^{(n)} \subseteq V_{\rho} \dot{U}\{\underline{0}, \ldots, \underline{n-1}\}$ is defined by the equation $K^{(n)}=\left\{\left(A, S, a_{0}, \ldots, a_{n-1}\right): a_{0}, \ldots, a_{n-1} \varepsilon A \&(A, S) \in K\right\}$. If $\phi$ is an n-formula, ( $A, S$ ) is a structure, and $a_{0}, \ldots, a_{n-1}$ are elements of A which satisfy $\phi$ in ( $A, S$ ) (in the obvious sense), we say ( $A, S, a_{0}, \ldots, a_{n-1}$ ) is a model of $\phi$ and write $\left(A, s, a_{0}, \ldots, a_{n-1}\right) \varepsilon \operatorname{Mod}^{(n)}(\phi)$ or $\left(A, s, a_{0}, \ldots, a_{n-1}\right)=\phi$. When $n=0$ we drop the superscript. $\operatorname{Mod}^{R}(\phi)=\operatorname{Mod}(\phi) \cap K$. If $\Gamma$ is a collection of $\rho$-formulas and $K \subseteq V_{\rho}$, we define $\quad \Gamma\left(K^{(n)}\right)=$ $\left\{\operatorname{Mod}^{(n)}(\phi) \cap K^{(n)}: \phi\right.$ is an $n-f o r m u l a$ in $\left.\Gamma\right\}$. We say $K$ is $\sum_{\alpha^{\prime}}^{0}$,

$J_{\rho}=\left(X_{\rho}, \omega!, J_{\rho}\right)$, the canonical logic action of type $\rho$, is defined as follows:
$\omega$ ! is the group of permutations of $\omega$ given the relative topology as a subspace of $\omega$.

For $g \varepsilon \omega!, \quad S \in X_{p}, \quad g S=J_{\rho}(g, S)$ is the usual isomorph of $S$ under $g$. Thus, for each $\underline{R} \in R$ and each $\underline{\varepsilon} \in C_{\rho}$

$$
\begin{aligned}
& (g S)_{\underline{R}}\left(i_{1}, \ldots, i_{n(\underline{R})}\right)=S_{\underline{R}}\left(g^{-1}\left(i_{1}\right), \ldots, g^{-1}\left(i_{n(\underline{R})}\right)\right) \\
& (g S)_{\underline{C}}=g\left(S_{\underline{C}}\right) .
\end{aligned}
$$

It is easily seen that $J_{\rho}$ is a Polish action whenever $\rho$ is countable. $I_{p}=E_{J_{\rho}}$ is the usual isomorphism relation on $X_{p}$.

Let $\rho_{N}=\{\underline{n}: \quad n \varepsilon \omega\}$. If $\rho$ is disjoint from $\rho_{N}$, then Bored and projective subsets of $X_{\rho}$ are naturally described by propositional formulas of type $\rho U \rho_{N}$ as follows. An atomic name is an expression $\underline{R}\left(\underline{i}_{1}, \ldots, \underline{i}_{n(\underline{R})}\right)$ or $\underline{c}=\underline{i}$ where $\underline{R}, \underline{c} \varepsilon \rho$ and $\underline{i}, \underline{i}_{1}, \ldots, \underline{i}_{n}(\underline{R}) \quad \varepsilon \rho_{N}$. $\phi$ is a p-name if $\phi$ is propositional and every atomic subformula of
 etc., we say $\phi$ is a Botel $\rho$-name, $\quad \sum_{\alpha}^{0}-\rho-$ name, $\quad \sum_{\sim}^{1}-\rho-$ name, etc.. $\phi$ names the set $[\phi]=\{S:(\omega, S, 0,1, \ldots) \neq \phi\}$. Clearly, $B \subseteq X_{p}$ is Bored, $\sum_{\alpha}^{0}$, $\Sigma_{n}^{1}$, etc. If and only if $B$ has a Borel-name, $\sum_{\alpha}^{0}$-name, $\sum_{\sim}^{1}$ n -name, etc.

We assume throughout the dissertation that $\rho_{N}$ is disjoint from all other similarity types which are mentioned.

Subsets of $X_{p}$ are also defined by arbitrary sentences of type p. Thus, if $\theta$ is a (first or second order) n-formula of type $\rho$, we identify $S \varepsilon X_{\rho}$ with $(\omega, S)$ and set $\mathbb{I} \theta^{(n)} \mathbb{I}=\operatorname{Mod}^{(n)}(\theta) \cap X_{\rho}^{(n)}$. It is apparent that $\mathbb{K} \theta^{(\mathrm{n})} \mathbb{\|}$ is invariant under the canonical equivalence on $X_{\rho}^{(n)}=X_{\rho} \times \omega^{n}$. It is also apparent that $\mathbb{I} \theta^{(n)} \rrbracket$ is ${\underset{\sim}{\alpha}}_{0}^{o}$, Bored,
$\sum_{n}^{1}$, etc. when $\theta$ is ${\underset{\sim}{\Sigma}}_{\alpha}^{\prime 0}, \quad L_{\omega_{1} \omega}, \quad \underset{\sim}{\Sigma}{ }_{n}^{\prime 1}$, etc. (A $\sum_{\sim \alpha}^{0}$-name etc. for $I \theta^{(n)} \rrbracket$ may be obtained by inductively replacing subformulas of the form $\underset{\sim}{\exists} \mathrm{v} \phi$ by disjunctions $\underset{\sim}{V}\{\phi(\underset{\underline{i}}{v})$ i $\varepsilon \omega\})$. Thus, $B$ is


For each of the Bored and projective classes the converse of the above holds and we have the identities $\quad \sum_{\sim}^{\prime}{ }_{n}^{1}\left(X_{\rho}\right)=$ invariant $\sum_{n}^{1}\left(X_{p}\right)$," $" L_{\omega_{1} \omega}\left(X_{\rho}\right)=$ invariant $B\left(X_{\rho}\right), " \quad{ }_{\sim}^{\Sigma} \sum_{\alpha}^{\circ}\left(X_{p}\right)=$ invariant $\quad \sum_{\alpha}^{\circ}\left(X_{\rho}\right) . " \quad$ If $\theta$ is a $\sum_{\sim_{n}}^{1}-\rho$-name, then the equation $[\theta]^{+I} \rho=\mathbb{I}\left(\exists \rho_{N}\right)\left(\theta \wedge\left(\underset{\sim}{\forall} \underline{v}_{0}\right)\left(\underset{\sim}{V}\left\{\underline{v}_{0}=\underline{i}: \quad i \varepsilon \omega\right\}\right) \wedge \wedge\{\underline{i} \neq \dot{j}: i<j<\omega\}\right) \mathbb{D}$ indicates that $[\theta]^{+}$is $\underset{\sim}{\Sigma^{\prime}} \mathrm{H}^{+}$. Since $\mathrm{B}=\mathrm{B}^{+}$when B is invariant, the first identity follows. The second, for countable $\rho$, follows from the first and the Lopez-Escobar interpolation theorem:
 due to aught ([46]). It refines the second and extends it to arbitrary
$\rho$. In chapter III we will add to the list of identities by proving "countable alternated union of $\underset{\sim}{\sim}{ }^{\prime \prime}{ }^{\circ}$ sets = invariant countable altermated union of $\mathbb{N}_{\sim}^{0}$ sets." These sets coincide with the invariant
$\stackrel{\Delta}{\Delta \alpha+1}$ sets when $\rho$ is countable.

## Effectiveness

In chapter I and chapter III we will prove "effective" versions of topological and model theoretic results. For us it will be most convenient to formalize the concept of "effectiveness" in terms of
hereditarily countable sets, admissible sets and primitive recursive set functions.

The canonical reference for primitive recursive set functions is Jenson-Karp [20]. We recall the basic definitions: A set function is primitive recursive (prim) if it can be obtained from the initial functions by substitution and recursion as follows:

Initial functions:
(i) $P_{n, i}\left(x_{1}, \ldots, x_{n}\right)=x_{i} ; 1 \leq n<\omega, \quad 1 \leq i \leq n$
(ii) $F(x, y)=x \cup\{y\}$
(iii) $C(x, y, u, v) \pm x$ if $u \in v, y$ otherwise

Substitution:
(a) $F(\breve{v}, \breve{w})=G(\breve{v}, H(\breve{v}), \breve{w}) ; \quad \breve{v}=\left(v_{I}, \ldots, v_{\text {m }}\right), \quad \breve{w}=\left(w_{1}, \ldots, w_{\text {I }}\right)$
(b) $F(\breve{v}, \stackrel{Y}{w})=G(H(\breve{v}), \stackrel{\rightharpoonup}{w})$

Recursion:

$$
F(w, \stackrel{v}{v})=G(U\{F(u, \stackrel{v}{v}): u \in w\}, w, \stackrel{v}{v})
$$

If $x_{1}, \ldots, x_{k}$ are sets, a function $F$ is $\operatorname{prim}\left(x_{1}, \ldots, x_{k}\right)$ if there exists a prim function $G$ such that for all $v_{1}, \ldots, v_{m}$, $F\left(v_{1}, \ldots, v_{m}\right)=G\left(v_{1}, \ldots, v_{m}, x_{1}, \ldots, x_{k}\right) . \quad y$ is $\operatorname{prim}\left(x_{1}, \ldots, x_{k}\right)$ if the constant function $F(v)=y$ is $p r i m\left(x_{1}, \ldots, x_{k}\right)$. It is apparent that $y$ is $\operatorname{prim}\left(x_{1}, \ldots, x_{k}\right)$ if and only if $y=G\left(x_{1}, \ldots, x_{k}\right)$ for some prim function $G$. The set of all such $y$ is the prim-closure of ( $x_{1}, \ldots, x_{k}$ ).

A set A is transitive if $y \in x \in A$ implies $y \varepsilon A$. Given $a$ set $x$, the transitive closure, $T c(x)$, of $x$ is the smallest transitive set $A$ such that $x \in A . \quad x$ is hexeditarily countable ( $x \in H C$ ) if $\overline{\overline{T c(x)}} \leq \omega$.

As an example, note that the definition $\operatorname{TC}(y)=$ $y \cup \bigcup\{T C(z): z \in y\}$ shows that the function $F(y)=T C(y)$ is primitive recursive.

If $\rho$ is hereditarily countable then $X_{\rho} \subseteq H C$ and all of the first and second order formulas of type $\rho$ are hereditarily countable. Moreover, all of the syntactical notions (" $\theta$. is a formula," " $\phi$ is a subformula of $\psi, "$ etc.) we will use are easily seen to be set theoretically primitive recursive (cf. Cutland [14] or Barwise [7]). In particular, the function $\theta \mapsto \theta^{N}$ which maps $\rho$-formulas to $\rho$-names by replacing variables by special constants is prim( $\rho$ ) for $\rho \in H C$. - Consider, for illustration the case $\rho=\{\underline{\varepsilon}\}$ where $\underline{\varepsilon}$ is binary. Then $\theta \mapsto \theta^{N}$ is defined by the recursive conditions:

$$
\begin{aligned}
& \left(\underline{E}\left(\underline{v}_{i}, \underline{v}_{j}\right)\right)^{N}=\underline{E}(\underline{i}, \underline{j}) \\
& (\neg \phi)^{N}=7\left(\phi^{N}\right), \quad(\underset{\sim}{V} \theta)^{N}=\underset{\sim}{V}\left\{\theta^{N}: \theta \varepsilon \theta\right\} \text {, dually for } \wedge \\
& \left(\exists \underline{v}_{i} \phi\right)^{N}=V\left\{\phi^{N}\left(\frac{i}{j}\right): j \in \omega\right\} \text {, dually for } \underset{\sim}{V} \\
& \left(\exists \rho_{1} \phi\right)^{N}=\exists \rho_{1} \phi^{N}, \text { dually for } \underset{\sim}{\forall}
\end{aligned}
$$

The language of set theory is $L_{\omega \omega}(\underline{\{\xi\}})$ where $\underline{\varepsilon}$ is inary. $\phi \varepsilon I_{\omega \omega}(\{\underline{\varepsilon}\})$ is $\Delta_{0}$ if every quantification in $\phi$ is restricted; that is, of the form $(\forall v)(v \in w+\ldots)$ or of the form $(\underset{\sim}{\exists})(v \in w \wedge . .$.$) .$

The set of $\Sigma$-formulas is the smallest which includes the $\Delta_{0}$ formulas and is closed under finite conjunctions and disjunctions, restricted universal quanification and arbitrary existential quantification.

A set $A$ is admissible if $A$ is transitive, prim-closed and satisfies the $\underset{\sim}{\sum}$-reflection principle:

If $\theta$ is $\varepsilon, a_{1}, \ldots, a_{n} \in A$ and $\left(A, \varepsilon, a_{1}, \ldots, a_{n}\right)=\theta$, then for some transitive $b \in A, a_{1}, \ldots, a_{n} \in b$ and $\left(b, \varepsilon, a_{1}, \ldots, a_{n}\right) \vDash \theta$.

A subset $X$ of $A$ is $\sum_{\sim}$-definable on $A\left(X \in \underset{\sim}{\sum}(A)\right)$ if for some $\mathrm{n} \varepsilon \omega$, some $\mathrm{b} \varepsilon \mathrm{A}^{\mathrm{n}}$, and some $\mathrm{n}+1$-formula $\phi \in \Sigma, \mathrm{X}=$ \{a: $(A, E, b, a) \vDash \phi\}$. $X$ is $A$-definable $(X \in \underset{\sim}{\otimes}(A))$ if both $X$ and $A \sim X$ are $\underset{\sim}{\sum}$-definable.

All the facts we require about admissible sets may be found in [6] or [23].
 $r[\mathbb{Q}]\left(X_{\rho}\right)=\{[\phi]: \phi \in Q$ and $\phi$ is a $r-\rho$-name $\}$.

In I §2, we will require some standard results about the conventional "lightface" classes $\Sigma_{n}^{1}, \Pi_{n}^{I}$ as found e.g. in [39]. It is known that if $\rho$ is finite, $x \varepsilon X_{\rho}$, and $A=A_{x}$, the smallest admissible set containing $x$, then our classes $\sum_{\sim}^{0}[A]\left(X_{\rho}\right)$, $\sum_{\sim}^{I}[\mathrm{~A}]\left(\mathrm{X}_{\mathrm{p}}\right)$ coincide with the Iightface classes $\Sigma_{\alpha}^{0}$ (Hyp x$), \Sigma_{\mathrm{n}}^{1}(\mathrm{x})$. Thus, the approach via prim-closed and admissible sets, subsumes and refines the lightface approach for our purposes.

The only results connecting "lightface" with "prim-closed" which are required for our arguments are the following obvious facts:
(i) $\Pi_{1}^{1}\left(2^{\omega \times \omega}\right) \subseteq \Pi_{1}^{1}\left[a_{\omega}\right]\left(2^{\omega \times \omega}\right)$ where $a_{\omega}$ is the prim-closure of $\{\omega\}$.
(ii) $\underset{\sim}{\forall} 1^{1}\left(2^{\omega x^{\omega}}\right) \subseteq \pi_{1}^{1}\left(2^{\omega x^{\omega}}\right)$.

Numbered Items.
Certain statements in the body of the dissertation will be numbered. To assist the reader we have assigned these numbers in logical order rather than in the order of appearance in the text.

## CHAPTER I: PROJECTIVE EQUIVALENCE RELATIONS AND INVARIANT

 PREWELLORDERINGSMoschovakis [35] and Vaught [44] established invariant $\mathbb{N}_{1}^{I}$ and $\sum_{\sim}^{1}$ reduction theorems (and, implicitly, corresponding invariant prewellordering theorems) for canonical logic actions. In [46] Vaught did the same for arbitrary Polish actions. The wain subject of this chapter (§1 and §2) is a proof that these results hold for arbitrary $\sum_{\sim 1}^{1}$ equivalence relations on arbitrary Suslin spaces. For suitable spaces $X$ the results are obtained in a very effective "primitive recursive" version, (Theorem 2.1) -- as were the effective theorems of [44]. Assuming projective determinacy, (PD), the same arguments, (which are based on the ordinary $\Pi_{1}^{1}$ prewellordering theorem), extend without alteration to yield invariant reduction theorems for $\pi_{2 n+1}^{1}$ and $\sum_{\sim 2 n+2}^{1}$, all $n \varepsilon \omega$.

The present chapter is the latest version of work begun jointly with John Burgess in [11]. That paper contained proofs of the invariant $\sum_{2}^{1}$ prewellordering and reduction theorems (due to the author) and of the invariant $\Pi_{1}^{1}$ reduction theorem for pairs (due to Burgess). At that time we conjectured the full invariant $\Pi_{1}^{1}$ prewelloraering theorem, but could prove only a very special case of the theorem for $\sim_{2 n+1}^{1}$ ( $n \geq 1$ ) assuming $P D$ ([11] 4.2). The conjecture (and, hence, full invariant $\Pi_{\sim}^{1}$ reduction) was established by $R$. Solovay based on an idea of the author (see our remark III, p. 40 for more details). This argument forms a central part of the proof of 2.1 below. Solovay's proof is sufficient to establish a corresponding "lightface" theorem -as is a second argument (for invariant $\pi_{I}^{I}$ prewellordering) due to Burgess [10]. The additional argument of $\$ 2$ which establishes the stronger
"primitive recursive" part of 2.1 is new. It is closely related to the methods of Vaught [44].
§ 3 contains a discussion of the invariant uniformization
principle. Assuming $V=L$ we show that the principle holds for $\sum_{n}^{1}(n \geq 2)$. We prove a general result on counterexamplès which is related to previous work of Dale Myers.

# INVARIANT DESCRIPTIVE SET THEORY AND 

 THE TOPOLOGICAL APPROACH TO MODEL THEORYby

Douglas Edward Miller

## Abstract

We study various types of topological spaces with equivalence relations ("topological equivalence spaces") which arise in connection with model theory and we apply topological results and methods to the study of languages and structures.

Most of our model theoretic applications derive from consideration of the natural topological space formed by the set of countable structures of any fixed countable similarity type. Given a similarity type $\rho$, for illustration consisting of a single binary relation, we identify the structure ( $\omega, R$ ) with the characteristic function of $R$ and form the usual topological product space $X_{0}=2^{n \times \omega}$.

Logic deals primarily with sets $B \subseteq X_{\rho}$ which are closed under isomorphism, i.e. invariant under the equivalence relation $I=$ $\{(R, S):(\omega, R)=(\omega, S)\}$. While the study of the topological equivalence space $\left(X_{\rho}, I\right)$ in connection with model theory dates from the thirties, the subject has received increased attention since the intensive study of the language $I_{\omega_{1} \omega}$ was commenced in the early sixties. One indication of the close connection between the topological equivalence space $\left(X_{\rho}, I\right)$ and infinitary logic is given by Lopez-Escobar's result: $B \subseteq X_{\rho}$ is an I-invariant Borel set if and only if $B=X_{\rho} \cap \operatorname{Mod}(\sigma)$ for some sentence $\sigma \in L_{\omega_{1} \omega}(\rho)$.

Salient features of the space $\left(X_{p}, I\right)$ include the following: (i) $\left(X_{p}, I\right)$ is a Polish (separable, completely metrizable) topological space and $I$ is a $\sum_{i}^{I}$ (analytic) subset of $X_{p}^{2}=X_{p} \times X_{p}$; (ii) I is induced by a "Polish action", i.e., a continuous action on the Polish space $X_{p}$ by a Polish topological group, viz, $\omega 1$, the group of permutations of the natural numbers given the relative topology from the Baire space $\omega^{\omega}$.

In the first two chapters of this work we study in turn the spaces which satisfy each of these hypotheses. In chapter III we apply some of the material from chapter II together with some additional results proved just for the logic spaces to obtain new facts in model theory.

In chapter $I$ we study spaces ( $X, E$ ) such that $X$ is a Polish space and the equivalence relation $E$ is a ${\underset{\sim}{\sum}}_{1}^{1}$ (analytic) subset of $X^{2}$. We introduce an invarlant version of the prewellordering property and apply it to prove that the collections of E-invariant $\sum_{2}^{1}$ (PCA) and $\Pi_{\sim 1}^{1}$ (CA) sets have the reduction property. Assuming projective deterninacy, these results are extended to $\sum_{2 n+2}^{1}$ and $\prod_{2 n+1}^{1}$ for all $n \in w$. An invariant uniformization principle is also considered and shown to follow for $\Sigma_{n}^{1}, n \geq 2$ from the axiom of constructibility. With suitable restrictions on $X$, effective versions of all the results are obtained. These effective results are proved in a "set theoretically primitive recursive" context which has a wider applicability than the traditional "lightface descriptive set theory."

The invariant $\pi_{1}^{1}$ prewellordering and reduction theorem is due to Solovay based on a conjecture of the author. The results on reduction
extend theorems of Vaught and Moschovachis, who proved invariant $\mathbb{I}_{1}^{1}$ reduction for the spaces $\left(X_{\rho}, I\right)$, cf. Vaught [44]; Vaught, who proved invariant $\mathbb{K}_{1}^{1}$ and ${\underset{K}{2}}_{1}^{1}$ reduction for Polish actions, see Vaught [46] and Burgess, who proved invariant reduction for pairs of $\mathbb{N}_{1}^{1}$ sets under the hypotheses of Chapter I, see Burgess-Miller [11]. The result on uniformization was obtained jointly with Burgess and appeared in [11] as did much of the material of chapter I. It extends unpublished work of Kuratowski.

Chapter II deals with Polish actions and, more generally, with spaces (X,G,J) such that $G$ is a nonmeager topological group with a countable basis, $X$ is a topological space, and $J: G \times X+X$ is a Borel map which defines an action of $G$ on $X$. The main tool and subject of interest in this chapter is the *-transform, $B \mapsto B^{*}=$ $\{x:\{g: J(g, x)$ \& B) is comeager\}, which was introduced in Vaught [45]. We contribute both to the basic theory of the transform and to the list of applications of the transform to the theory of group actions. Perhaps the most important result from this chapter is the invariant version of the well-known strong $\mathbb{H}_{\alpha}^{0}$ separation theorem of Hausdorff and Kuratowski (cf. Kuratowski [ ${ }^{26}$ ] or Addison [3]). $\prod_{\alpha}^{0}(\mathrm{x})$ is the ath multiplicative level of the Borel hierarchy on $X$ (so $\mathbb{N}_{2}^{\circ}=G_{\delta}, \mathbb{N}_{3}^{\circ}=F_{\infty}$, etc.). We prove II.4.3: If $J$ is continuous in each variable, $X$ is Polish, $E_{J}$ is the equivalence relation $\{(x, y):(g g)(J(g, x)=y)\}$ and $1 \leq \alpha<\omega$, then disjoint $E$-invariant $\pi_{\alpha+1}^{0}$ sets can be separated by a countable alternated union of $E_{J}$-invariant ${\underset{\sim}{\alpha}}_{\alpha}^{\circ}$ sets, a fortiori by an invariant $A_{\alpha+1}^{0}$ set. For $\alpha=1$ the result is proved for the much wider class of equivalence spaces ( $X, E$ ) such that $E$ is lower semicontinuous (open).

In chapter III we apply topological results and methods to model theory, obtaining several new results and giving new proofs of several known theorems. In the latter case, the topological proofs are generally shorter than previously known arguments. Moreover, they make explicit a causal connection between classical topological theorems and their model theoretic analogues.

Topics discussed in this chapter include a $\underset{\sim}{\pi}{ }_{\alpha}^{\prime o}$ separation theorem, a recent global definability theorem of M. Makkai, a generalization of a result on the definability of invariant Borel functions due to Lopez-Escobar anđ a result on continuous selectors for elementary equivalence. Dur treatment of the ${\underset{\sim}{\alpha}}_{\dagger}^{\prime} 0$ separation theorem illustrates most of the types of results proved in the chapter. $\mathbb{I}_{\alpha}^{\prime}{ }_{\alpha}^{0}$ denotes the $\alpha$ th level of the natural hierarchy on formulas of $L_{\omega_{1} \omega}$ in which, for ex-
 $\theta_{\text {nm }}$ finitary, quantifier-free, cf. Vaught [46]. The basic ${\underset{\sim}{\sim}}_{\alpha}^{\prime}{ }_{a}^{o}$ separation theorem is an unpublished result of Reyes. We give two new proofs of the basic theorem: Disjoint ${\underset{\sim}{\pi}}^{\prime} 0$ classes $(1 \leq \alpha)$ can be separated by a countable alternated union of $\mathbb{I}_{\alpha}^{\prime o}$ classes. One proof is based on II.4.3; the second is a model theoretic translation of the classical topological proof. We use some ideas of D. A. Martin to obtain an admissible version of the theorem and we apply an approximation theorem of J. Keisler to obtain the well-known finitary version (Shoenfield's $\underset{\sim}{\forall r}$ interpolation theorem). We also apply the result to study the complexity of $L$ definitions of isomorphism types. We prove several theorems. $\omega_{1}{ }^{\omega}$ The following is typical:
II.4.2: If a complete $L_{\omega \omega}$ theory $T$ has a countable model or such that the isomorphism type of $O$ is ${\underset{\sim}{c}}_{2}^{\prime}=$-over- $L_{\omega \omega}$, then $T$ is $\omega$-categorical. This extends a theorem of $M$. Bend. ${\underset{\sim}{\Sigma}}_{2}^{\prime 0}$-over- $L_{\omega \omega}$ classes have the form $\operatorname{Mod}\left(\underset{\mathrm{n}}{\vee} \underset{\sim}{\exists} \breve{\mathrm{x}} \bigwedge_{\text {mil }} \forall \underset{\mathrm{y}}{ } \mathrm{y}_{\mathrm{nm}}(\stackrel{\mathrm{x}}{\mathrm{x}}, \stackrel{y}{\mathrm{y}})\right)$, each $\theta_{\mathrm{nin}} \varepsilon L_{\omega \omega}$.
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A brief summary of this work may be found in the preceding Abstract.

Descriptive set theory deals with Borel and projective sets in metrizable spaces and especially in the spaces $\omega^{\omega}, 2^{\omega}$ and other "Polish" (separable, completely metrizable) spaces. This "classical" work goes back to Lebesgue, Lusin, Suslin, Sierpinski and others. The best known reference is Kuratowski [26]. The first application of descriptive set theory to logic was made by Kuratowski in 1933 in [25] where he defined the infinitary language $L_{\omega_{1} \omega}$ and showed that the collection of well-orderings is not an $L_{\omega_{1}} \omega^{\text {-elementary class. Since }}$ that time and especially during the last fifteen years, the connections between classical descriptive set theory and model theory have been studied by many authors. See, for example, Addison [2-4], Scott [38] , Lopez-Escobar [28], Grzegorczyk, et. al., [16], Morley [33] and Vaught[44-46].

Some authors, notably Addison and his students, have expounded the analogies which exist between the classical theory of Polish spaces and the model theory of the finitary predicate calculus, $I_{\omega \omega}$. Other authors, such as Lopez-Escobar in [28] and Vaught in [44] have found similar analogies with the model theory of $I_{\omega_{I}} \omega$. In fact, topological considerations were an important factor leading Scott and Ryll-Nardzewski to propose $I_{\omega_{1} \omega}$ as the "natural" infinitary first-order language in the early sixties (cf. Scott [38]).

Most recently, Vaught in [45] and [46] introduced a powerful method to show that many infinitary results can be derived from their classical counterparts. As we shall remark in III $\mathrm{j}_{2}$ below, the
corresponding finitary theorems often follow by an approximation theorem of J. Keisler. Moreover, the theorems in logic are obtained as special cases of theorems about Polish actions or certain other kinds, of action spaces.

This is the type of result with which we will be primarily concerned. It accomplishes several things. First, it gives a "causal" explanation for the analogies found by previous authors. Second, by showing that certain results in model theory are special cases of general results on equivalence spaces or action spaces, it enables us to compare the restrictiveness of the hypotheses under which the general results are obtained. On the basis of this comparison, we can then classify some results as more "model theoretic" than others. Finally, it leads us to new theorems about actions or equivalence spaces as generalizations of results in model theory and to new theorems in model theory as invariant versions of classical theorems of descriptive set theory.

For a summary of the topics to be considered in this work we refer the reader to the abstract and to the table of contents. In the remainder of the introductory chapter we will establish some notational conventions and review some of the basic definitions which we will require.

Sets and Topological Spaces
ON is the collection of ordinals, each ordinal being the set of preceding ordinals. Cardinals are initial ordinals, $\omega$ and $\omega_{1}$ are the first two infinite cardinals. $\alpha, \beta, \gamma$ will always be ordinals, $\lambda$ will always be a limit ordinal, $K$ will always be a cardinal. $\bar{B}$ is the
cardinality of $B$. $P(A)=\{B: B \subseteq A\}$ and $P_{(k)}(A)=$ $\{B \in P(A): \bar{B}<k\}$. $(a, b)=\{\{a\},\{a, b\}\}$ and $\left\langle B_{i}: 1 \varepsilon I\right\rangle=$ $\left\{\left(i, B_{i}\right): i \varepsilon I\right\}$. $B_{A}$ is the set of functions on $B$ to $A$.

A topological space $X=(|X|, T)$ is a pair such that $|X|$ is a set and $T \subseteq P(|X|)$ contains $\emptyset$ and $|X|$ and is closed under finite intersections and arbitrary unions. $T$ is the collection of open subsets of $X, B(X)$, the collection of Bore subsets of $X$ is the smallest collection which includes $T$ and is closed under complementation and countable unions. The Bore hierarchy on $\mathbb{X}$ is defined recursively by the conditions

$$
\begin{aligned}
& \sum_{i}^{0}(x)=T \\
& {\underset{\sim}{\alpha}}_{\alpha}^{o}(X)=\left\{-A: A \varepsilon \sum_{\sim_{\alpha}}^{0}(X)\right\} \\
& \pi_{\sim}^{0}(\alpha)=U\left\{\pi_{\sim}^{o}(X): \beta<\alpha\right\} \\
& \sum_{\alpha}^{0}(X)=\left\{U \phi: \phi \varepsilon P_{\left(\omega_{1}\right)}\left(\pi_{(x)}^{0}(x)\right)\right\}
\end{aligned}
$$

$\pi_{\sim}^{0} \pi_{3}^{0}$, etc. were classically known as $G_{\delta}, F_{\sigma \delta}$, etc. $\Delta_{\alpha}^{0}(X)=$ $\pi_{\alpha}^{0}(X) \cap \Sigma_{\alpha}^{0}(X)$.

A function $f$ on $X$ to a topological space $Y$ is Bored measurable, (respectively $\alpha$-Bore), if $f^{-1}(A) \varepsilon B(X), \quad\left(\sum_{\alpha}^{0}(X)\right)$, whenever $A \varepsilon{\underset{\sim}{2}}_{0}^{0}(Y)$. $f$ is a Bore isomorphism, $((\alpha, \beta)$-generalized homeomorphism), if $f$ is $1-1$, onto, and both $f$ and $f^{-1}$ are Bored, ( $f$ is $\alpha$-Bored, $f^{-1}$ is $\beta$-Bore).

Note. Our $1+\alpha$-Bore maps are "measurable at level $\alpha$ " in the terminology of Kuratowski. That is because $\sum_{\sim}^{0} 0$ is the Oth additive level of his hierarchy.
$\omega^{\omega}$ and $2^{\omega}$ are the topological spaces formed on the sets ${ }^{\omega}{ }_{\omega},{ }^{\omega} 2$ by taking the product topology over the discrete spaces $\omega$ and 2 . If $I$ is any Index set and $G$ is a function on $I_{P(X)}$ to $P(X)$, we say $G$ is an $I$-Boolean operation provided $s^{-1}\left(G\left(\left\langle A_{i}:\right.\right.\right.$ i $\left.\left.\varepsilon I\right\rangle\right)=$ $\left.G\left(<s^{-1}\left(A_{i}\right): i \varepsilon I\right\rangle\right)$ whenever $s$ is a function on $X$ to $X$. Given a Boolean operation $G$ and $T \subseteq P(X)$ we define $G(\Gamma)=\left\{G(A): A \in I^{I}\right\}$ Clearly, each class $G\left(\sum_{1}^{0}(X)\right)$ is closed under inverse continuous images. Working with W. Wadge's theory of reducibility by continuous functions, R. Steele and R. Van Wesep have recently showed that in a certain natural sense, for "almost all" $\Gamma \subseteq B\left(2^{\omega}\right)$ such that $\Gamma$ closed under inverse continuous images, $I$ has the form $I=G\left(\sum_{1}^{O}(X)\right)$ where $G$ is a $\omega$ Boolean operation.
$A \subseteq X$ is nowhere dense if the closure of $A$ includes no non-empty open subset. A is meager (of first category) if $A$ is a countable union of nowhere dense sets. A is almost open (has the Baire property) if there exists an open set 0 such that the symmetric difference $0 \Delta A$ is meager. $X$ is a Baire space if no non-empty open subset of $X$ is meager. $X$ is separable if $X$ includes a countable dense subset.
$X$ is a Polish space if $X$ is separable and admits a complete metrization. $X$ is a Susiin (analytic) space if $X$ is a metrizable continuous image of some Polish space. $X$ is a Lusin (absolutely Borel) space if $X$ is a metrizable, continuous one-one fmage of some Polish space.

Given a product space $X \times Y$ let $\pi_{1}: X \times Y+X$ be the projection mapping $(x, y) \mapsto x$. For any $X$, the projective hierarchy on $X$ is defined by setting

$$
\begin{aligned}
& \sum_{i=1}^{1}(X)=\left\{\pi_{1}(A): A \varepsilon B(X \times Y) \text { for some Polish } Y\right\} \\
& \mathbb{N}_{n}^{1}(X)=\left\{-A: A \varepsilon \sum_{n}^{1}(X)\right\} \\
& \sum_{n+1}^{1}(X)=\left\{\pi_{1}(A): A \varepsilon{\underset{\sim}{n}}_{1}^{(X \times Y)} \text { for some Polish } Y\right\} \\
& \Delta_{n}^{1}(X)=\sum_{n}^{1}(X) \cap \mathbb{\pi}_{n}^{1}(X) .
\end{aligned}
$$

$\sum_{\sim}^{1},{\underset{\sim}{1}}_{1}^{1}$, and $\sum_{2}^{1}$ subsets of Polish spaces were clässically known as analytic, coanalytic, and PCA sets respectively.

There are many useful normal form results for Polish, Lusin and Suslin spaces. The following is a partial list (cf. Kuratowski [ 26]: Every Lusin space is a continuous one-one fmage of a closed subset of $\omega^{\omega}$ and of a $\underline{\Pi}_{2}^{\circ}$ subset of $2^{\omega}$. Every uncountable'Polish space is a union of a countable set and a set homeomorphic to $\omega^{\left(\omega^{\circ}\right.}$. All uncountable Lusin spaces are Borel isomorphic and every metrizable space which is Borel isomorphic to a Lusin space is Lusin. Every $\Pi_{1}^{0}$ subspace of a Polish space is Polish. If a subspace of a Polish space is Polish then it is ${\underset{\sim}{I}}_{2}^{\circ}$. Every Borel subspace of a Lusin space is Lusin. If a subspace of a Lusin space is Lusin, then it is Borel. Every $\sum_{\sim}^{\frac{1}{1}}$ subset of a Suslin space is Suslin. If a subspace of a Susifn space is Suslin, it is $\sum_{1}^{1}$. A subset $A$ of a Polish space $X$ is Suslin if and only if it can be obtained by the operation (A) applied to Borel sets; that is, $A=\bigcup_{\xi \varepsilon_{\omega}^{\omega}} \bigcap_{n} B{ }_{\xi \Gamma n}$ for some collection $\left\{B_{s}: s \in S_{q}\right\} \subseteq B(X) . \quad S_{q}=U\left\{\begin{array}{l}n \\ n\end{array}, \quad \omega\right\}$ is the set of finite sequences of natural numbers. One important effect of these normal forms is to reduce questions about Polish, Lusin, and Suslin spaces to questions about Borel and projective subsets of $\omega^{\omega}$ or $2^{\omega}$.

Actions and Equivalence Relations
A topological group $G=(|G|, T, 0)$ is a triple such that
$(|G|, T)$ is a topological space, $(|G|, 0)$ is a group, and the function $(g, h) \not r g \circ h^{-1}$ is a continuous map on the product space $G \times G$ to $G$. $G$ is a Polish group, Lusin group, etc, if the space $(|G|, T)$ is Polish, Lusin, etc.

Given $J: G \times X \rightarrow X^{\prime}$, we define $J^{g}: X \rightarrow X^{\prime}$ for $g \in G$ and $J^{X}: G+X^{\prime}$ for $x \in X$ by the condition $J^{g}(x)=J^{X}(g)=J(g, x)$. If $G$ is a group and the map $g \mapsto J^{g}$ is a homomorphism on $G$ to the group of permutations of $X$, then $J=(X, G, J)$ is an action. If $X$ is a Polish space, $G$ is a Polish group, and $J$ is continuous, then $J$ is a Polish action. When no confusion will arise, we write gh for $g \circ h$ and $g x$ for $J(g, x)$. Given an action of $G$ on $X$, we obtain an action of $G$ on $P(X)$ by setting $g A=\{g x: x \in A\}$.

Every action $J=(X, G, J)$ induces an equivalence relation $E_{J}=\{(x, y):(\exists g \varepsilon G)(g x=y)\}$. If $X$ and $G$ are Suslin and $J$ is Borel (e fortiori, if $J$ is a Polish action), then $E_{J}$ is easily seen to be a ${\underset{\sim}{i}}_{1}^{1}$ subset of $X \times X$.

Given an equivalence relation $E$ on a set $X$, we say that $\mathrm{A} \subseteq \mathrm{X}$ is E -invariant if $\mathrm{x} \in \mathrm{A}$ and yEx implies $\mathrm{y} \varepsilon \mathrm{A}$. For arbitrary $A \subseteq x, A^{+E}=\{y:(\exists x \in A)(y E x)\}$ and $A^{-E}=\{y:(\forall x)(x E y \Rightarrow x \varepsilon A\}$. When no confusion will result we write $A^{+}$and $A^{-}$for $A^{+E}$ and $A^{-E}$. $A^{+}$and $A^{-}$are respectively the smallest invariant set including $A$ and the largest invariant set included in $A$. For $x \in X, \quad[x]_{E}=\{x\}^{+}$ is the E-equivalence class or orbit of $x$. If $B^{\# \#}$ is an invariant set such that $B^{-} \subseteq B^{\#} \subseteq B^{+}$we say $B^{\#}$ is an E-invariantization of $B$.
$X / E$ is the set of $E$-equivalence classes and $\pi_{E}$ is the projection map $\mathrm{x} \rightarrow[\mathrm{x}]_{\mathrm{E}}$. When X is a topological space, $\mathrm{X} / \mathrm{E}$ is
topologized by giving it the strongest topology such that $\pi_{E}$ is continuous. $E$ is lower semicontinuous (respectively upper semicontinuous) if $A^{+}$is open (closed) whenever $A$ is open (closed). An equivalent condition is that $\pi_{E}$ be an open (closed) mapping. Bourbaki [9] refers to lower (upper) semicontinuous equivalences as open (closed) equivalences. We have chosen our terminology, which agrees with that in Kuratowski [26] when equivalence classes are closed, to avoid confusion with equivalences whose graphs are open or closed.

When $X$ is Suslin, we say $E$ is a ${\underset{\sim}{n}}_{n}^{1}$ equivalence on $X$ provided $E$ is an equivalence on $X$ and $E$ is a $\Sigma_{n}^{1}$ subset of $X \times X$.

If $E_{1}$ and $E_{2}$ are equivalences on $X$ and $Y$ respectively, then $E_{1} \times E_{2}=\left\{\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right): x_{1} E_{1} x_{2} \& y_{1} E_{2} y_{2}\right\}$ is the product equivalence on $X \times Y$. $\underset{\sim}{1}$ will always be the identity equivalence. If $J_{1}$ and $J_{2}$ are actions of $G$ on $X$ and $Y$ respectively, then the product action $J_{1} \times J_{2}$ of $G$ on $X \times Y$ is defined by setting $g(x, y)=$ $(g x, g y)$. Note that $E_{J_{1}} \times J_{2}$ is not generally the same as $E_{J_{1}} \times E_{J_{2}}$.

## Logic

If $n \in \omega$ and $R$ is any set then $\underline{R}=(1, I R, n))$ is an $n$-ary relation symbol and $n=n(\underline{R})$ is the arity of $\underline{R}$. For any set $c$, $\underline{c}=(1,(c, 0))$ is a constant symbol.

A similarity type is a set of relation symbols and constant symbols. If $\rho$ is a similarity type, then $R_{\rho}$ is the set of relation symbols of $\rho$ and $C_{\rho}$ is the set of constant symbols of $\rho$.

For any set $A \neq \emptyset, \quad\left|X_{\rho, A}\right|$ is the set

$$
\prod_{\underline{R}_{\varepsilon} R_{\rho}} A^{n\left(\underline{R}^{n}\right.}{ }_{2} \times C_{\rho_{A}}
$$

and $X_{p, A}$ is the corresponding topological product space formed over the discrete topologies on 2 and $A$. If $S \in X_{\rho, A}$ then (A,S) is a $\rho$-structure with universe $A . V_{\rho}$ is the class of all p-structures and $X_{\rho}$, the canonical logic space of type $\rho$, is $X_{\rho, \omega}$.

Since we will be interested in questions of effectiveness for $L_{\omega_{1} \omega}$, we adopt a standard set theoretic "arithmetization" of the language as follows:

The set of symbols $L_{\omega_{1} \omega}(\rho)$ contains each symbol in $\rho$, plus variables $v_{n}=(3,(n, 0))$ for each $n \varepsilon \omega$, and logical connectives $\equiv=(0,(\emptyset, 2)), \quad \neg=4, \quad \underset{\sim}{V}=5, \quad \exists=6, \quad \underset{\sim}{~}=7, \quad \forall=8$.

Atomic formulas are $\tau_{1} \equiv \tau_{2}=\left(9,\left(\equiv,\left(\tau_{1}, \tau_{2}\right)\right)\right)$ and $\underline{R}\left(\tau_{1}, \ldots, \tau_{n(\underline{R})}\right)$
$=\left(9,\left(\underline{R},\left(\tau_{1}, \ldots, \tau_{n(\underline{R})}\right)\right)\right.$ where each $\tau_{i}$ is a variable or constant symbol and $\underline{R}$ is a relation symbol. $7 \phi$ is $(4, \phi), \underset{\sim}{Q}$ is $(5,0)$,人 $\theta$ is $(7, \theta), \underset{\sim}{\exists} \hat{\gamma}$ is $(6,(v, \phi)), \quad \underset{\sim}{v} \phi$ is $(8,(v, \phi))$.

If $\phi$ is an atomic formula, then $\phi, 7 \phi$ are subbasic' formulas. A basic ' formula is a conjunction (10 where is a finite set of subbasic' formulas. An open' $\left({\underset{\sim}{Z}}_{1}^{\prime} \underset{1}{\circ}\right.$ ) formula is an arbitrary (possibly uncountable) disjunction $\bigvee^{( }$( where each $\theta \varepsilon Q$ is of the form $\underset{\sim}{\exists} \mathrm{v}_{1}, \ldots, \underset{\sim}{\exists} \mathrm{v}_{\mathrm{n}} \mathrm{M}$ where $\mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{n}}$ are variables and M is basic'.

Here and below, disjunctions and conjunctions can only be formed which have finitely many free variables. The set $L_{\omega_{1} \omega}(\rho)$ of infinitary (first order) formulas of type $\rho$ is the smallest set which includes
 when it includes $\theta \cup\{\phi\}, \quad \mathrm{is}$ a variable, and $\theta$ is countable.

These definitions correspond to those in Vaught [46]. They differ from the usual definitions of $L_{\omega_{1} \omega}$ in allowing some uncountable disjunctions when $\rho$ is uncountable. They have the virtue of being more natural from the topological standpoint. We obtain a hierarchy on $\mathrm{L}_{\omega_{1}{ }^{\omega}}(\rho)$ which is analogous to the Borel hierarchy by defining the ${\underset{\sim}{\Sigma}}_{1}^{\prime}{ }_{1}^{\prime}$ formulas as above, and then recursively defining

$$
\begin{aligned}
& \pi_{(\alpha)}^{\prime o}(\rho)=U\left\{\mathbb{\pi}_{\beta}^{\prime o}(\rho): \beta<\alpha^{\prime}\right\} \\
& \Sigma_{\underset{\alpha}{0}}^{o}(\rho)=\left\{\underline{V}_{\theta}: \quad \theta \text { is countable and each. } \theta \in B\right. \text { is of the form } \\
& \left.\exists \mathrm{v}_{1} \cdots \exists \mathrm{v}_{\mathrm{k}} \psi \text { where } \mathrm{k} \in \omega \text {, each } \mathrm{v}_{1} \text { is a variable, and } \psi \varepsilon \mathbb{T}_{(\alpha)}^{\prime}(\rho)\right\}
\end{aligned}
$$

A subset $L$ of $L_{\omega_{1} \omega}(\rho)$, is a fragment if $L$ contains every atomic formula and L is closed under subformulas, finite conjunctions and disjunctions, and negations.

The finitary predicate calculus $\mathrm{I}_{\omega \omega}(\rho)$ is the fragment of $\mathrm{L}_{\omega_{1} \omega}(\rho)$ obtained by restricting all disjunctions to be finite. The usual prefix hierarchy on $L_{w \omega}$ is defined by setting

$$
\forall{\underset{n}{n}}_{0}(\rho)={\underset{\sim}{\pi}}_{0}^{0}(\rho) \cap I_{\omega \omega}(\rho)
$$

and

$$
\exists_{n}^{\prime}(\rho)={\underset{\sim}{z}}_{n}^{\prime o}(\rho) \cap L_{\omega \omega \omega}(\rho) .
$$

An $n$-formula is a formula with free variables among $V_{0}, \ldots, V_{n-1}$. A 0-formula is a sentence. A propositional formula is one with no variables at all. $\phi\binom{a}{b}$ is the result of replacing $a$ by $b$ in $\phi$.

We will use standard abbreviations ( $\phi \wedge \psi$ for $\bumpeq\{\phi, \psi\}$, $\phi+\psi$ for $\neg(\phi \wedge \neg \psi)$, etc.) to simplify formal expressions.
where $j$ is the smallest such that $v_{j}$ does not occur in $\phi$.

$$
\left(\underset{\sim}{\exists}{ }^{f} v_{1}, \ldots, v_{n}\right)(\phi) \text { abbreviates } \quad\left(\exists v_{1}, \ldots, v_{n}\right)\left(\phi \wedge_{i<j \leq n} \wedge_{i} \neq v_{j}\right) .
$$

Given similarity types $\rho$ and $\rho_{1}, \rho+\rho_{1}$ is the result of adding the symbols of $\rho_{1}$ to $\rho$. It is defined by setting

$$
\rho_{1}^{\rho}=\left\{\left(i,((\rho, a), n):(i,(a, n)) \in \rho_{1}\right\}\right.
$$

and then defining $\rho+\rho_{1}=\rho \cup \rho_{1}^{\rho}$.
A ${\underset{\sim}{2}}_{\mathrm{E}}^{\mathrm{n}}$ (2nd order) formula of type $\rho$ is an expression of the form

$$
\underset{\sim}{\exists} \rho_{1} \forall \underset{\sim}{\forall} \rho_{2} \underset{\sim}{J} \rho_{3} \cdots(\underset{\sim}{\exists} \text { or } \underset{\sim}{\forall}) \rho_{n} \phi
$$

where $\rho_{1}, \ldots, \rho_{n}$ are countable similarity types and $\phi \varepsilon L_{\omega_{1} \omega}\left(\rho+\rho_{1}+\ldots+\rho_{n}\right)$.

In Naught [44] $\underset{\sim}{\sum_{n}^{\prime}}$ and ${\underset{\sim}{n}}_{n}^{\prime 1}$ were denoted as $\exists_{n}^{1}$ and $\forall n$ respectively. We will use the expressions $\quad \underset{\sim}{\forall}, \quad{\underset{\sim}{n}}_{1}^{1}$ to denote the corresponding classes of finitary 2nd-order formulas obtained by restricting $\phi$ to belong to $L_{\omega \omega}\left(\rho+\rho_{1}+\ldots+\rho_{n}\right)$ in the definition of


For $K \subseteq V_{\rho}, \quad X^{(n)} \subseteq V_{\rho} \cup\{0, \ldots, n-1\}$ is defined by the equation $K^{(n)}=\left\{\left(A, S, a_{0}, \ldots, a_{n-1}\right): a_{0}, \ldots, a_{n-1} \varepsilon A \&(A, S) \varepsilon K\right\}$. If $\phi$ is an n-formula, ( $A, S$ ) is a structure, and $a_{0}, \ldots, a_{n-1}$ are elements of A which satisfy $\phi$ in ( $A, S$ ) (in the obvious sense), we say $\left(A, S, a_{0}, \ldots, a_{n-1}\right)$ is a model of $\phi$ and write $\left(A, S, a_{0}, \ldots, a_{n-1}\right) \in \operatorname{Mod}^{(n)}(\phi)$ or $\left(A, S, a_{0}, \ldots, a_{n-1}\right)=\phi$. When $n=0$ we drop the superscript. $\operatorname{Mod}^{K}(\phi)=\operatorname{Mod}(\phi) \cap K$. If $I$ is a collection of $\rho$-formulas and $K \subseteq V_{\rho}$, we define $\Gamma\left(K^{(n)}\right)=$ $\left\{\operatorname{Mod}^{(n)}(\phi) \cap K^{(n)}: \phi\right.$ is an $n$-formula in $\left.\Gamma\right\}$. We say $K$ is $\sum_{\alpha}^{\prime 0}$, ${\underset{\sim}{\Sigma}}_{n}^{\prime 1}$, etc., if $K \in{\underset{\sim}{\Sigma}}_{\alpha}^{\prime 0}\left(V_{p}\right), \quad{\underset{\sim}{\Sigma}}_{n}^{\prime 1}\left(V_{\rho}\right)$, etc..

$$
J_{\rho}=\left(X_{\rho}, \omega!, J_{\rho}\right) \text {, the canonical logic action of type } \rho \text {, is }
$$

defined as follows:
$\omega!$ is the group of permutations of $\omega$ given the relative topology as a subspace of $\omega^{\omega}$.

For $g \varepsilon \omega!, \quad S \varepsilon X_{\rho}, g S=J_{\rho}(g, S)$ is the usual isomorph of $S$ under $g$. Thus, for each $\underline{R} \in R$ and each $\underline{c} \varepsilon C_{\rho}$

$$
\begin{aligned}
& \left(g S_{\underline{R}}\left(i_{1}, \ldots, i_{n(\underline{R})}\right)=\underline{S}_{\underline{R}}\left(g^{-1}\left(i_{1}\right), \ldots, g^{-1}\left(i_{n(\underline{R})}\right)\right)\right. \\
& (g S)_{\underline{c}}=g\left(S_{\underline{c}}\right) .
\end{aligned}
$$

It is easily seen that $J_{\rho}$ is a Polish action whenever $\rho$ is countable. $I_{\rho}=E_{J}$ is the usual isomorphism relation on $X_{p}$.

Let $\rho_{N}=\{n: n \in w\}$. If $\rho$ is disjoint from $\rho_{N}$, then Bore and projective subsets of $X_{p}$ are naturally described by propositional formulas of type $\rho U \rho_{N}$ as follows. An atomic name is an expression $\underline{R}\left(\underline{i}_{1}, \ldots, \underline{i}_{n}(\underline{R})\right.$ or $\underline{c}=\underline{i}$ where $\underline{R}, \underline{c} \varepsilon \rho$ and $\underline{i}, \underline{i}_{1}, \ldots, \underline{i}_{n}(\underline{R})$ ) $\varepsilon \rho_{N}$. $\phi$ is a $p$-name if $\phi$ is propositional and every atomic subformula of $\phi$ is an atomic name. If $\phi \varepsilon L_{\omega_{1} \omega}\left(\rho \cup \rho_{N}\right), \quad \sum_{\sim}^{\prime}{ }_{\alpha}^{o}\left(\rho \cup \rho_{N}\right), \quad{\underset{\sim}{i}}_{\prime}^{1}\left(\rho \cup \rho_{N}\right)$, etc., we say $\phi$ is a Bore $p$-name, $\quad \sum_{\alpha}^{o}-\rho$-name, $\quad \Sigma_{n}^{1}-p$-name, etc.. $\phi$ names the set $[\phi]=\{S:(\omega, S, 0,1, \ldots) \neq \phi\}$. Clearly, $B \subseteq X_{\rho}$ is Bore, $\quad \sum_{\alpha}^{0}, \quad \underset{\sim}{\Sigma_{n}^{1}}$, etc. if and only if $B$ has a Bore1-name, $\sum_{\alpha}^{0}$-name, $\sum_{n}^{1}$-name, etc.

We assume throughout the dissertation that $\rho_{N}$ is disjoint from all other similarity types which are mentioned.

Subsets of $X_{\rho}$ are also defined by arbitrary sentences of type $\rho$. Thus, if $\theta$ is a (first or second order) n-formula of type $\rho$, we Identify $S \varepsilon X_{\rho}$ with $(\omega, S)$ and set $\mathbb{I} \theta^{(n)} \mathbb{I}=\operatorname{Mod}^{(n)}(\theta) \cap X_{\rho}^{(n)}$. It is apparent that $\llbracket \theta^{(n)} \rrbracket$ is invariant under the canonical equivalence on $X_{p}^{(n)}=X_{p} \times \omega^{n}$. It is also apparent that $\llbracket \theta^{(n)} \mathbb{I}$ is $\Sigma_{\alpha^{\prime}}^{0}$, Bored,
 etc. for $\llbracket \theta^{(n)} \rrbracket$ may be obtained by inductively replacing subformulas of the form $\exists v \phi$ by disjunctions $\left.\underset{\sim}{\chi}\left\{\phi\binom{V}{\underline{i}}: i \varepsilon \omega\right\}\right)$. Thus, $B$ is
 For each of the Borel and projective classes the converse of the above holds and we have the identities ${ }_{\sim}^{\Sigma} \Sigma_{n}^{\prime 1}\left(X_{\rho}\right)=$ invariant $\Sigma_{n}^{1}\left(X_{\rho}\right)$," ${ }^{" L} \omega_{\omega_{1} \omega}\left(X_{\rho}\right)=$ invariant $B\left(X_{\rho}\right), " \quad{ }_{\sim}^{\Sigma}{ }_{\alpha}^{\prime}{ }_{\alpha}^{0}\left(X_{\rho}\right)=$ invariant $\sum_{\alpha}^{0}\left(X_{\rho}\right) \cdot "$ If $\theta$ is a $\sum_{n}^{1}-\rho$-name, then the equation
$\left.[\theta]^{+I_{\rho}}=\mathbb{I}\left(\underset{\sim}{\exists} \rho_{N}\right)\left(\theta \wedge(\underset{\sim}{\forall} \underset{\sim}{v})\left(\underset{\sim}{V} \underset{\sim}{v_{0}}=\underline{i}: i \varepsilon \omega\right\}\right) \wedge \wedge\{i \neq i: i<j<\omega\}\right) \mathbb{N}$ indicates that $[\theta]^{+}$is ${\underset{\sim}{Z}}_{n^{+}}^{1}$. Since $B=B^{+}$when $B$ is invariant, the first identity follows. The second, for countable $p$, follows from the first and the Lopez-Escobar interpolation theorem: $\underset{\sim}{\Sigma_{1}^{\prime}}\left(\nabla_{p}\right) \cap \underset{\sim}{\pi}{ }_{1}^{1}\left(\nabla_{p}\right)=L_{\omega_{1} \omega}\left(\nabla_{p}\right)$. The third identity is a recent result due to Vaught ([46]). It refines the second and extends it to arbitrary
p. In chapter III we w111 add to the list of identities by proving "countable alternated union of $\underset{\sim}{\pi}{ }^{\prime \prime}{ }^{0}$ sets $=$ invariant countable altermated union of $\pi_{\alpha}^{0}$ sets." These sets coincide with the invariant

## $\Delta_{\sim \alpha+1}^{\circ}$ sets when $\rho$ is countable. Effectiveness

In chapter I and chapter III we will prove "effective" versions of topological and model theoretic results. For us it will be most convenient to formalize the concept of "effectiveness" in terms of
hereditarily countable sets, admissible sets and primitive recursive set functions.

The canonical reference for primitive recursive set functions is Jenson-Karp [20]. We recall the basic definitions: A set function is primitive recursive (prim) if it can be obtained from the initial functions by substitution and recursion as follows:

Initial functions:
(i) $P_{n, i}\left(x_{1}, \ldots, x_{n}\right)=x_{i} ; 1 \leq n<\omega, 1 \leq i \leq n$
(ii) $F(x, y)=x \cup\{y\}$
(iii) $C(x, y, u, v)=x$ if $u \varepsilon v, y$ otherwise

## Substitution:

(a) $F(\breve{v}, \breve{w})=G(\breve{v}, H(\breve{v}), \breve{w}) ; \quad \breve{v}=\left(v_{1}, \ldots, v_{m}\right), \quad \breve{w}=\left(w_{1}, \ldots, w_{n}\right)$
(b) $F(\breve{v}, \stackrel{\breve{w}}{ })=G(H(\breve{v}), \stackrel{\rightharpoonup}{w})$

Recursion:

$$
F(w, \stackrel{u}{v})=G(\bigcup\{F(u, \breve{v}): u \varepsilon w\}, w, \stackrel{y}{v})
$$

If $x_{1}, \ldots, x_{k}$ are sets, a function $F$ is $\operatorname{prim}\left(x_{1}, \ldots, x_{k}\right)$ if there exists a prim function $G$ such that for all $v_{1}, \ldots, v_{m}$, $F\left(v_{1}, \ldots, v_{m}\right)=G\left(v_{1}, \ldots, v_{m}, x_{1}, \ldots, x_{k}\right) . y$ is $\operatorname{prim}\left(x_{1}, \ldots, x_{k}\right)$ if the constant function $F(v)=y$ is $p r i m\left(x_{1}, \ldots, x_{k}\right)$. It is apparent that $y$ is prim $\left(x_{1}, \ldots, x_{k}\right)$ if and only if $y=G\left(x_{1}, \ldots, x_{k}\right)$ for some prim function $G$. The set of all such $y$ is the prim-closure of ( $x_{1}, \ldots, x_{k}$ ).

A set $A$ is transitive if $y \in x \in A$ implies $y \in A$. Given $a$ set $x$, the transitive closure, $T c(x)$, of $x$ is the smallest transitive set $A$ such that $x \in A . X$ is hereditarily countable $(x \in H C)$ if $\overline{\overline{T c(x)}} \leq \omega$.

As an examplè, note that the definition $T C(y)=$
$y \cup U$ iTC $(z): z \varepsilon y\}$ shows that the function $F(y)=T C(y)$ is primitive recursive.

If $\rho$ is hereditarily countable then $X_{\rho} \subseteq H C$ and all of the first and second order formulas of type $\rho$ are hereditarily countable. Moreover, all of the syntactical notions (" $\theta$ is a formula," " $\phi$ is a subformula of $\psi, "$ etc.) we will use are easily seen to be set theoretically primitive recursive (cf. Cutland [14] or Barwise [71). In particular, the function $\theta \mapsto \theta^{N}$ which maps $p$-formulas to $p$-names by replacing variables by special constants is $\operatorname{prim}(\rho)$ for $\rho \in$ EC. -- Consider, for illustration the case $p=\{\underline{\varepsilon}\}$ where $\underline{\varepsilon}$ is binary. Then $\theta \mapsto \theta^{N}$ is defined by the recursive conditions:

$$
\begin{aligned}
& \left(\underline{\varepsilon}\left(\underline{v}_{i}, \underline{v}_{j}\right)\right)^{N}=\underline{\varepsilon}(\underline{i}, \underline{i}) \\
& (\neg \phi)^{N}=\neg\left(\phi^{N}\right), \quad(\underset{\sim}{V} \theta)^{N}=\underset{\sim}{V}\left\{\theta^{N}: \theta \in \theta\right\} \text {, dually for } \underset{\sim}{N} \\
& \left(\exists \underset{\sim}{v} v_{i} \phi\right)^{N}=V\left\{\phi^{N}\left(\frac{i}{j}\right): j \varepsilon \omega\right\} \text {, dually for } \underset{\sim}{\forall} \\
& \left(\exists \rho_{1} \phi\right)^{N}=\exists \rho_{1} \phi^{N}, \quad \text { dually for } \underset{\sim}{\forall}
\end{aligned}
$$

The language of set theory is $\left.L_{\omega \omega}(\underline{\hat{\varepsilon}}\}\right)$ where $\underline{\varepsilon}$ is binary. $\left.\phi \in L_{\omega \omega}(\underline{\varepsilon}\}\right)$ is $\Delta_{0}$ if every quantification in $\phi$ is restricted; that is, of the form $(\underset{\sim}{\forall} v)(v E W \rightarrow \ldots)$ or of the form $(\underset{\sim}{\underset{\sim}{v}} \mathrm{v})(\mathrm{vEw} \wedge \ldots)$.

The set of $\Sigma$-formulas is the smallest which includes the $\Delta_{0}$ formulas and is closed under finite conjunctions and disjunctions, restricted universal quanification and arbitrary existential quantification.

A set $A$ is admissible if $A$ is transitive, prim-closed and satisfies the $\underset{\sim}{\sum}$-reflection principle:

If $\theta$ is $\Sigma, a_{1}, \ldots, a_{n} \varepsilon A$ and $\left(A, \varepsilon, a_{1}, \ldots, a_{n}\right) \vDash \theta$, then for some transitive $b \in A, a_{1}, \ldots, a_{n} \varepsilon b$ and $\left(b, \varepsilon, a_{1}, \ldots, a_{n}\right) \neq \theta$.

A subset $X$ of $A$ is $\underset{\sim}{Z}$-definable on $A\left(X \in \underset{\sim}{\sum}(A)\right)$ if for some $\mathrm{n} \varepsilon \omega$, some $\breve{\mathrm{b}} \varepsilon \mathrm{A}^{\mathrm{n}}$, and some $\mathrm{n}+1$-formula $\phi \varepsilon \Sigma, \mathrm{X}=$ $\{a:(A, \varepsilon, b, a) \neq \emptyset\}$. $X$ is $A$-definable $(X \in \underset{\sim}{\Delta}(A))$ if both $X$ and A - X are ${\underset{\sim}{c}}_{\text {-definable }}$

All the facts we require about admissible sets may be found in [ 6] or [23].

For $a \subseteq H C, \quad \rho \in a, \quad " \Gamma "=" \sum_{\alpha}^{o_{"}}, \quad " \sum_{n}^{1 "}$, etc., we define $\Gamma[a]\left(X_{\rho}\right)=\{[\phi]: \phi \varepsilon Q$ and $\phi$ is a $\Gamma$ - $p$-name $\}$.

In I 52 , we will require some standard results about the conventional "lightface" classes $\Sigma_{n}^{1}, \Pi_{n}^{1}$ as found e.g. in [39]. It is known that if $\rho$ is finite, $X \varepsilon X_{p}$, and $A=A_{x}$, the smallest admissible set containing $x$, then our classes $\sum_{\sim}^{0}[A]\left(X_{\rho}\right)$, $\sum_{n}^{1}[A]\left(X_{\rho}\right)$ coincide with the Iightface classes $\Sigma_{\alpha}^{0}$ (Hyp $\left.x\right), \Sigma_{n}^{1}(x)$. Thus, the approach via prim-closed and admissible sets, subsumes and refines the lightface approach for our purposes.

The only results connecting "lightface" with "prim-closed" which are required for our arguments are the following obvious facts:
(i) $\Pi_{1}^{1}\left(2^{\left(x_{\omega}\right)} \subseteq \pi_{\sim}^{1}\left[a_{\omega}\right]\left(2^{\omega \times \omega}\right)\right.$ where $a_{\omega}$ is the prim-closure of $\{\omega\}$.
(ii) $\underset{\sim}{\forall} \frac{1}{1}\left(2^{\omega \times \omega}\right) \subseteq \pi_{1}^{1}\left(2^{\omega x^{\omega}}\right)$.

## Numbered Items

Certain statements in the body of the dissertation will be numbered. To assist the reader we have assigned these numbers in logical order rather than in the order of appearance in the text.

## CHAPTER I: PROJECTIVE EQUIVALENCE RELATIONS AND INVARIANT PREWELLORDERINGS

Moschovakis [35] and Vaught [44] established invariant $\mathbb{N}_{I}^{1}$ and $\sum_{\underset{I}{1}}^{1}$ reduction theorems (and, implicitly, corresponding invariant prewellordering theorems) for canonical logic actions. In [46] Vaught did the same for arbitrary Polish actions. The main subject of this chapter (51 and 52) is a proof that these results hold for arbitrary $\sum_{i}^{1}$ equivalence relations on arbitrary Suslin spaces. For suitable spaces $X$ the results are obtained in a very effective "primitive recursive" version, (Theorem 2.1) -- as were the effective theorems of [44]. Assuming projective determinacy, (PD), the same arguments, (which are based on the ordinary $H_{1}^{1}$ prewellordering theorem), extend without alteration to yield invariant reduction theorems for $\mathbb{N}_{2 n+1}^{1}$ and $\sum_{2 n+2}^{1}$, all $n \varepsilon \omega$.

The present chapter is the latest version of work begun jointly with John Burgess in [11]. That paper contained proofs of the invariant $\sum_{\sim}^{1}$ prewellordering and reduction theorems (due to the author) and of the invariant $\mathbb{I}_{I}^{1}$ reduction theorem for pairs (due to Burgess). At that time we conjectured the full invariant $\mathbb{I}_{1}^{1}$ prewellordering theorem, but could prove only a very special case of the theorem for $\mathbb{M}_{2 n+1}^{1}$ ( $\mathrm{n} \geq 1$ ) assuming $P D$ ([11] 4.2). The conjecture (and, hence, full . invariant $\pi_{1}^{1}$ reduction) was established by $R$. Solovay based on an idea of the author (see our remark III, p. 40 for more details). This argument forms a central part of the proof of 2.1 below. Solovay's proof is sufficient to establish a corresponding "1ightface" theorem as is a second argument (for invariant $\mathbb{N}_{1}^{1}$ prewellordering) due to Burgess [10]. The additional argument of $\$ 2$ which establishes the stronger
"primitive recursive" part of 2.1 is new. It is closely related to the methods of Vaught [44].
5. 3 contains a discussion of the invariant uniformization principle. Assuming $V=L$ we show that the principle holds for $\sum_{n}^{1} \quad(n \geq 2)$. We prove a general result on counterexamplès which is related to previous work of Dale Myers.
§1. Invariant Prewellorderings and the Invariant Reduction Principle

We begin by recalling some of the basic definitions. If $B=$
$\left\langle B_{i}\right.$ : i $\varepsilon$ I> and $A=\left\langle A_{i}\right.$ : i $\left.\varepsilon I\right\rangle$ are sequences of subsets of $X$, we say that $B$ reduces $A$ provided that
(i) $B_{i} \subseteq A_{i}$ for each i $\varepsilon I$
(ii) $\bigcup\left\{B_{i}: i \varepsilon I\right\}=\bigcup\left\{A_{i}: i \varepsilon I\right\}$
(iii) $B_{i} \cap B_{j}=\emptyset$ whenever $i, j \in I$ and $i \neq j$
$r \subseteq P(X)$ has the reduction property if for every $A \varepsilon{ }^{\omega} \Gamma$ there exists $B E{ }^{\omega} \Gamma$ such that $B$ reduces $A$. The reduction property for pairs is obtained from the reduction property by replacing to with 2 .

If $I$ has the reduction property for pairs, then $\breve{\Gamma}=$
$\{-A: A \in \Gamma\}$ has the (weak) first separation property:
If $A_{0}, A_{1}$ are disjoint elements of $\breve{\Gamma}$, then there exists $B \varepsilon \stackrel{u}{\Gamma} \cap \mathrm{r}$ such that $A_{0} \subseteq B \subseteq-A_{1},\left(B\right.$ separates $A_{0}$ from $\left.A_{1}\right)$. To prove this consider $B$ such that ( $B,-B$ ) reduces $\left(-A_{1},-A_{0}\right)$. $A$ related concept is that of a uniformization. If $B$ and $A$ are subsets of a product space $\mathrm{X} \times \mathrm{Y}, \mathrm{B}$ is said to uniformize A provided
(i) $B \subseteq A$
(ii) If $(x, y) \in A$, then $(\exists y)((x, y) \in B)$. (domain $(B)=$ domain (A)).
(iii) If $\left(x, y_{1}\right),\left(x, y_{2}\right) \in B$, then $y_{1}=y_{2}$. ( $B$ is a function).
$\Gamma \subseteq X \times Y$ has the uniformization property if every member of $\Gamma$ can be uniformized by a member of $\Gamma$. For $B, A \varepsilon{ }^{\omega} P(X)$ it is easy to see that $B$ reduces $A$ if and only if $\hat{B}=\left\{(x, i): x \in B_{i}\right\}$ uniformizes $\hat{A}=\left\{(x, i): x \in A_{i}\right\}$. Thus, the reduction property for, say, $\Pi_{\sim}^{1}(X)$ is equivalent to the uniformization property for $\prod_{\sim}^{1}(X \times \omega)$.

A relatively difficult theorem of descriptive set theory states that for arbitrary Polish spaces $X, Y$, the collections $\mathbb{I}_{1}^{1}(X \times Y)$ and ${\underset{\sim}{i}}_{2}^{1}(\mathrm{X} \times \mathrm{Y})$ have the uniformization property. Assuming PD , the same is true for ${\underset{\sim}{2}}_{2 n+1}^{1}, \sum_{\sim}^{1} 2 n+2$ for each $n \in \omega$, Kf. Kechris-Moschovakis [21]. On the other hand, if we assume the axiom of constructibility $(V=L)$, then $\sum_{\sim}^{\sum}(X \times Y)$ has the uniformization property whenever $X, Y$ are Polish and $n \geq 2$, (Addison [1]). We will show that this Iast result has an invariant version while the other uniformization theorems do not.

Now suppose E is an equivalence relation on X and $r \subseteq P(X)$. Let $E-i n v(\Gamma)$ be the collection of E-invariant members of T. We are interested in E-invariant versions of the reduction and unfformization properties. The E-invariant F -reduction property is easy to formulate, viz. E-inv(r) has the reduction property. The E-invariant uniformization property is a bit more complicated. If $X=Y \times Z$ and $A \subseteq X$ is E-invariant, we say that $B$ is an E-uniformization of $A$ provided
(i) B is E-invariant
(ii) $B \subseteq A$
(iii) If $(y, z) \in A$, then $(\exists z)((y, z) \in B)$
(iv) If $\left(y, z_{1}\right),\left(y, z_{2}\right) \in B$, then $\left(y, z_{1}\right) E\left(y, z_{2}\right)$.

Condition (iv) says that $B$ is as close to being a function as is consistent with E-invariance. I has the E-uniformization property if every E -invariant $\mathrm{A} \varepsilon \mathrm{F}$ has an E-uniformization which is a member of T .

Note that if $E=E^{\prime} \times \underset{\sim}{1}$, where $\underset{\sim}{\frac{1}{\sim}}$ is the identity relation on 2 , then an E-uniformization is just a uniformization which is E-invariant.

This definition of the E-uniformization property is essentially due to Vaught, see [44]. He formulated it for the special case $X=X_{\rho} \times X_{\rho}, \quad E=E_{J_{\rho} \times J_{\rho}}$, and asked whether $\mathbb{H}_{1}^{1}(X)$ has the E-uniformization property in this case. D. Myers answered that question in the negative in [36] and [38].

To see the relation between the invariant reduction and uniformization properties, let $A \varepsilon{ }^{\omega} P(X)$ be a sequence of $E$-invariant sets and let $B=\left\langle B_{i}: i \varepsilon \omega\right\rangle$ be a sequence which reduces $A$. It is apparent that each $B_{i}$ is E-invariant just in case $\left\{(x, i): \times \varepsilon B_{i}\right\}$ is an $E \times 1-$ uniformization of $\left\{(x, i): x \in A_{i}\right\}$. Thus, for $" r "=" \Sigma_{n}^{1}{ }^{1}$ or $" \pi_{n}^{1} "$,

E-inv( $\Gamma(X)$ ) has the reduction property if and only if
$\Gamma(X \times \omega)$ has the $E \times \underset{\sim}{1}$-uniformization property.
An important tool for our treatment of the $\pi_{1}^{1}$ and $\sum_{\sim_{2}^{1}}^{1}$ reduction theorems is the notion of a prewellordering [5]. Given a set $A$, a prewellordering on $A$ is a transitive, relexive, connected, well-founded relation on $A$. If $\underline{\preceq}$ is a prewellordering on $A$, the associated norm $\phi_{\mathcal{L}}: A \rightarrow O N$ is obtained by defining $\phi_{\mathbb{S}}(a)$ to be the ц-rank of a. Conversely, every map $\phi: A \rightarrow O N$ induces a prewellordering
$\underline{\varsigma}_{\phi}$ on $A$ by setting $a \underline{\varsigma}_{\phi} a^{\prime}$ if and only if $\phi(a) \leq \phi\left(a^{\prime}\right)$. Given $A \subseteq X$ and $I \subseteq P\left(X^{2}\right)$, we define a $r$-prewellordering on $A$ to be a triple $\left(\underline{\Omega}, Q, Q^{\prime}\right)$ such that $\leq$ is a prewellordering on $A$, $Q \in \Gamma, Q^{\prime} \in \breve{\Gamma}$ and for every $a \in A$ and $x \in X$

$$
(x \in A \& x \underline{a} a) \Longleftrightarrow(x, a) \in Q \Longleftrightarrow(x, a) \in Q^{\prime} .
$$

If " $r$ " $={ }_{\sim}^{\sim} \Sigma_{n}^{1 "}$, $" \Sigma_{n}^{1 "}$, etc. and $A \subseteq x$, then a $r$-prewellordering on $A$ is a $r\left(X^{2}\right)$-prewellordering on A. If $X=X_{\rho}$ and $\rho \varepsilon Q \subseteq H C$, then a $\Gamma[Q]$-prewellordering is a $\Gamma$-prewellordering $\left(\underline{\alpha}, Q, Q^{\prime}\right)$ such that $Q \in r[a], \quad Q^{\prime} \varepsilon r[a]$.
 orderings in proving reduction theorems stems from the fact:
(2) If $A \in \Gamma(X \times \omega)$ and $\left(\underline{\alpha}, Q, Q^{\prime}\right)$ is a $\Gamma$-prewellordering on A, then the set $B=\{(x, p):(x, p) \in A$ and $p$ is the smallest natural number which minimizes $\left.\phi_{\underline{L}}(x, p)\right\}$
$=\left\{(x, p):(x, p)\right.$ \& $\& \quad \bigwedge\left[((x, m),(x, p)) \in Q^{\prime} \Rightarrow((x, p),(x, m)) \in Q\right]$ $\left.\& \bigwedge_{\mathrm{n}<\mathrm{p}}\left[((\mathrm{x}, \mathrm{n}),(\mathrm{x}, \mathrm{p})) \underset{\ddagger}{\frac{m}{\infty} \mathrm{E}} \mathrm{Q}^{\prime}\right]\right\}$
is a member of $\Gamma(X \times \omega)$ which uniformizes $A$.

Thus, if every $A \in \Gamma(X \times \omega)$ has a $\Gamma\left((X \times \omega)^{2}\right)$-prewellordering, then $\Gamma(X \times \omega)$ has the uniformization property.

When $X=X_{\rho}, \rho \varepsilon H C$, the definition of $B$ in (2) is uniform and effective. That is
(3) There is a prim( $\omega$ ) function $P$ such that if $\phi$ is a $\Gamma$-name for a subset of $X_{\rho} \times \omega$ and $q, q^{\prime}$ are $\Gamma$-names such that $\left([\phi]^{2} \cap[q],[q],\left[\neg q^{\prime}\right]\right)$ is a $\Gamma$-prewellordering on [ $\phi]$, then $P\left(\phi, q, q^{\prime}\right)$ is a $\Gamma$-name for a set which uniformizes [ $\phi]$.

Suppose $E$ is an equivalence relation on $X$, and that $A$, $\left(\underline{L}, Q, Q^{\prime}\right)$ and $B$ are as in (2). Assume further that $A$ is $\mathrm{E} \times \underset{\sim}{1}$-invariant. It is clear from the definition of $B$ that:

If $E \times \underset{\sim}{d}$ is a congruence for $\preceq$ (i.e. if $(x, m) \leq\left(x^{\prime}, m\right)$ whenever XEx ), then B is $\mathrm{E} \times \underset{\sim}{1}$-invariant.

In a slightly more general context, suppose we are given a Suslin space $X$, an equivalence $E$ on $X$, and a $E$-invariant set $A \subseteq x$. Then an E-invariant $r$-prewellordering on $A$ is a $r$-prewellordering $\left(\underline{\Omega}, Q, Q^{\prime}\right)$ on $A$ such that $\preceq$ is an $E \times E$-invariant subset of $x^{2}$.

If every E-invariant $A \in \Gamma(X)$, (respectively, $f[a]\left(X_{p}\right)$ ), has an E-invariant T -prewellordering, (r[a]-prewellordering), we say that X , ( $\mathrm{X}_{\mathrm{p}}$ ), has the E-I-prewellordering property, (E-F[ $]$-prewellordering property).

Theorem 1.1. Let " $\Gamma$ " be " $\Sigma_{n}^{1 "}$ or " $n_{n}^{1 "}$. Assume that $X$ is a Suslin space with an equivalence $E$ such that $X \times w$ has the $(E \times \underset{\sim}{1})-\Gamma$ prewellordering property. Let $E_{1}$ be an arbitrary equivalence on $\omega$. Then
(a) $\Gamma(X \times \omega)$ has the $\left(E \times E_{1}\right)$-uniformization property.
(b) Suppose $X=X_{\rho}, \rho \in H C$. Then there is a prim $(\omega)$ function $P_{0}$ such that if $\phi$ is a $\Gamma$-name for an $E \times E_{1}$ invariant subset of $X \times \omega, \psi$ is a $\Gamma$-name for $E_{1}$, and $q, q^{\prime}$ are respectively $r, \breve{r}$-names which witness an ( $E \times \frac{1}{\sim}$ )-invariant $\Gamma$-prewellordering on $[\phi]$, then $P_{o}\left(\phi, q, q^{\prime}, \psi\right)$ is a $\Gamma$-name for an ( $E \times E_{1}$ )-uniformization of $[\phi]$.

## Proof.

First suppose $E_{1}=1$. Then the conclusions (a) and (b) are immediate from (4) and (2) and (3) respectively. The general case is easily reduced to this case as follows.

Let $A \subseteq X \times \omega$ be $E \times E_{1}$-invariant and suppose $B \in \Gamma(X \times \omega)$
is an $E \times \mathbb{N}^{1}$-uniformization of $A$. Let $B^{\prime}=B^{+\left(E \times E_{1}\right)}=$
$\left\{(x, p): \bigvee_{m \in \omega}\left((x, \mathbb{M}) \in B \quad \& \quad \mathrm{mE}_{1} p\right)\right\} . B^{\prime}$ is obviously $E \times E_{1}$-invariant.
Since $A$ is $E \times E_{1}$-invariant and $B \subseteq A, B^{\prime} \subseteq A . \quad \operatorname{dom}\left(B^{\prime}\right)=\operatorname{dom}(B)$ so $\operatorname{dom}\left(B^{\prime}\right)=\operatorname{dom}(A)$. Finally, if $\left(y, m_{1}\right),\left(y, m_{2}\right) \varepsilon B$, then $m_{1} E_{1} m_{2}$ so $\left(y, m_{1}\right) E \times E_{1}\left(y, m_{2}\right)$. Thus, $B^{\prime}$ is an $E \times E_{1}$-uniformization of $A$. It is apparent from our definition of $B^{\prime}$ that when $X=X_{p}$, a I-name for $B^{\prime}$ can be obtained primitive recursively from $\Leftrightarrow$ and names for $B$ and $E_{1}$. (b) then follows by (3).
52. The Invariant $\Pi_{1}^{1}$ and ${\underset{\sim}{\Sigma}}_{2}^{1}$ Prewellordering Theorems.

The main result of this section is

Theorem 2.1. There exist prime( $\omega$ ) functions $P_{1}, P_{2}$ with the following property. Assume $\rho \in$ HC is a similarity type and $\psi$ is a $\quad \sum_{Z_{1}^{1}}^{1}$-name for an equivalence on $X_{p}$. Then
(a) If $\phi_{1}$ is a $\mathbb{H}_{1}^{1}$-name for a $[\psi]$-invariant set, then $P_{1}\left(\rho, \psi, \phi_{1}\right)$ is an ordered pair of names which witnesses the existence of a $[\psi]$-invariant $\pi_{1}^{1}$-prewellordering on $\left[\phi_{1}\right]$.
(b) If $\phi_{2}$ is a ${\underset{\sim}{2}}_{2}^{1}$-name for a $[\psi]$-invariant set, then $P_{2}\left(\rho, \psi, \phi_{2}\right)$ is an ordered pair of names which witnesses the existence of a $[\psi]$-invariant ${\underset{\sim}{2}}_{2}^{1}$-prewellordering on $\left[\phi_{2}\right]$.
2.1 yields

## Corollary 2.2.

(a) If X is Suslin, E is a $\tilde{\Sigma}_{1}^{1}$ equivalence on $X$, and $" r "=" \Pi_{1}^{1}$ " or " $\Sigma_{2}^{1 "}$ ", then $X \times \omega$ has the $\left(E \times \frac{1}{\sim}\right)-\Gamma$-prewellordering property.
(b) With $X, E$ as in (a), both $E-\operatorname{inv}\left(\mathbb{I}_{1}^{1}(X)\right)$ and $E-\operatorname{inv}\left({\underset{\sim}{2}}_{2}^{1}(X)\right)$ have the reduction property.
(c) The $\Pi_{1}^{1}[a]$, (respectively $\sum_{\sim}^{\sum_{2}^{1}}\left[a_{1}\right]$ ), subsets of $X_{\rho} \times w$ have the $E \times E_{-}$uniformization property whenever $a \subseteq H C$ is primclosed, $\omega, \rho \in Q, E$ is a $\sum_{\sim}^{1}[Q]$ equivalence on $X_{\rho}$, and $E_{1}$ is a $\underset{\sim}{\pi} \underset{1}{1}[a], \quad\left(\sum_{2}^{1}[a]\right)$, equivalence on $\omega$.

## Proof of Corollary.

(c) is immediate from 2.1 and 1.1.
(b) is immediate from (a) and 1.1.

Since all uncountable Polish spaces are Borel isomorphic,
(a) is immediate from 2.1 when $X$ is Polish. For the general case, let $X, E$ be as in (a) and let $A \varepsilon \Gamma(X)$ be invariant $\quad\left(" \Gamma "=N_{\sim 1}^{1} I_{1}\right.$ or ${ }_{\sim}^{\Sigma} 2_{2}^{1 "}$ ). Let $f$ be a Borel measurable function on $2^{\omega}$ onto $X$. Defining $E^{\prime}$ by the
equation $R_{1} E^{\prime} R_{2} \Leftrightarrow f\left(R_{1}\right) E f\left(R_{2}\right)$, we see that $E^{\prime}$ is a $\sum_{1}^{1}$ equivalence and $f^{-1}(A) \varepsilon E^{\prime}-\operatorname{inv}\left(\Gamma\left(2^{(\omega)}\right)\right.$. By 2.1 there is an $E^{\prime}-\Gamma^{-}$ prewellordering $\left(\underline{\Omega}, Q, Q^{\prime}\right)$ on $f^{-1}(A)$. Setting $Q_{A}=$ $\left\{(x, y):\left(\forall R_{1}, R_{2}\right)\left(\left(f\left(R_{1}\right)=x \& f\left(R_{2}\right)=y\right) \Rightarrow\left(R_{1}, R_{2}\right) \in Q\right\}\right.$, $Q_{A}{ }^{\prime}=\left\{(x, y):\left(\exists R_{1}, R_{2}\right)\left(f\left(R_{1}\right)=x \quad \& \quad f\left(R_{2}\right)=y \quad \& \quad\left(R_{1}, R_{2}\right) \varepsilon Q^{\prime}\right\}\right.$, $\leq_{A}=Q \cap A^{2}$, it is easily seen that ( $\underline{\Omega}_{A}, Q_{A}, Q_{A}^{\prime}$ ) is an E-F-prewellordering on $A$. $\square$

The ${\underset{N}{1}}_{1}^{1}$ and ${\underset{\sim}{2}}_{1}^{1}$ cases of 2.1 will be treated separately. The argument for the $\pi_{1}^{1}$ case is substantially longer than that for ${\underset{\sim}{2}}_{2}^{1}$. It is the only part of this dissertation which makes essential use of "lightface" notions and involves two separate parts (the first is due to Solovay - see Remark III, p. 40). In part one we prove the lightface version of the theorem --

If $\rho$ is finite, $E \in \Sigma_{l}^{1}\left(X_{\rho}^{2}\right)$ is an equivalence on $X_{\rho}$, and $A \in \Pi_{1}^{1}\left(X_{\rho}\right)$ is $E$-invariant, then $A$ has an $E$-invariant $\Pi_{1}^{1}$-prewellordering.

In part two we consider a particular "very universal" $\pi_{1}^{1}$ set and $\Sigma_{I}^{1}$ equivalence and derive the general case of 2.1 by a process of taking "pseudo cross-sections".

The argument for the $\frac{1}{2}$ case is more direct -- we derive the invariant primitive recursive $\sum_{2}^{1}$ prewellordering theorem (2.1) from the non-invariant primitive recursive $\frac{\pi_{1}}{1}$ prewellordering theorem.

Both our arguments are logically based on the ordinary $\Pi_{1}^{1}$ (lightface) prewellordering theorem so we have the following (see Remark I, p. 38 for details):

Corollary 2.3. (to the proof of 2.1) Assume $n \geq 1$ and every $n_{n}^{I}$ subset of $2^{\omega}$, has a $\pi_{n}^{1}$ prewellordering. Then 2.1 and 2.2 hold
 " $\sum_{n}^{1 \prime \prime}$ and " $\sum_{n+1}^{1}$ " throughout. In particular, the conclusion holds whenever n is odd and all $\frac{\Delta_{\mathrm{n}}-1}{1}$ games are determined.

Proof of $2.1(\mathrm{a})$, part 1.
Let $X_{0}=2^{\omega}, X_{1}=\omega$. For $1, j \in\{0,1\}$ let
$<>_{i j}: X_{i} \times X_{j} \rightarrow X_{i \cdot j}$ be a recursive bijection with recursive inverse $s_{i j}: w+\left(w_{0}^{i j}, w_{1}^{i j}\right)$. We will use $i, \ldots, n$ with subscripts to denote members of $\omega$ and $u, \ldots, z$ with subscripts to denote members of $2^{\omega}$. We will drop the subscripts on our pairing functions whenever possible.

Let $W \in \Pi_{1}^{1}\left(2^{\omega} \times \omega\right)$ be a universal $\Pi_{1}^{1}$ set. For each i $\varepsilon \omega$ let $W_{i}=\left\{x \in 2^{\omega}:(x, i) \varepsilon W\right\}$, (so $\Pi_{1}^{1}\left(2^{\omega}\right)=\left\{W_{i}: i \varepsilon \omega\right\}$ ). We further assume that $W$ is "canonical" in that
(i) There exist recursive functions $f_{i}: \omega \rightarrow \omega, \quad i=1, \ldots, 4$, such that for all $n$, m

$$
\begin{aligned}
& W_{f_{1}}(n)=\left\{x: \quad(\forall w)\left(\langle w, x\rangle \varepsilon W_{n}\right)\right\} \\
& W_{f_{2}}(n)=\left\{x: \quad(\exists m)\left(\langle\mathrm{m}, x\rangle \varepsilon W_{n}\right)\right\} \\
& W_{f_{3}(\langle n, m\rangle)}=W_{n} \cup W_{m} \\
& W_{f_{4}(\langle n, m\rangle)}=W_{n} \cap W_{m}
\end{aligned}
$$

(ii) For every recursive $h: 2^{\omega}+2^{\omega}$ there exists recursive $h^{*}: \omega+\omega$ such that for every $\left.n, W_{h *}(n)={ }_{\{x}: h(x) \varepsilon W_{n}\right\}$. (iii) $W_{0}=\{\langle x, n\rangle: \quad(x, n) \varepsilon W\}$.

Given $y \in 2^{\omega}, n \in \omega$ let $W_{n}^{y}=\left\{x:\langle y, x\rangle \in W_{n}\right\}$. The following well-known "uniform boundedness lemma" is the key to our proof of (8). It is originally due to Moschovakis. The reader should have no difficulty in transferring the proof of Lemma 9 in [34] to our context.

Assume $\left(\underline{\leq}, Q, Q^{\prime}\right)$ is a $\eta_{1}^{1}-$ prewellordering on $W_{0}$. There is a recursive function $b: 2^{\omega}+2^{\omega}$ such that for every $\mathrm{y} \varepsilon 2^{\omega}, \quad \mathrm{n} \varepsilon \omega$, if $-\mathrm{W}_{\mathrm{n}}^{y} \subseteq W_{0}$ then $\mathrm{b}(\langle\mathrm{y}, \mathrm{n}\rangle) \varepsilon W_{0}$ and $-W_{n}^{y} \subseteq\{z: b(\langle n, y\rangle) \notin z\}$.

The next lemma is the central part of the argument establishing (8).
(7) that $W_{o}$ is E-invariant. Then there exists an E-invariant $I_{1}^{I}$ prewellordering on $W_{0}$.

Proof of (7).
Let $\left(\underline{s}, Q, Q^{\prime}\right)$ be an ordinary $\prod_{1}^{1}$ prewellordering on $W_{0}$ and suppose $Q^{\prime}=\left\{(x, y)\right.$ : ox> $\left.\neq W_{k_{1}}\right\}$. It follows from our uniformity assumptions (i-iii) on $W$ that there is a recursive function $h$ : iv $\rightarrow \omega$ such that

$$
\begin{aligned}
-W_{h(0)} & \left.=\{\alpha, y\rangle:(\exists z)\left(z E y \quad \& \quad(z, x) \varepsilon Q^{\prime}\right)\right\} \\
& \left.=\{\alpha, y\rangle:(\exists z)\left(\langle z, y\rangle \notin W_{k_{0}} \& \quad<z, x\right\rangle \notin W_{k_{1}}\right)
\end{aligned}
$$

and for all i \& $\omega$

$$
\begin{aligned}
& -W_{h(i+1)}=\left\{\langle x, y\rangle:(\exists z, w)\left(z E y \&(w, x) \in Q^{\prime} \& \underset{j \leq i}{V}(z, b(h(j), w)) \varepsilon Q^{\prime}\right)\right\} \\
& =\bigcup_{j \leq i}\left\{\langle x, y\rangle: \quad(\exists z w)\left(\langle z, y\rangle \notin W_{k_{0}} \quad \& \quad<w, x\right\rangle \notin W_{k_{1}}\right. \\
& \left.\&<z, b(\langle h(j), w\rangle)\rangle \notin W_{k_{1}}\right\} \text {. }
\end{aligned}
$$

Define $f:\left(\omega \times 2^{\omega}\right) \rightarrow 2^{\text {t }}$ by the recursive conditions:

$$
f(0, x)=x, \quad f(i+1, x)=b(<h(i), f(i, x)>) .
$$

Define

$$
\begin{array}{ll}
\underline{L}=\{(x y): & (\exists i \varepsilon \omega)(x \leq f(i, y))\} \\
Q=\{(x, y): & (\exists i \varepsilon \omega)((x, f(i, y)) \varepsilon Q)\} \\
Q^{\prime}=\{(x, y): & \left.(\exists i \varepsilon \omega)\left((x, f(i, y)) \varepsilon Q^{\prime}\right)\right\} .
\end{array}
$$

Since $f$ is recursive, $Q$ and $Q^{\prime}$ are respectively $\pi_{1}^{1}$ and $\Sigma_{1}^{1}$. We claim that $\left(\underline{L}, Q, Q^{\prime}\right)$ is an $E$-invariant $\Pi_{1}^{1}$-prewellordering:

Using the defining property of $b$, one easily verifies by induction that
(i) $(\forall i \in \omega)\left(\forall w \in 2^{\omega}\right)\left(w \in W_{0} \Rightarrow b(h(i), w) \in W_{0}\right)$.

A second induction using (i) shows
(ii) $(\forall i \in \omega)\left(\forall x \in 2^{\omega}\right)\left(x \in W_{0} \Rightarrow f(i, x) \varepsilon W_{0}\right)$.

Thus if $x \in W_{0}$ and $(y, x) \in Q$ or $(y, x) \varepsilon Q^{\prime}$, then $y \in W_{0}$, and it follows that $\leq=Q \cap W_{0}^{2}=2 \cap W_{0}^{2}$. Also, if $x \varepsilon W_{0}$ and
$y E x$ then $y \in-W_{h(0)}^{X}$, hence $y \leq f(1, x)$ and $y \preceq x$. Thus〔 is E-invariant. $\mathrm{x} \leq \mathrm{y}$ implies $\mathrm{x} \preceq \mathrm{y}$ so $\preceq$ is well-founded and connected.

It remains only to show that $\preceq$ is transitive. The transitivity of $\preceq$ will follow from

Suppose $i<j<\omega, x, y \in W_{0}$ and $f(i, x) \leq f(j, y)$.
Then $f(i+1, x) \leq f(j+1, y)$.

Proof of (6).
We must show $f(i+1, x) \leq f(j+1, y)=b(\underset{h}{ }(j), f(j, y)>)$. It suffices to show that $f(i+1, x) \varepsilon-\frac{W^{f}(j, y)}{h(j)}$, i.e. that there exist $k<j, z$, w such that
$z E f(i+1, x)$ and $(w, f(j, y)) \varepsilon Q^{\prime}$ and $\left(z, b(\langle i(k), w>)) \varepsilon Q^{\prime}\right.$.

This condition is satisfied if we choose $z=f(i+1, x), \quad w=f(i, x)$, $k=1$. (6) follows.

Now to verify that $\preceq$ is transitive, suppose $x \preceq y$ and $y \preceq z \in W_{0} ;$ say $x \leq f(i, y)$ and $y \leq f(j, z)$. Since $y \leq f(1, y)$ we may assume $j>0$. By repeated application of (6) we obtain $f(i, y) \leq f(j+i, z)$. Then $x \leq f(j+1, z)$ so $x \leq z$. This completes the proof of (7).

Proof of (8).
Suppose $p$ is finite, $E \subseteq X_{p}^{2}$ is a $\Sigma_{I}^{1}$ equivalence, and A $\varepsilon \Pi_{1}^{1}\left(X_{\rho}\right)$ is $E$-invariant. Let $f: 2^{\omega} \rightarrow X_{\rho}$ be a recursive surjection. Then $f^{-1}(A) \varepsilon \Pi_{1}^{1}\left(2^{\omega}\right)$, say $f^{-1}(A)=W_{n} W_{0}$ is invariant under the equivalence $E^{\prime}=\{(x, y): x=y$ or $(\exists z, w)(x=\langle z, n\rangle \& y=\langle w, n\rangle$ \& $f(z) E f(w)\}$. Applying (7), let ( $\leq, Q, Q^{\prime}$ ) be an $E$-invariant $\Pi_{1}^{1}$
prewellordering on $W_{o}$. Define
$Q=\left\{(R, S) \varepsilon X_{p}^{2}: \quad\left(\forall x, y \in 2^{\omega}\right)((f(x)=R \& f(y)=S) \Rightarrow(x, y) \varepsilon Q)\right\}$ $Q^{\prime}=\left\{(R, S) \varepsilon X_{\rho}^{2}: \quad\left(\exists x, y \in 2^{\omega \prime}\right)\left(f(x)=R \quad \& \quad f(y)=S \quad \& \quad(x, y) \in Q^{\prime}\right)\right\}$. It is easily checked that $\left(2 \cap A^{2}, 2,2^{\prime}\right)$ is a $\Pi_{1}^{1}$ prewellordering on A. This completes part 1 of 2.1(a).

Proof of $2.1(\mathrm{a})$, part 2.
Let $\underline{F}, \underline{V}$ be the binary relation symbols $(1,(0,2))$ and $(1,(1,2))$ respectively and let $\rho_{0}=\{\underline{F}, \underline{V}\}$. We will be concerned with members ( $F, V$ ) of $X_{\rho_{0}}$ such that for some $p \varepsilon H C, F$ "codes" a pair of $p$-names and $V$ "codes" a member of $X_{\rho_{0}}$ via $F$. The material of this section is closely related to Vaught's " $\mathcal{L}-10 \mathrm{gic}$ " as found in [44]. The present situation is simpler than that of [44] in that we need only consider satisfaction for applied propositional logic (i.e. names). It is more complicated than that of [44] in that we must define not only a universal $\pi_{1}^{1}$ set but a universal $\Sigma_{1}^{1}$ equivalence.

We first collect some helpful observations. When $p$ is a similarity type and $\phi$ is a Bore $\rho$-name, at $(\rho)$ and sub ( $\phi$ ) respectively denote the set of atomic $p$-names and the set of subnames (subformulas) of $\phi$. Given $R E X_{\rho}$ let $V_{R}: \operatorname{at}(\rho)+\{0,1\}$ be the characteristic function of $R$ with respect to at $(p)$. $V$ is a $p$ valuation if $\left(\exists R \varepsilon X_{\rho}\right)\left(V=V_{R}\right)$. Note that $V$ is a $p$-valuation if and only if $V$ is a function on at $(\rho)$ to 2 and for every $\subseteq \in C_{\rho}$ there is a unique i $\varepsilon \omega$ such that $(\underline{c} \equiv i, 1) \in V$. Thus, it is apparent that

There is a 1 -formula $V a l \varepsilon L_{\omega \omega \omega}\left(\rho_{0}\right)$ such that for any similarity type $\rho$, if $a$ is a transitive set which contains $a t(p)$ and $v \subseteq Q^{2}$ then $(Q, \varepsilon, v$, at $(p)) \neq$ Val if and only if $V$ is a $p$-valuation.

If $V$ is a $\rho$-valuation let $R_{V}$ be the unique $R \varepsilon X_{\rho}$ such that $\nabla=\nabla_{R}$. Let $\underline{B}=(1,(0,1))$. By considering the natural inductive definition of " $R \varepsilon[\phi]$ " it is apparent that

There is a 2-formula Sat $\varepsilon L_{\omega \omega}\left(\rho_{\rho} \cup\{\underline{B}\}\right)$ such that for any similarity type $\rho$ and Borel- $\rho$-name $\phi$, if $Q$ is a transitive (10) set which contains both $a t(p)$ and $\operatorname{sub}(\phi), \nabla \subseteq a^{2}$ is a $p^{-}$ valuation, and $B \subseteq a$, then $(a, \varepsilon, \nabla, B, a t(p), \operatorname{sub}(\phi)) \neq$ Sat if and only if $B=\left\{\psi \varepsilon \operatorname{sub}(\phi): R_{V} \varepsilon[\psi]\right\}$.

Given a $\varepsilon H C$, suppose $F \in 2^{\omega \times \omega}$ is such that $(\omega, F)=$ $(T C(\{a\}), \varepsilon)$. Then we say that $F$ is a representing relation and that $F$ represents a. We further specify that $T C(\{a\})=i(F)$. Let $i_{F}:(\omega, F) \rightarrow(i(F), \varepsilon)$ be the unique isomorphism. For $b \in i(F)$, $c \subseteq i(F)$ we specify $b^{F}=i_{F}^{-1}(b), c^{(F)}=\left\{b^{F}: b \varepsilon c\right\}$.

It is not generally possible to effectively associate to each a $\varepsilon$ HC a specific structure which represents $a$. We do however have the following approximation:

There is a $\operatorname{prim}(\omega)$ function $F_{0}$ such that for any a $\varepsilon H C$, $F_{0}(a)$ is a Borel name for $\left\{F \in X_{\{\underline{F}\}}: F\right.$ represents $\left.a\right\}$.

Proof.
Consider the prim functions $a \not r \theta_{a}^{\prime}, \quad a \nrightarrow \theta_{a}^{\prime \prime}$ defined by the conditions:

$\theta_{a}^{\prime}=\left(\underset{\sim}{\exists} \underline{v}_{0}\right)\left(\underset{\sim}{\forall} \underline{v}_{1}\right)\left[\left(\underline{F}\left(\underline{v}_{1} \underline{v}_{0}\right) \vee \underline{v}_{1} \equiv \underline{v}_{0}\right) \wedge \theta_{a}^{\prime \prime}\left(\underline{v}_{0}\right)\right]$.
Then for any set $a, \operatorname{Mod}\left(\theta_{a}^{\prime}\right)=\{\sigma: G=(T C(\{a\}), \varepsilon)\}$. Let $F_{0}(a)$ be $\left(\theta_{a}^{\prime}\right)^{N}$ where $\theta \mapsto \theta^{N}$ is the $\operatorname{prim}(\omega)$ function which replaces variables by numerical constants which was defined in the introduction. Clearly $F_{0}$ has the required property.

Given $b \in H C$, let $\theta_{b}(\underline{n})$ denote $\left(\theta_{b}^{\prime \prime}\left(\underline{v}_{0}\right)\right)^{N}(\underline{\underline{n}})$. Note that if $F$ is a representing relation and $b \in i(F)$, then $F \in\left[\theta_{h}(\underline{n})\right]$ if and only if $\mathrm{n}=\mathrm{b}^{\mathrm{F}}$.

Now suppose $F$ is a representing structure, at $(p) \varepsilon i(F)$, $\mathrm{R} \varepsilon \mathrm{X}_{\rho}$. Define $\mathrm{V}_{\mathrm{RF}}=\left\{\left(\phi^{\mathrm{F}}, \mathrm{i}^{\mathrm{F}}\right):(\phi, i) \varepsilon \mathrm{V}_{\mathrm{R}}\right\}$. In this case we say $V=V_{R F}$ is a $p-F$-valuation and specify $R=R_{V F} . \quad R_{V F}$ is the unique $R \in X_{\rho}$ satisfying the condition

$$
\begin{aligned}
\bigwedge_{n, m \in \omega}[V \varepsilon[\underline{V}(\underline{n}, \underline{m})] & \Leftrightarrow V_{\phi \varepsilon a t(p)}\left(\left(F \varepsilon\left[\theta_{\phi}(\underline{n}) \wedge \theta_{1}(\underline{m})\right] \wedge R \varepsilon[\phi]\right)\right. \\
& \left.\vee\left(F \varepsilon\left[\theta_{\phi}(\underline{n}) \wedge \theta_{0}(\underline{m})\right] \wedge R \varepsilon[\neg \phi]\right)\right] .
\end{aligned}
$$

From this expression and (9) it is apparent that

There is a prim( $\omega$ ) function $F_{1}$ such that if $F$ is a
(12) representing structure, $\rho \varepsilon H C$ and at $(\rho) \& i(F)$ then $F_{1}(\rho)$ is a Bored $\rho_{0}+p$-name such that for $V \varepsilon 2^{\omega \times \omega}$,
$R \in X_{\rho}, \quad(F, V, R) \in\left[F_{1}(\rho)\right]$ if and only if $V$ is a
$\rho-F$-valuation and $R=R_{F V}$.

Also note
If $(\omega, F, V)=\left(\omega, F^{\prime}, V^{\prime}\right), F$ is a representing structure
(13) and $V$ is a $p-F$-valuation, then the same is true of $F$ and $V_{2}^{\prime}$ and $R_{V F}=R_{V^{\prime}} F^{\prime}$.

One final remark is needed for our construction of the universal equivalence. If $A \subseteq X_{\rho_{0}}^{2}$ is an arbitrary relation, then $E_{A}$, the smallest equivalence relation which includes $A$, may be obtained by setting

$$
A^{\prime}=A \cup\left\{(x, x): x \in X_{p_{0}}\right\} U\{(x, y):(y, x) \in A\}
$$

and then defining

$$
\begin{aligned}
\mathrm{E}_{\mathrm{A}}=\left\{(\mathrm{x}, \mathrm{y}):(\exists \mathrm{n} \varepsilon \omega)\left(\exists \mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}\right)\left(\mathrm{x}_{1}=\mathrm{x}\right.\right. \\
\left.\& \mathrm{x}_{\mathrm{n}}=\mathrm{y} \quad \&\left(\forall_{\mathrm{m}}<n\right)\left(\left(\mathrm{x}_{\mathrm{m}}, \mathrm{x}_{\mathrm{m}+1}\right) \varepsilon A^{\prime}\right)\right) .
\end{aligned}
$$

It is apparent that

$$
\begin{equation*}
\text { If } A \in \Sigma_{1}^{1}\left(X_{\rho_{0}}\right) \text { then } E_{A} \in \Sigma_{1}^{1}\left(X_{\rho_{0}}\right) \text {. } \tag{14}
\end{equation*}
$$

Now we are in a position to define the universal equivalence.
Given $\rho$ let $\hat{\rho}=p^{\rho}$ (so $\rho+\rho=\rho \cup \hat{\rho}$ ); given $\underline{S}=$ ( $i(a, n)) \varepsilon \rho_{2}$ let $\hat{\hat{S}}=(i,((p, a), n))$ be the corresponding symbol in $\hat{p}$.

Let $\theta\left(v_{1}, \ldots, v_{8}\right) \varepsilon L_{\omega \omega}(\{\underline{E}\})$ be such that $\operatorname{Mod}(\theta)=$ $f\left(A, F, a_{1}, \ldots, a_{8}\right):(A, F)$ is transitive and extensional and has a
maximal element mi such that $\left.(A, F) \neq m=\left(a_{1}, \ldots, a_{8}\right)\right\}$. Let $\operatorname{ext}(\underline{W}, \underline{V})$ be $\left(\underset{\sim}{\forall} \underline{v}_{0} \underline{v}_{1}\right)\left(\underline{V}\left(\underline{v}_{0}, \underline{v}_{1}\right)+\underline{W}\left(\underline{v}_{0}, \underline{v}_{1}\right)\right)$. Let $A=\mathbb{I}\left(\underset{\sim}{\mathcal{Z}}\left\{B, \underline{W} \underset{\sim}{]} \underset{\sim}{]} v_{1}, \cdots, v_{8}\right)([\theta \wedge(\underset{\sim}{\forall} v w)(\underline{F}(v, w) \leftrightarrow \hat{\underline{E}}(v, w))\right.$ $\left.\wedge \operatorname{Val}\left(\underline{\mathrm{F}}, \underline{\nabla}, \mathrm{v}_{1}\right) \wedge \operatorname{Val}\left(\underline{\hat{F}}, \underline{\hat{\theta}}, \mathrm{v}_{3}\right)\right] \rightarrow\left[\operatorname{Val}\left(\underline{\mathrm{F}}, \underline{W}, \mathrm{v}_{4}\right) \wedge \operatorname{ext}(\underline{W}, \underline{V})\right.$ $\wedge \operatorname{ext}(\underline{W}, \hat{\underline{v}}) \wedge \operatorname{Sat}\left(F, W, B, v_{4}, v_{8}\right) \wedge \underline{B}\left(v_{6}\right) \mathbb{D}$.

Then:

If F represents $\left(\mathrm{at}(\rho), a t\left(\rho+\rho_{1}\right), a t(\hat{\rho}), a t((\rho \cup \hat{\rho})+\rho), \phi, \psi\right.$, $\operatorname{sub}(\phi), \operatorname{sub}(\psi))$ where $\psi$ is a Bored $(\rho \cup \hat{\rho})+\rho{ }^{2}$-name, $V$ is
a $\hat{p}-F$-valuation and $V^{\prime}$ is a $p-F$-valuation, then $\left(F, V, F, V^{\prime}\right) \& A$ if and only if $\left(R_{\mathrm{FV}}, \mathrm{R}_{\mathrm{FV}}{ }^{\prime}\right) \in[(\exists \underset{\sim}{\sim}) ~(\underset{2}{ })$.

Clearly $A \in \varepsilon_{1}^{1}\left(X_{\rho_{0}+\rho_{0}}\right)$. Let $E_{1}$ be the smallest equivalence which includes $A$, and let $E$ be the smallest equivalence which conthins $E_{1} \cup\left\{\left(F, V, F^{\prime}, V^{\prime}\right):(\omega, F, V)=\left(\omega, F^{\prime}, V^{\prime}\right)\right\} . \quad B y(14), E \in \Sigma_{1}^{1}\left(X{ }_{\rho_{0}}+\rho_{0}\right)$. Suppose $F, \psi, V, V^{\prime}$ are as in (15) and moreover that $\left[\left(\underset{\sim}{\sim} p_{2}\right) \psi\right]$ is an equivalence. Then $\left(F, V, F, V^{\prime}\right) \in E_{1}$ if and only if $\left(R_{F V}{ }^{R}{ }_{F V}\right)$ ) $[(\exists \rho 2) \psi]$. Using this observation together with (13) we obtain

Assume the hypothesis of (15) and additionally that
(16) $E_{F}=\left[\left(\underset{\sim}{J} p_{2}\right) \psi\right]$ is an equivalence. Then $\left(E, V, F, V^{t}\right) \varepsilon E$ if and only if $\left(\mathrm{R}_{\mathrm{FV}^{\prime}} \mathrm{R}_{\mathrm{FV}}{ }^{\prime}\right) \in \mathrm{E}_{\mathrm{F}}$

Next we define the very universal set $U \subseteq X_{\rho_{0}}$. Let $\mathrm{U}^{\prime}=\left[\underset{\sim}{\forall}(\underline{W}, \underline{\mathrm{~F}})\left(\underset{\sim}{\exists} \mathrm{v}_{1}, \ldots, \mathrm{v}_{8}\right)\right.$ [o $\wedge \mathrm{Val}\left(\underline{\mathrm{F}}, \underline{\mathrm{V}}, \mathrm{v}_{1}\right) \wedge\left(\left(\mathrm{Val}\left(\underline{\mathrm{F}}, \underline{\mathrm{W}}, \mathrm{v}_{2}\right) \wedge \operatorname{ext}(\underline{W}, \underline{\mathrm{~V}})\right.\right.$ $\left.\left.\wedge \operatorname{Sat}\left(\underline{E}, \underline{W}, \underline{B}, v_{2}, v_{7}\right)\right)+\underline{B}\left(v_{5}\right)\right)$ II. Let $U=\left(U^{\prime}\right)^{-E}$. It is apparent that
$U^{\prime}$ and hence $U$ also, is $\Pi_{1}^{1}\left(X_{\rho}\right)$.

Assume the hypothesis of (16) and additionally that $\phi$ is
(17) a Bored $\rho+\rho_{1}$ name and $\left[\left(\forall \rho_{1}\right) \phi\right]=A_{F}$ is $E_{F}$-invariant. Then $(F, V) \in U$ if and only if $R_{F V} \in A_{F}$.

Proof.
By (9), (10) and the definition of $U^{\prime},(F, V) \in U^{\prime}$ if and only if $R_{F V} E^{\prime} A_{F}$. The conclusion of (17) follows by (16) and the assumption that $A_{F}$ is $E_{F}$ invariant. $\square$

Now we can prove our main result on $\pi_{1}^{1}$-names. For the reader's convenience we restate it:

There is a prim( $\omega$ ) function $P_{1}$ such that if $\rho \varepsilon H C$ is a similarity type, $\psi$ is a $\sum_{i}^{1}-p+p$-name for an equivalence on $X_{p}$ and $\phi$ is a $\pi_{1}^{I}$-name for a $[\psi]$-invariant set, then $p_{1}(\rho, \psi, \phi)$ is an ordered pair of names which witness a [ $\Psi]$-invariant $\pi_{1}^{1}$-prewellordering on [ब].

Proof.
Applying (8) suppose $\left(\leq, Q, Q^{\prime}\right)$ is an E-invariant $\Pi_{1}^{1}$ prewellordering on $U$.

Let $F_{2}$ be the $\operatorname{prim}(\omega)$ map

$$
\begin{array}{r}
\left.F_{2}:\left(\rho,(\underset{\sim}{\exists}) \psi,\left(\underset{\sim}{\rho} \rho_{2}\right) \phi\right)\right)+\left(\operatorname{at}(\rho), a t\left(\rho+\rho_{1}\right), a t(\hat{\rho}), a t\left(\rho \cup \hat{\rho}+\rho_{2}\right),\right. \\
\phi, \psi, \operatorname{sub}(\phi), \operatorname{sub}(\psi)) .
\end{array}
$$

Given $\rho, \Psi=\left(\underset{\sim}{\exists} \rho_{1}\right) \psi, \quad \phi=\left(\underset{\sim}{\forall} \rho_{1}\right) \psi$ we (uniformly) define

$$
\begin{aligned}
Q_{(\rho, \Psi, \phi)} & =\left\{\left(R, R^{\prime}\right) \varepsilon X_{\rho+\rho}:\left(\forall F \varepsilon\left[F_{0}\left(F_{2}(\rho, \psi, \phi)\right]\right)\left(\left(F, V_{R F}\right),\left(F, V_{R^{\prime} F}\right)\right) \varepsilon Q\right\}\right. \\
Q_{(\rho, \Psi, \phi)}^{\prime} & =\left\{\left(R, R^{\prime}\right) \varepsilon X_{\rho+\rho}:\left(\exists F \varepsilon\left[F_{0}\left(F_{2}(\rho, \psi, \phi)\right)\right]\right)\left(\left(F, V_{R F}\right),\left(F, V_{R^{\prime}} F^{\prime}\right)\right) \varepsilon Q^{\prime}\right\}
\end{aligned}
$$

It is straightforward using (12) to define prim( $\omega$ ) maps $P_{1}{ }^{1}, p_{1}{ }^{2}$ such that for all $s=(p, \psi, \phi)$ as in (18), $P_{1}^{1}(s)$ is a $\mu_{1}^{1}$-name for $Q_{s}, \quad P_{1}^{2}(s)$ is a $\sum_{1}^{1}$-name for $Q_{s}^{\prime}$.

Fix $s=(0, \Psi, \phi)$ as in (18). Let $Q=2_{s}, Q^{\prime}=Q_{\mathrm{s}}^{\prime}, \underline{=}=$ $2 \cap[\phi]^{2}$. We claim that $\left(\underline{2}, 2, Q^{\prime \prime}\right)$ is a $\pi_{1}^{1}$-prewellordering on [ $\left.\phi\right]$.

From the corresponding properties of ( $\leq, Q, Q^{\prime}$ ), it is immediately apparent that $Q^{\prime} \cap[\phi]^{2}$ is connected and reflexive, $Q \cap[\phi]^{2}$ is well founded and transitive, and $Q \cap x_{p} \times[\phi] \subseteq Q^{\prime} \cap X_{p} \times[\phi]$. Also, if $R^{\prime} \varepsilon[\phi]$ and $\left(R, R^{\prime}\right) \varepsilon Q^{\prime}$ as witnessed by $F$, then $\left(F, V_{R^{\prime} F^{\prime}}\right) \varepsilon U$, $\left(\left(F, V_{R F}\right),\left(F, V_{R^{\prime} F}\right)\right) \varepsilon Q^{\prime}$, hence $\left(F, V_{R F}\right) \in U$ and $R \in[\Phi]$. It remains only to show that $Q^{\prime} \cap[\phi]^{2} \subseteq 2 \cap[\phi]^{2}$. Suppose $R_{1}, R_{2} \varepsilon[\phi]$ and $\left(R_{1}, R_{2}\right) \in Q^{\prime}$ as witnessed by $F$. If $F^{\prime}$ is any member of $\left[F_{0}\left(F_{2}(\rho, \psi, \phi)\right)\right]$ then $\left(\omega, F^{\prime}\right)=(\omega, F)$, hence $\left(\omega, F, V_{R_{i}}\right)=\left(\omega, F^{\prime}, V_{R_{i}} F^{\prime}\right)$, $i=1,2$. Since $\leq$ is E-invariant,

$$
\left(F^{\prime}, V_{R_{1}} F^{\prime}\right) \leq\left(F, V_{R_{1}} F^{\prime}\right) \leq\left(F, V_{R_{2}} F^{\prime}\right) \leq\left(F^{\prime}, V_{R_{2} F^{\prime}}\right)
$$

hence $\left(\left(F^{\prime}, V_{R_{1} F}\right),\left(F^{\prime}, \nabla_{R_{2}} F^{\prime}\right)\right) \varepsilon Q^{\prime}$. Thus, $\left(R_{1}, R_{2}\right) \varepsilon 2$ as required. Finally, suppose $\left(R_{1}, R_{2}\right) \varepsilon[\psi] \cap[\phi]^{2}$, and $F \varepsilon\left[F_{0}\left(F_{2}(\rho, \psi, \phi)\right)\right]$. Then by (16), $\left(\left(F, V_{R_{1}} F, F, \nabla_{R_{2} F}\right)\right) \varepsilon E$ and, since $\leq$ is E-invariant, $\left(\left(F, V_{R_{1} F}\right),\left(F, V_{R_{2} F}\right)\right) \varepsilon Q^{\prime}$ so $\left(R_{1}, R_{2}\right) \varepsilon Q^{\prime}$. Thus, $\leq$ is [ $\left.\psi\right]$-invariant and the prim function $P_{1}=\left(P_{1}{ }^{1}, P_{1}{ }^{2}\right)$ satisfies the requirements of (18). The proof of 2.1 (a) is complete.

In contrast to the above proof, the argument which establishes the $\underset{\sim}{\Sigma_{2}^{1}}$ case of 2.1 is quite direct. We simply "invariantize" the classical derivation of $\quad \Sigma_{2}^{1}$ prewellordering from $\sim_{1}^{1}$ prewellordering. This proof appeared in [11].

Proof of 2.1 (b).
Suppose $\mathrm{E} \in \sum_{\sim}^{1}\left(X_{\rho+\rho}\right)$ is an equivalence relation, $B \in \underset{\sim}{\sim_{1}^{1}}\left(X_{\rho+\rho_{1}}\right)$, and $\left.A=\left\{R:\left(\exists S \varepsilon X_{\rho_{1}}\right)((R, S) \varepsilon B)\right)\right\}$ is $E$-invariant. Given a $\sim_{1}^{1}$ prewellordering ( $\leq, q, q^{\prime}$ ) on $B$ with associated norm $\xi: B \rightarrow O N$, we define an E-invariant ${\underset{\sim}{2}}_{2}^{1}$ prewellordering on $A$ as follows:

$$
\begin{aligned}
\underline{\swarrow}=\left\{\left(R_{1}, R_{2}\right): \min \left\{\xi(R, S): R E R_{1}\right.\right. & \&(R, S) \& B\} \leq \\
\min \{\xi(R, S): & \left.\left.R E R_{2} \&(R, S) \varepsilon B\right\}\right\}
\end{aligned}
$$

$$
Q=f\left(R_{1}, R_{2}\right):(\exists R, S)\left[R E R_{1} \&(R, S) \in B\right.
$$

$$
\left(\forall R, S^{\prime}\right)\left(\left(R^{\prime} E R_{2} \&\left(\left(R^{\prime}, S^{\prime}\right),(R, S)\right) \in q^{\prime}\right)\right) \rightarrow\left((R, S),\left(R^{\prime}, S^{\prime}\right)\right)
$$

$$
\varepsilon q)]\}
$$

$$
\begin{aligned}
Q^{\prime}=\left\{\left(R_{1}, R_{2}\right):\right. & \left(\forall R^{\prime} S^{\prime}\right)\left[\left(R^{\prime} E R_{2} \&\left(R^{\prime}, S^{\prime}\right) \varepsilon B\right) \rightarrow\right. \\
& \left.\left.(\exists R, S)\left(R E R_{1} \&\left((R, S),\left(R^{\prime}, S^{\prime}\right)\right) \varepsilon q^{\prime}\right)\right]\right\} .
\end{aligned}
$$

It is apparent that $Q$ is $\Sigma_{2}^{1}, \quad Q^{\prime}$ is $\mathbb{N}_{2}^{1}$ and that appropriate names for $Q$ and $Q$ ' can be (uniformly) primitive recursively obtained from names for $E, B, q$, and $q^{\prime}$. Any $\sum_{i 2}^{1}$ name for $A$ directly yields a $\mathrm{H}_{1}^{1}$-name for a suitable $B$, so the conclusion of 2.1 will follow from (18), (or 4.8 of Vaught [44]), once we show that ( $\underline{\swarrow}, Q, Q^{\prime}$ ) is an E-invariant $\sum_{2}^{1}$-prewellordering.

Suppose $R_{1} E R_{2}, R_{2} \in A$. Then for every $R, S$, $\left(R_{E R_{1}} \&(R, S) \varepsilon B\right) \Rightarrow\left(R E R_{2} \&(R, S) \varepsilon B\right)$
hence $R_{1} \preceq R_{2}$, so $\preceq$ is E-invariant.
Transitivity, connectedness, and well-foundedness for $\preceq$ are fimmediate from the definition and the fact that image( $\xi$ ) \& $O N$. Finally, suppose $R_{2} \in A$ and $\left(R_{1}, R_{2}\right) \& Q$ as witnessed by $R, S$. Then $R \in A$, hence $R_{1} \in A$, and if $R_{0}, S_{0}$ are such that $\xi\left(R_{0}, S_{0}\right)=\min \left(\xi\left(R^{\prime}, S^{\prime}\right): R^{\prime} E R_{2} \quad \& \quad\left(R^{\prime}, S^{\prime}\right) \varepsilon B\right\}$, then

$$
\left(\xi\left(R_{0}, S_{0}\right) \leq \xi(R, S) \Rightarrow\left(\left(R_{0}, S_{0}\right),(R, S)\right) \varepsilon q^{\prime}\right) .
$$

It follows by the definition of $Q$ that

$$
\left(\xi\left(R_{0}, S_{0}\right)\right) \leq \xi(R, S) \Rightarrow \xi(R, S) \leq \xi\left(R_{0}, S_{0}\right) .
$$

Thus, $\left(R_{2} \in A \&\left(R_{1}, R_{2}\right) \varepsilon Q\right) \Rightarrow\left(R_{2} \in A \& R_{1} \preceq R_{2}\right)$.
Similar calculations complete the proof that $\preceq=Q \cap X_{\rho} \times A=$ $Q^{\prime} \cap X_{p} \times A$. Thus, ( $\left.\preceq, Q, Q^{\prime}\right)$ is a $\sum_{2}^{1}-p r e w e l l o r d e r i n g ~ o n ~ A ~ a n d ~ t h e ~$ proof of 2.1 is complete.

## Remarks

I. On 2.3

Our proof of the $\mathbb{H}_{1}^{1}$ case of 2.1 (including (5)) depended on (i) The ordinary $\Pi_{1}^{1}$ prewellordering theorem, (ii) the existence of the "canonical" complete $\Pi_{1}^{1}$ set $W_{0}$ and (iii) the construction of $U$ and $E$ carried out in Part 2. It is well-known that similar canonical complete $\Pi_{n}^{1}$ sets exist for all $n \in \omega$. The construction
(iii) is easily modified to yield a ${ }^{\prime \prime}$ very universal $l^{\prime \prime} \pi_{n}^{1}$ set and $\Sigma_{\mathrm{n}}^{1}$ equivalence for each n - one merely adds suitable alternating quantifications over valuations in the definitions. -- For example, in the case $\mathrm{n}=2$, one would consider $\mathrm{F}^{\prime} \mathrm{s}$ which represent sets of the form ( $\operatorname{at}(\rho), a t\left(\rho+\rho_{1}\right), a t\left(\rho+\rho_{1}+\rho_{2}\right)$, at $(\hat{\rho}), a t\left(\rho \cup \hat{\rho}+\rho_{3}\right), a t\left(\rho \cup \hat{\rho}+\rho_{3}+\rho_{4}\right)$, $\phi, \psi, \operatorname{sub}(\phi), \operatorname{sub}(\psi))$ to discuss names of the form $\underset{\sim}{\forall} \rho_{1} \underset{\sim}{\exists} \rho_{2} \phi$, $\exists \rho_{3} \underset{\sim}{\forall} \rho_{4} \psi$. Since our proof of the $\Sigma_{\sim}^{1}$ case of 2.1 depended only on the $\mathbb{I I}_{1}^{1}$ case, we can carry out the complete argument (for 2.1) for larger $n$, provided only that a suitable analog of (i) holds.
II. In [10] Burgess gave a second proof of $2.2(a)$. This argument also yields the "lightface" result (8). The two distinct arguments for (8) fall naturally into the pattern established by previous proofs of related results. Thus, Burgess' proof of (8) - like Vaught's proof of invariant separation and reduction theorems in [44] and our proof above of invariant ${\underset{\sim}{\underset{2}{2}}}_{\underset{2}{I}}$ prewellordering and reduction - proceeds by invariantizing a proof of the analogous classical theorem. Solovay's proof of (8) - like the Ryll-Nardzewski proof [46] of invariant (strong) 1st separation, and both proofs in [11] of $\Pi_{1}^{1}$ reduction for pairs - derives the invariant theorem directly from the classical result (as usual by an $\omega$-sequence argument). Burgess' argument appears to be somewhat shorter. Our argument gives a single proof for both the $\mathbb{H 1}_{1}^{1}$ case and for the results on PD. Furthermore, assuming the possibility of, say, $\Pi_{3}^{I}$ recuction without $\Delta_{2}^{1}$ determinacy, our argument gives a slightly stronger result (Cor. 2.3).
III. It follows immediately from 2.2(a) that

If $X$ is a Suslin space, $E \subseteq X^{2}$ is a ${\underset{\sim}{\Sigma}}_{1}^{I}$ equivalence (19) on $X$, and $A$ is a E-invariant ${\underset{\sim}{1}}_{1}^{1}$ set, then $A$ is a union of $\omega_{1}$ invariant Bored sets.

This fact has a simple proof from the ordinary boundedness theorem (cf. Kuratowski [26] 39 VIII) as follows:

Let $A, X, E$ be as in (19). Let ( $\leq, Q, Q^{\prime}$ ) be a $\mathbb{M}_{1}^{1-}$ prewellordering on A with associated norm ह. The constituents $B_{\alpha}, \alpha \varepsilon \omega_{1}$, of $A$ are defined by setting $B_{\alpha}=\{x: \xi(x)<\alpha\}$. Each $B_{\alpha}$ is Borel and $A=\bigcup_{\alpha \otimes_{1}}{ }_{\alpha}$. It suffices to show that \{ $\alpha: B_{\alpha}$ is invariant \} is cofinal in $\omega_{1}$. Let $\alpha_{0} E \omega_{1}$. Since $E$ is ${\underset{\sim}{1}}_{1}^{1}, B_{\alpha_{0}}^{+}$is ${\underset{\sim}{\sim}}_{1}^{1}$ and by the boundedness theorem, $B_{\alpha_{0}}^{+} \subseteq B_{a_{1}}$ for some $\alpha_{1} \in \omega_{1}$. Inductively chose $\alpha_{i}$, i $\varepsilon \omega$, such that $B_{\alpha_{i}}^{+} \subseteq B_{\alpha_{i+1}}$. Let $\alpha=\bigcup_{i \varepsilon \omega} \alpha_{i}$. Then $B_{\alpha}=\bigcup_{i \varepsilon \omega} B_{\alpha_{i}}^{+}$is invariant and $\alpha \geq \alpha_{0}$. Since $\alpha_{0}$ was arbitrary, (19) is proved.

This proof contains the essential $\omega$-chain construction which is central to the proof of (8). After proving (19) the author learned of the effective boundedness theorem and conjectured that it could be used to prove invariant $\pi_{1}^{I}$-prewellordering. He discovered an argument for deriving 2.2(a) from a proposed "improvement" of the effective boundedness theorem. Solovay then showed that this "improvement" was untenable and gave a correct proof corresponding to our (7) and (8) above. A short time later, Burgess discovered the argument of [10] for the same result.
IV. In the classical theory one uses the ordinary analogue of (19) and the $\pi_{\sim}^{1}$ uniformization theorem to show that every ${\underset{\sim}{2}}_{2}^{1}$ set is a union of $\omega_{1}$ Borel sets. A1though it is true for Polish actions (see Vaught [46]), the corresponding strengthening of (19) does not hold in general. To see this, let $X$ be Polish, $A \in{\underset{\sim}{~}}_{1}^{1}(X)-\prod_{1}^{1}(X)$, and define $E=\{(x, y): x=y$ or $x, y \in A\}$. Clearly, $A$ is $E-$ invariant ${\underset{\sim}{\sim}}_{2}^{1}$ but $A$ is a single equivalence class and cannot be a union of invariant Borel sets. This example also shows that the invariant uniformization principle does not hold in general: If $A=\pi_{1}(B)$ for some $B \subseteq X \times Y$ then there is no $\pi_{1}^{1}$ set $B^{\prime}$ which E $\times \underset{\sim}{1}$-uniformizes B. (If there were, we could apply (19) to write $B^{\prime}$ as a union of $E \times \underset{\sim}{1}$-invariant Borel sets and hence, to write $A$ as a union of E-invariant Borel sets, which is impossible).
§ 3. Strong Well-orderings and the Invariant Uniformization Principle

In the preceding section we showed that invariant $\underset{1}{\pi_{1}^{1}}$ and ${\underset{2}{2}}_{1}^{1}$ uniformization principles hold for certain product equivalences on Suslin spaces of the form $X \times \omega$. It is natural to ask whether these results can be extended to spaces of the form $X \times 2^{\omega}$ in analogy with the non-invariant theory, or to a larger class of equivalences on spaces $\mathrm{X} \times \omega$ (such as the collection of equivalences induced by product actions).

As we will remark below, such extensions are impossible for $\pi_{1}^{1}$ or for any projective class $\Gamma$ such that every $\Gamma$-subset of $2^{\omega}$ is almost open. If we assume the axiom of constructibility, however, we can obtain positive results for $I={\underset{\sim}{n}}_{2}^{I}, \quad n \geq 2$ in full analogy with the well known theorem of Addison [1].

The main results of this section (3.1a,3.2,3.3) were obtained jointly with John Burgess and appeared in Burgess-Miller [II]. An unpublished result very close to 3.1 was presented at a Berkeley colloquium in 1972 by K. Kuratowski. He showed that the existence of a $\sum_{k}^{1}$ (not necessarily strong) well-ordering of $2^{\omega}$ implies the existence of a ${\underset{\sim}{k}}_{\mathrm{k}}^{1}$ selector for any ${\underset{\sim}{\sim}}_{1}^{1}$ equivalence relation such that every equivalence class is countable,

For $x \in 2^{\omega}$ and $i \varepsilon \omega$, we define $(x)_{i} \varepsilon 2^{\omega}$ by setting $\left(x_{i}\right)(m)=x\left(2^{i}(2 m+1)\right)$. We then define $((x))=\left\{\left(x_{i}\right): i \varepsilon \omega\right\}$. A binary relation $L$ on $2^{\omega}$ is a $\sum_{\sim}^{1}-$ strong well-ordering provided $I$ well orders $2^{\omega}$ in type $\omega_{1}$ and both $L$ and $(L)=$ $\left\{\left(x_{0}, x_{1}\right):\left(\left(x_{1}\right)\right)=\left\{x: x L x_{0}\right\}\right\}$ are ${\underset{\sim}{n}}_{1}^{1}\left(\left(2^{\omega}\right)^{2}\right)$.

The existence of a strong $\sum_{\sim}^{1}$ well-ordering of $2^{\omega}$ follows from the axiom of constructibility $(\nabla=L)$ by a theorem of Godel and Addison (cf. Addison [11]). Silver has shown in [42] that the existence of a
$\Sigma_{3}^{1}$ strong well-ordering follows from the assumption that $D$ is a normal ultrafilter on a
measurable cardinal, and $V=L^{D}$. A recent theorem of Friedman and Mansfield states that if there exists a ${\underset{\sim}{2}}_{2}^{1}$ (not necessarily strong) well-ordering of $2^{\omega}$ then $2^{\omega} \subseteq L[\alpha]$ for some $\alpha \varepsilon 2^{\omega}$ and hence, there exists a $\underset{\sim}{\underset{\sim}{2}} \underset{2}{1}$-strong well-ordering.

If $X$ is any set and $E$ is an equivalence on $X$ then a selector for $E$ is a map $s: X \rightarrow X$ such that
(i) $(\forall x \in X)(s(x) E x)$
(ii) $(\forall x, y \in X)(x \in y \Rightarrow s(x)=s(y))$.

Theorem 3.1. Assume that there is a $\Sigma_{n}^{1}$ strong well-ordering on $2^{\omega}$, $n \geq 2$. Let $X$ be a Sushi space, $E \varepsilon \underset{\sim}{\Delta}{\underset{n}{1}}^{( }\left(X^{2}\right)$ an equivalence on $X$. Then
(a) There exists $s \varepsilon \Delta_{n}^{1}\left(X^{2}\right)$ which is a selector for $E$.
(b) Let $\phi_{1}, \phi_{2}$ be ${\underset{\sim}{n}}_{\perp}^{L}$-names for $L,(L)$ respectively. There is a $\operatorname{prim}\left(\omega, \phi_{1}, \phi_{2}\right)$ map $P$ such that if $\rho \varepsilon H C$ is a similarity type and $\psi_{1}, \psi_{2}$ are respectively a ${\underset{\sim}{n}}_{1}^{1}$-name and a $\underset{\sim}{\pi_{n}^{1}}$-name for an equivalence $E$ on $X_{\rho}$, then $P\left(\rho, \psi_{1}, \psi_{2}\right)$ is a $\sum_{n}^{1}$-name for a selector for $E$. Proof.
(a) Let $f$ be a Morel measurable function on $2^{\omega}$ onto $X$. Given $x \in X$ define $s(x)=f(y)$, where $y$ is the L-least element of $f^{-1}\left([x]_{E}\right)$. s is clearly a selector for $E$ and since $s$ has the explicit definition:

$$
\begin{gathered}
s=\left\{\left(x_{1}, x_{2}\right):\left(x_{1}, x_{2}\right) \in E \quad \& \quad\left(\exists y_{1}, y_{2}\right)\left(f\left(y_{2}\right)=x_{2} \& \quad\left(y_{2}, y_{1}\right) \in(L)\right.\right. \\
\left.\& \bigwedge_{\text {mew }}\left(\left(x_{1}, f\left(\left(y_{1}\right)_{\mathrm{m}}\right)\right) \notin E\right)\right\}
\end{gathered}
$$

it is also clear that $s \varepsilon \sum_{\sim_{n}}^{1}\left(x^{2}\right)$. Since $s$ is a function, $s \in{\underset{\sim}{n}}_{1}^{1}\left(x^{2}\right)$.
(b) In view of the preceding argument it suffices to show that there is a $\operatorname{prim}(\omega)$ function $F$ such that $F(\rho)$ is a $\sum_{1}^{1}$ name for a function on $2^{\omega}$ onto $X_{\rho}$ whenever $\rho \varepsilon H C$ is a similarity type. We use the notation from §2. Let $g: x_{2} \rightarrow\left(F_{x}, V_{x}\right)$ be a recursive bijection on $2^{\omega}$ onto $X_{\rho_{0}}=2^{\omega^{2}} \times 2^{\omega^{2}}$. Given $\rho \varepsilon H C$ let $R_{o \rho} \varepsilon X_{\rho}$ be the constant zero function. Let $f_{\rho}: 2^{\omega} \rightarrow X_{\rho}$ be defined by the equation

$$
f_{\rho}(x)= \begin{cases}R_{V_{x}} F_{x} & \text { if } F_{x} \varepsilon\left[F_{0}(\operatorname{at}(\rho))\right] \text { and } \\ & \left(F_{x}^{\prime}, V_{x},\left(\operatorname{at}(\rho)^{F_{x}}\right) \in \llbracket V a 1\right] \\ R_{o \rho} \text { otherwise. }\end{cases}
$$

It is apparent that each $f_{\rho}$ maps $2^{\omega}$ onto $X_{\rho}$. Using (9), (11), and (12) of 52 , it is straightforward to define a $\operatorname{prim}(\omega)$ function $F$ such that for every $\rho, F(\rho)$ is a $\sum_{\sim}^{1}$-name for $f_{\rho}$.

Corollary 3.2. Assume the hypothes is of 3.1 and $m \geq n$. Then
(a) $X$ has the $E-\Sigma_{m}^{1}$-prewellordering property.
(b) The collection of E-invariant $\sum_{\sim}^{1}$ subsets of $X$ has the reduction property.

Proof.
(b) follows from (a) and 1.1. To prove (a), let A be an invariant $\Sigma_{\text {mil }}^{1}$ set and, (applying Addison's prewellordering theorem, cf, [21]), let ( $\leq, Q, Q^{\prime}$ ) be an ordinary $\Sigma_{\mathcal{I}^{1}}^{1}$ prewellordering on $A$. Let $s$ be the selector for $E$ defined in 3.1. Define ( $(\underline{Q}, q, q)$ by setting

$$
\begin{aligned}
& \underline{\leq}=s^{-1}(\underline{\alpha})=\{(x, y): s(x) \leq s(y)\} \\
& q=s^{-1}(Q), \quad q^{\prime}=s^{-1}\left(Q^{\prime}\right) .
\end{aligned}
$$

It is easily seen that $\left(\underline{L}, q, q{ }^{\prime}\right)$ is an E-invariant ${\underset{\sim}{m}}_{\mathcal{Z}}^{1}$-prewellordering on $s^{-1}(A)=A$.

If $X=Y \times Z$ and $E$ is an equivalence on $X$, then $E$ is coherent provided that for all $y_{0}, y_{1} \in Y$
$\left(\exists z_{0}, z_{1}\right)\left(\left(y_{0}, z_{0}\right) E\left(y_{1}, z_{1}\right)\right) \Rightarrow\left(\forall z_{0}\right)\left(\exists z_{1}\right)\left(\left(y_{0}, z_{0}\right) E\left(y_{1}, z_{1}\right)\right)$.
Note that if $E$ is coherent, then $E_{1}=\left\{\left(y_{0}, y_{1}\right):\left(\exists z_{0}, z_{1}\right)\left(\left(y_{0}, z_{0}\right) E\left(y_{1}, z_{1}\right)\right)\right\}$
is an equivalence relation on $Y$. It is
easily seen that every product equivalence and every equivalence which is induced by a product action is coherent.

Corollary 3.3.
Assume that there is a ${\underset{\sim}{2}}_{n+1}^{1}$ strong well-ordering on $2^{\omega}, Y$, $Z$ are Suslin spaces, and $E$ is a coherent ${\underset{\sim}{n}}_{I}^{I}$ equivalence relation on $Y \times 2$. Then for every $m>n, \underset{\sim}{\sum_{M}^{1}}(Y \times z)$ has the E-uniformization property.

Proof.
Let $E^{\prime}=\left\{\left(y_{0}, y_{1}\right):\left(\exists z_{0}, z_{1}\right)\left(\left(y_{0}, z_{0}\right) E\left(y_{1}, z_{1}\right)\right)\right\}$. Then $E^{\prime} \varepsilon{\underset{\sim}{n}}_{n}^{1}\left(Y^{2}\right)$ and $E^{\prime}$ is an equivalence relation. Applying 3.1, let s $\varepsilon \sum_{\sim}^{1}{ }_{n+1}^{1}\left(Y^{2}\right)$ be a selector for $E^{\prime}$.

Let $A$ be an E-invariant $\underset{\sim}{\Sigma} \underset{m}{1}$ subset of $\mathrm{Y} \times \mathrm{Z}$. Applying Addison's uniformization theorem, let $B^{\prime}$ be an ordinary ${\underset{\sim}{\sim}}_{m}^{1}$ set which uniformizes A. Let
$B=\left\{(y, z):\left(\exists z_{0}\right)\left((y, z) E\left(s(y), z_{0}\right) \&\left(s(y), z_{0}\right) \in B^{\prime}\right\}\right.$. Clearly $B$ is ${\underset{\sim}{m}}^{1}$. If $(y, z) \in B$ and $(y, z) E\left(y^{\prime}, z^{\prime}\right)$, then $y E^{\prime} y^{\prime}$, so $s(y)=s\left(y^{\prime}\right)$. If $(y, z) E\left(s(y), z_{0}\right)$, then $\left(y^{\prime}, z^{\prime}\right) E\left(s\left(y^{\prime}\right), z_{0}\right)$, so $\left(y^{\prime}, z^{\prime}\right) \varepsilon B$. Thus, $B$ is E-invariant.

If $(y, z) \in B$ then $(y, z) \in\left(B^{\prime}\right)^{+E} \cdot\left(B^{\prime}\right)^{+E} \subseteq A$, since $B^{\prime} \subseteq A$ and A is E-invariant. Thus, $\mathrm{B} \subseteq \mathrm{A}$.

If $(y, z) \in A$, then, since $E$ is coherent, $\left(s(y), z^{\prime}\right) E(y, z)$ for some $z^{\prime}$. Since $A$ is invariant, $\left(s(y), z^{\prime}\right) \& A$. Since $B^{\prime}$ uniformizes $A, \quad\left(s(y), z_{0}\right) \varepsilon B^{\prime}$ for some $z_{0}$. Again using the coherence of $E,\left(y, z_{1}\right) E\left(s(y), z_{o}\right)$ for some $z_{1}$. Then $\left(y, z_{1}\right) \& B$, so $\operatorname{Dom}(B)=\operatorname{Dom}(A)$.

Finally, if $(y, z),\left(y, z^{\prime}\right) \in B$, then for some $z_{0}$,
$(y, z) E\left(s(y), z_{0}\right)$ and $\left(y, z^{\prime}\right) E\left(s(y), z_{0}\right)$. Thus, $(y, z) E\left(y, z^{\prime}\right)$ and B satisfies all the requirements of an E-uniformization.

The reader should have no difficulty in extracting the obvious effective content of 3.2 and 3.3 , as an application of 3.1 (b).
V. Remarks and counterexamples.

In Remark III we gave an example of a $\underset{\sim}{\Sigma_{1}^{1}}$ product equivalence $\mathrm{E} \times \underset{\sim}{1}$ on a Polish space $\mathrm{X} \times \mathrm{Y}$ and an invariant Bored set with no $\pi_{1}^{I}$ $E \times \underset{\sim}{1}$-uniformization.

The invariant uniformization question was first raised by Vaught (cf. [44]) for the canonical logic spaces, and the first counterexamples to a general invariant $\pi_{1}^{1}$ uniformization theorem for these spaces
were given by Dale Myers in [36] and [38]. Myers' arguments were based on considerations of Baire category for the logic spaces, and it appears that measure and category are the key to one type of counterexample to invariant uniformization. In fact, the classical Vitalli construction of a non-measurable set of reals, which is based on a selector for the Borel equivalence $E_{Q}=\{(x, x+q): x \in \mathbb{R}, q \in Q\}$, shows that the $E_{Q} \times \underset{\sim}{1}$-invariant set $E_{Q} \subseteq \mathbb{R}^{2}$ has no Lesbegue measurable $E_{Q} \times \underset{\sim}{1 \text {-uniformization, (a fortiori, no }}{\underset{\sim}{n}}_{1}^{1} E_{Q} \times \underset{\sim}{1}$-uniformization). By manipulating this example a bit, we will obtain a general method for constructing equivalence relations $E$ on spaces of the form $Y=X \times \omega$, such that the set $Y$ has no $\Pi_{1}^{1}$ (and assuming projective determinacy, no projective) E-uniformization.

We say that an action $J=(X, G, J)$ is a Vitalli action if $X$ is a Baire space, $G$ is a countably infinite group, each $J^{g}: \mathrm{X}+\mathrm{gx}$ is continuous, and
(i) For every $x \in X$ and $g \varepsilon G$, if $g \neq i d$, the identity element of $G$, then $g x \neq x$.
(ii) For every non-empty open $U \subseteq X$, there exists a nonempty open set $V \subseteq U$ and $h \varepsilon G$-\{id\} such that $h \nabla \subseteq U$.

If $J=(X, G, J)$ is a Vitalli action, let $J_{V}$ be the product action $J \times T$ of $G$ on $X \times G$, where $T$ is left translation.

If $X$ is any non-meager topological group and $G$ is a countable subgroup which is not discrete, then the action by left translation $(\mathrm{g}, \mathrm{x}) \mapsto \mathrm{gx}$ is a Vitalli action. In particular, the Vitalli example,
$X=(\mathbb{R},+), G=Q$, is a Vitalli action. For an example closer to model theory, let $X=2^{\omega}, G=S_{\mathrm{q}}$, the set of finite sequences of 0 's and 1 's with addition as binary decimals reduced modulo 1 , $J:(s, x) \mapsto s+x$ where addition is again as binary decimals reduced modulo 1. Then ( $X, G, J$ ) is a Vitalli action.

Proposition 3.4. (compare Myers [38]). Suppose $J=(X, G, J)$ is a Vitalli action. Then the set $X \times G$ has no $E_{J_{V}}$-uniformization which is almost open in $X \times G, G$ given the discrete topology. Proof.

Let $E=E_{J}$ and suppose $A$ is an E-uniformization of $X \times G$. If $(x, g) E(x, h)$, then by (i), $h=g$, so $A$ is a uniformization in the usual sense. $A$ is $E_{J_{V}}$-invariant, so $A=h A$ for all $h \in G$. For $g \in G$, define $A_{g}=\{x:(x, g) \in A\}$. It is apparent that $A_{h g}=h A_{g}$ for all $h, g \in G$.

Now assume for contradiction that $A$ is almost open. Since $G$ is discrete, every $A_{g}$ is almost open in $X$. Fix $h \in G$.

If $A_{h}$ is meager, then the same is true of each $A_{g}=A g^{-1} h_{h}=$ $\mathrm{gh}^{-1} \mathrm{~A}_{\mathrm{h}}$. It follows that $\mathrm{X}=\bigcup_{\mathrm{g} \in} \mathrm{A}_{\mathrm{g}}$ is meager, a contradiction.

If $A_{h}$ is almost open and not meager, then $U-A_{h}$ is meager for some non-empty open set $U$. Choose a non-empty open set $V \subseteq U$ and $h^{\prime} \neq$ id such that $h^{\prime} v \subseteq U$. Then $h^{\prime} V-A_{h}$ and $V-A_{h}$ are subsets of $U-A_{h}$, so both are meager, as is $h^{\prime}\left(V-A_{h}\right)=h^{\prime} V-A_{h} h^{\prime}$. Since $h^{\prime} \neq 1 d, h^{\prime} h \neq h$. Since $A$ is a uniformization, $A_{h} \cap A_{h} h^{\prime}=\phi$. Then $h^{\prime} V \subseteq\left(h^{\prime} V-A_{h}\right) U\left(h V-A_{h} h^{\prime}\right)$ is a meager open set, a second contradiction which proves the proposition.
3.4 represents our candidate for the "urtheorem" underlying Myers' examples in [38]. Most (possibly all) of the examples in [38] can be represented as a Vitalli action where $X$ is a subspace of a logic space and $G$ is a quotient of the permutation group $\omega!$.

All these examples show that we cannot hope to have strong positive results about invariant uniformization without strong set theoretic hypotheses like those of 3.3 . They further show that the invariant uniformization theorem for spaces $X \times \omega$ which we proved in 2.2 (c) cannot be extended to arbitrary coherent equivalences or even to equivalences induced by a product of a pair of Polish actions on $2^{\omega}$ and $\omega$.

Chapter II: SPECIAL ACTIONS, SEMICONTINUOUS EQUIVALENCE RELATIONS AND THE *-TRANSFORM

We continue to study the various types of equivalence spaces which arise from consideration of the canonical logic actions. The first two sections deal prinarily with Vaught's transform $B \mapsto B^{*}=\{x:\{g: J(g, x) \in B\}$ is comeager $\}$ which was introduced in [46]. $B^{*}$ is defined whenever $G$ is a topological space, $X$ and $X^{\prime}$ are sets, $J$ is a function on $G \times X$ to $X^{\prime}$, and $B \subseteq X^{\prime}$. The transform appears to be most interesting when $G$ is a non-meager topological group with a countable basis, $X=X^{\prime}$ and $J=(G, X, J)$ is an action. When, in addition, $X$ is a topological space and $J$ is continuous in each variable separately, we say $J$ is a special action. Assuming a special action, Vaught showed
(1) For every $B \in B(X), B^{*}$ is a Borel $E_{J}$-invariantization
of $B$.

In $\S 1$ we show that the same result holds under the weaker hypothesis, " X is a Borel space and J is Borel measurable." This result is partly due to Vaught -- see 1.2 below. It yields stronger versions of several of the main results in [46]. We also add to the list begun in [46] of the classes and properties preserved by the transform. We prove for example 1.5:

Assume $J$ is a special action. For every $B \subseteq X$, if
$B$ is almost open, then so is $B^{*}$.

In 52 we are concerned with invariant separation for classes of Borel sets. We prove 2.3:

If $E$ is a lower semicontinuous equivalence on a completely metrizable space $X$, then the collection of E-invariant $\Pi_{2}^{\circ}$ sets has the first separation property.

This result is proved by invariantizing the strong version of the $\mathbb{H}_{2}^{0}$ separation theorem which involves the so-called "resolvable" sets. Our proof yields a construction principle for $\Delta_{2}^{\circ}$ sets in terms of Invariant closed sets. Assuming $X$ is Polish and $E$ is induced by a special action, we use the *-transform to extend this invariant separation theorem to all the collections ${\underset{\sim}{\pi}}_{0}^{0}(X), \quad \alpha>1$. In $\$ 3$ we leave the transform aside. We apply a theorem of Kuratowski and Ryll-Nardzewski to give a sufficient condition for the existence of a continuous selector for an equivalence on a Polish space. As we will show in chapter III $\$ 6$, this result is closely related to the "Henkin method" of constructing a model from a complete theory.
§1. Some Remarks About the Transform $B H B^{\star}=\{x:\{g: g x \in B\}$ is comeager $\}$

The following definitions and preliminary facts ((2)-(7)) are taken from Vaught [46] . 1.1 and 1.5 appeared in Burgess-M1ller [11]. Throughout this section we assume that $G$ is a Baire topological space, $X$ and $X^{\prime}$ are sets, and $J$ is a function on $G \times X$ to $X^{\prime}$. Additional assumptions will be stated when they are required. The most important special case for us will be that of a special action. As we will see below however, consideration of other cases - particularly the product case: $X^{\prime}=G \times X, J$ the identity function -- can aid in our study of the special actions.

For $B \subseteq X^{\prime}, x \in X$, and $g \in G$, let $B^{\dot{x}}=\{g \varepsilon G: J(g, x) \in B\}$, $B^{g}=\{x \in X: J(g, x) \varepsilon B\}$. If $U \neq \emptyset$ is open in $G$, we define $B^{* U}=\left\{x: B^{x} \cap U\right.$ is comeager in $\left.U\right\}, B^{*}=B^{*} G$ $B^{\Delta U}=-(-B)^{* U}=\left\{x: B^{x} \cap U\right.$ is not meager in $\left.U\right\}$
$=\left\{x: B^{X} \cap U\right.$ is not meager $\}, B^{\Delta}=B^{\Delta G}$.
When we wish to emphasize the dependence upon $J$ we write $B^{x J}, B^{* U, J}$, $B^{* J}$, etc.

The key fact relating the *-transform to action equivalences is an inmediate consequence of the homogeneity of topological groups, the definition of an action, and the fact that $G$ is a Baire space.
(2) Suppose $G$ is a topological group, $X=X^{\prime}, J=(G, X, J)$ is an action, and $B \subseteq X$. Then $B^{*}$ and $B^{\Delta}$ are $E_{J}$-invariant and $B^{-E_{J}} \subseteq B^{*} \subseteq B^{\Delta} \subseteq B^{+E_{J}}$.

It follows from the closure of meager sets under countable unions that

$$
\begin{equation*}
\left(\bigcap_{n \varepsilon \omega} B_{n}\right)^{* U}=\bigcap_{n \varepsilon \omega} B_{n}^{* U} \tag{3}
\end{equation*}
$$

and

$$
\left(\bigcup_{n \varepsilon \omega} B_{n}\right)^{\Delta U}=\bigcup_{n \varepsilon \omega} B_{n}^{\Delta U} .
$$

A collection $H$ of non-empty open sets is a weak basis for $G$ provided every non-empty open set includes a member of $H$. We henceforth assume that "U" and "V" range over members of a fixed weak basis $H$ for $G$. A set $B \subseteq X^{\prime}$ is normal if for every $x \in X, B^{X}$ is almost open in $G$. We may regard the normal sets as exactly the sets which are well-behaved with respect to $*$ in view of the following: Proposition 1.1. $B \subseteq X^{\prime}$ is normal if and only if for every $U$, $B^{\Delta U}=\bigcup\left\{B^{* V}: V \subseteq U\right\}$, (and $B^{* U}=\bigcap\left\{B^{\Delta V}: V \subseteq U\right\}$ ).
Proof.
The "only if" part is 1.5 of Vaught [46]. It depends on the fact that $G$ is a Baire space.

For the "if" part, suppose that for every $U, B B^{\Delta U}=$ $U\left\{B^{* V}: V \subseteq U\right\}$. Fixing $x \in X$, this implies that either $B^{x} \cap U$ is meager or $-B^{x} \cap V$ is meager for some $V \subseteq U$. Since $H$ is a weak basis it follows that every non-empty open set contains a point where either $B^{X}$ or $-B^{X}$ is meager. This proves that $B^{x}$ is almost open (cf. Kuratowski [26] §11 IV).

The "only if" part of 1.1 can be restated as
(4) If $B$ is normal then $\left.(-B)^{\text {讨 }}=-U_{\left\{B{ }^{*} V\right.}: V \subseteq U\right\}$.

Also note that the inclusion

$$
\bigcup_{\mathrm{VCU}} \mathrm{~B}^{* \mathrm{~V}} \subseteq \mathrm{~B}^{\Delta \mathrm{U}}
$$

holds for arbitrary (not necessarily normal) sets B.
The last algebraic formula we require deals with the behavior of $*$ and the operation (A).
(5) Assume G satisfies the countable chain condition (every disjoint collection of open subsets of $G$ is countable) and that $\left\{A_{s}: s \in S_{q}=\bigcup_{n \varepsilon \omega} n_{\omega}\right\}$ is a collection of normal subsets of $X^{\prime}$. Then for all $U$,
$\left(\bigcup_{\xi \varepsilon \omega_{\omega}} \bigcap_{n \varepsilon \omega} A_{\xi \Gamma n}\right)^{\star \mathrm{U}}=$

$$
\bigcap_{U \subset U} U_{V_{0} \subset U_{0}} U_{k_{0} \varepsilon \omega} \cap_{U_{1} \subset V_{0}} U_{V_{1} C U_{1}} U_{\dot{k}_{1} \varepsilon \omega} \ldots \cap_{n \varepsilon \omega}^{A}{ }_{\left(k_{0}, \ldots, k_{n}\right)}^{* V_{n}} .
$$

Formally, membership in the right hand side of (5) is defined in terms of the existence of a winning strategy for a certain infinite game (cf. Burgess [10]). The important feature is that when $H$ is countable, the set indicated can be obtained by the operation (A) from a suitable indexing of $\left\{A_{s}{ }^{*} V: S \in S_{q}, V \in H\right\}$. In [10] Burgess derived analogous formulas for the behavior of * under the more powerful "Kolmogorov operations" $\Gamma^{\alpha}, \alpha \in \omega_{1}$. That part of Theorem 1.2 below which deals
with operation (A) applies equally well to any of the $r^{\alpha}$.

The next fact follows from the extra assumption and the hypothesis that $G$ is a Baire space.
(6) Assume $X$ and $X^{\prime}$ are topological spaces and $J$ is continuous in each variable. If $B$ is closed then for each $U, B^{\star D}=\bigcap\left\{B^{g}: g \varepsilon U\right\}$, and $B^{*}$ is closed.

It follows from (6), (4), and (3) that,

Under the hypothesis of (6), if $B \in \mathbb{\pi}_{\alpha}^{o}\left(X^{\prime}\right)$, [respectively, $\left.B \varepsilon \sum_{\alpha}^{0}\left(X^{\prime}\right)\right]$, then $B^{*} \in{\underset{\sim}{\alpha}}_{0}^{0}(X), \quad\left[B^{\Delta} \varepsilon \sum_{\alpha}^{0}(X)\right], \alpha \geq 1$.

In particular, $B^{*}$ and $B^{\Delta}$ are Borel if $B$ is. As we will next prove, this last statement holds true with weaker assumptions on $\mathrm{X}, \mathrm{X}^{\prime}$ and J .

A Borel space is a set $X$ with a $\sigma$-field $B(X)$ of distinguished or Borel subsets (cf. Mackey [29a]). A function $f: X+X^{\prime}$ between Borel spaces is Borel measurable if $f^{-1}(B) \in B(X)$ for all $B \in B\left(X^{\prime}\right)$. The product Borel structure on $X \times X^{\prime}$ is the $\sigma$-field generated by $\left\{X \times B: B \in B\left(X^{\prime}\right)\right\} \quad U$ $\left\{B \times X^{\prime}: B \in B(X)\right\}$. It is the weakest structure which makes the canonical projection maps, $(g, x) \mapsto g$ and $(g, x) \mapsto x$, Borel measurable.

In analogy with the topological case, we say that $B \subseteq X$ is analytic if $B$ can be obtained by operation (A) from Borel sets. The collection of C-sets (sieve sets) is the smallest collection con-
taining the Borel sets and closed under complementation and the operation (A). A topological space is implicitly given the Borel structure generated by the open sets. A Borel space is standard if it is isomorphic to the Borel structure of a Polish space. Since two Polish spaces are Borel isomorphic if and only if they have the same cardinality, there are exactly two infinite standard Borel spaces, up to isomorphism.

Theorem 1.2 in its present form is due to Vaught. The author had earlier proved a version with the stronger assumption that $X$, $X^{\prime}$ were topological spaces ( $J$ still Borel). This was based directly on the "product case" of [46].

Theorem 1.2. Assume $H$ is countable, $X, X^{\prime}$ are Borel spaces, $J$ is Borel measurable on the product Borel space $G \times X, B \subseteq X^{\prime}$. If $B$ is respectively Borel, analytic, or $C$, then the same is true of $B^{*}$ and $B^{\Delta}$.

Proof.
Let I: $G \times X \rightarrow G \times X$ be the identity function. Notice that for every $x, B^{x J}=\{g: J(g, x) \varepsilon B\} .=\left\{g:(g, x) \& J^{-1}(B)\right\}=$ $\left(J^{-1}(B)\right)^{x I}$. Thus $B^{\star J}=\left(J^{-1}(B)\right)^{* I}$. Since the Borel, analytic and C-sets are each closed under inverse Borel images, it suffices to prove the theorem in the case $X^{\prime}=G \times X, J=I$. Since the almost open sets are closed under complementation, countable union, and the operation (A), and since these operations commute with the passage $B \rightarrow B^{X}$, they all preserve normality. $B(G \times X)$ is generated by the collection
$G=\left\{0 \times X: 0 \varepsilon \sum_{\sim}^{0}(G)\right\} U\{G \times A: A \in B(X)\}$ and each $B \in G$ clearly has open cross-sections, so every $C$-set is normal.

We first prove that $B^{* U} \varepsilon B(X)$ whenever $B \in G$ and $U \varepsilon H$. Suppose $B=G \times A$ and $X \in X$; then $B^{X}=G$ if $X \varepsilon A$, and $B^{X}=\emptyset$ if $X \nmid A$; so $B^{* U}=A$. Suppose $B=0 \times X$ and $X \in X$; then $B^{X}=0$ and $B^{* U}=A$ if $0 \cap-U$ is meager, $\phi$ otherwise. In any case, $B^{* U} \varepsilon B(X)$ as claimed.

The conclusion of the theorem now follows by (3), (4), and (5) just as in [46]. In proving that $B^{\Delta}$ is analytic when $B$ is, one uses the corresponding fact for $B^{*}$ together with 1.1 and the fact that analytic sets are closed under countable unions.

Remark I. This argument is particularly interesting when $J=(G, X, J)$ is an action ( $J$ Borel). In order to see that $B^{*}$ is a Borel invariantization when $B \in B(X)$, we must consider both the "action case" $J$, (to see that $B^{*}$ is invariant) and the corresponding "product case" I, (to see that $B^{*}$ is Borel).

Since we have improved Vaught's original invariantization result, we get improved versions of its consequences. We state the most interesting one.

When $H$ is countable, $G$ is a topological group, $X=X^{\prime}$ is a Borel space, $J: G \times X+X$ is Borel measurable and $J=(G, X, J)$ is an action, we say $J$ is a special Borel action. Corollary 1.3. Assume $J=(G, X, J)$ is a special Borel action, then every $\mathrm{E}_{\mathrm{J}}$-invariant analytic subset of X is a union of $\omega_{1}$ invariant

Borel sets. If $G$ is Polish and there is a separable metric topology which generates the Borel structure on $X$, then each orbit is Borel.

## Proof.

The proofs of 2.5 and 2.6 in [46] suffice once we know that the Borel sets are closed under the transform $B+B^{*}$. That closure was proved in 1.2.

Note: The separability assumption on $X$ can be omitted. For this remark and for a stronger result on the measurability of orbits, see Miller [32].

Vaught's reduction theorems (2.7 of [46]) have similar extensions to Borel actions using 1.2. Note, however, that in any action $J=(G, X, J)$ such that G and X are Polish and J is Borel, the induced equivalence $\mathrm{E}_{J}$ is $\sum_{i}^{1}$. Thus, the improved reduction theorems in this case can still be obtained by the methods of chapter I.

Our next result is a short proof of an invariant $\mathbb{N}_{1}^{1}$ reduction theorem for pairs, based on another type of preservation property of *. Since the equivalence relation $E_{J}$ in part (b) may not be $\sum_{1}^{1}, \quad 1.4$ (b) properly overlaps with theorem 2.7 (a) of chapter I. We have been unable, however, to construct an example where 1.4 (b) gives new information. For further discussion on this point, see 1.6 below or 54 of Burgess-Miller [11].

The statenent and proof of 1.4 (a) corrects an error in 2.2 of [11].
For $\Gamma \subseteq P(X)$ recall that $E$-inv $(\Gamma)$ is the collection of $E$ invariant members of T. When the context permits it, we will write inv( r ) instead of E -inv( r$)$.

Theorem 1.4. Assume $J=(G, X, J)$ is an action.
(a) If $\mathrm{F} \subseteq P(X)$ is closed under both $B+B^{*}$ and $B+B^{\Delta}$
and F has the reduction property for pairs, then so has $\mathrm{E}_{\mathrm{J}}$-inv( I ).
(b) If $G$ has a countable basis, $X$ is a Suslin space and $J$ is Bore measurable, then $E_{J}-\operatorname{lnv}\left(\pi_{1}^{1}(X)\right)$ has the reduction property for pairs.

Proof.
(a) Suppose $\left(A_{1}, A_{2}\right)$ is a pair of $E_{J}$-invariant members of Let $\left(B_{1}, B_{2}\right)$ be an arbitrary pair of $\Gamma$-sets which reduces $\left(A_{1}, A_{2}\right)$. We claim that $\left(B_{1}^{*}, B_{2}^{\Delta}\right)$ also reduces $\left(A_{1}, A_{2}\right)$. Since $B_{1}^{*}$ and $B_{2}^{\Delta}$ are invariant, (a) follows from this claim. Since $B_{1} \subseteq A_{1}$ and $B_{2} \subseteq A_{2}, \quad B_{1}^{*} \subseteq A_{1}^{*}=A_{1}$ and $B_{2}^{A} \subseteq A_{2}^{A}=A_{2} . \quad A_{2}-A_{1} \subseteq B_{2}$, so $\left(A_{2}-A_{1}\right)=\left(A_{2}-A_{1}\right)^{\Delta} \subseteq B_{2}^{\Delta}$. Similarly, $A_{1}-A_{2} \subseteq B_{1}^{*}$, so $B_{1}^{*} \cup B_{2}^{\Delta}=$ $A_{1} \cup A_{2}$. Finally, since $B_{1} \subseteq-B_{2}, \quad B_{1}^{*} \subseteq\left(-B_{2}\right)^{*}=-B_{2}^{\Delta}$ and $B_{1}^{*} \cap B_{2}^{\Delta}=\emptyset$. Thus, $\left(B_{1}^{*}, B_{2}^{\Delta}\right)$ reduces $\left(A_{1}, A_{2}\right)$ as required, proving (a).
(b) If $G$ has a countable basis, then it satisfies the countable chain condition. The fact that $\Pi_{1}^{1}(X)$ is closed under the transforms $B H B^{*}$ and $B H B^{\Delta}$ then follows by 1.2. Hence, (b) follows from (a) and the classical ${\underset{\sim 1}{1}}_{1}^{1}$ reduction theorem.

Now we turn to another preservation theorem which is particular to special actions.

Theorem 1.5. Assume ( $G, X, J$ ) is a special action.
(a) If $B \subseteq X$ is meager, then so are $B^{\Delta}$ and $B^{*}$.
(b) If $B \subseteq X$ is almost open, then so are $B^{\Delta}$ and $B^{*}$.

Proof.
We may assume that $H$ is a countable basis for $G$.
(a) Let $B \subseteq X$ be meager. Then $B \subseteq \bigcup_{n \varepsilon \omega} C$ for some collection $\left\{C_{n}: n \in \omega\right\}$ of closed nowhere dense sets, and $B^{\Delta} \subseteq\left(\bigcup_{n} C_{n}\right)^{\Delta}=\bigcup_{n} C_{n}^{\Delta}=$ $\bigcup_{n U} \bigcup_{\mathrm{n}} \mathrm{C}_{\mathrm{KU}}=\bigcup_{\mathrm{n}} \bigcup_{\mathrm{U}} \bigcap_{\mathrm{g} \varepsilon \mathrm{U}} \mathrm{C}_{\mathrm{n}}^{\mathrm{g}}$. Since each $\mathrm{J}^{\mathrm{g}}$ is continuous and each $C_{\mathrm{n}}$ is nowhere dense, each $C_{n}^{g}=g^{-1} C_{n}$ is nowhere dense. It follows that $\bigcap_{\mathrm{g} \in \mathrm{U}} C_{n}^{g}=C_{n}^{* U}$ is nowhere dense for each n and U , and $B^{\Delta}$ is meager as required. Since $B^{*} \subseteq B^{\Delta}, B^{*}$ is meager also.
(b) Now suppose $B$ is almost open. Let $B=A \cup N$ where $A \varepsilon \Pi_{2}^{0}(X)$ and $N$ is meager. Then $B^{\Delta}=(A \cup N)^{\Delta}=A^{\Delta} \cup N^{\Delta}, A^{\Delta}$ is Bore by 1.2 and $N^{\Delta}$ is meager by part (a), so $B^{\Delta}$ is almost open. It follows from the closure of almost open sets under complementation that $B^{*}=-(-B)^{\Delta}$ is also almost open.

Remark II. (On 1.9 of Vaught [46]).

The classical approximations to B are defined by the conditions

$$
\begin{aligned}
& B_{s}^{0}=B_{s}, \cdot B_{s}^{\alpha+1}=B_{s}^{\alpha} \cap \bigcup_{i \varepsilon \omega} B_{s \gamma_{i}}^{\alpha}, \quad B_{s}^{\lambda}=\bigcap_{\alpha<\lambda} B_{s}^{\alpha} ; \\
& B_{\alpha}=B_{\phi}^{\alpha}, \quad T_{\alpha}=\bigcup\left\{B_{s}-B_{s}^{\alpha+1}: s \varepsilon S_{q}\right\} .
\end{aligned}
$$

$s^{\wedge}$ i denotes $s \cup\{(n, i)\}$ where $n$ is the domain of $s$. It is known, (see e.g. [26]), that $\left.\bigcup_{\left\{B_{\alpha}\right.}-T_{\alpha}: \alpha<\omega_{1}\right\}=B=\bigcap_{\left\{B_{\alpha}: \alpha<\omega_{1}\right\} \text {. If }}$ $X$ satisfies the countable chain condition and each $B_{S}$ is almost open, then for some $\alpha<\omega_{1}, T_{\alpha}$ is meager. In this case, $T_{\alpha}^{\Delta}$ is meager
by 1.5 , hence $\left(B_{\alpha}-T_{\alpha}\right)^{*}=B_{\alpha}^{*}-T_{\alpha}^{\Delta}$ is comeager in $B^{*}$. In 1.9 of [46] this conclusion is derived from the more restrictive assumption that each $B_{s}$ is a $C$-set but without the assumption that $J$ is an action. For another application of 1.5 (a), see Miller [32] Theorem 3.

In [10] Burgess considered certain Boolean operations called Borel game operations. For example, the $\mathbb{\pi}_{2}^{\circ}$-game operation operates on a collection of sets $\left\{A_{m n}^{s}: m, n \varepsilon \omega, s \varepsilon^{n}{ }_{\omega}\right\}$ to yield a set

$$
A=\bigcap_{k_{0}} \bigcup_{k_{1}} \bigcap_{k_{2}} \bigcup_{k_{3}} \ldots \bigcap_{\text {mi }} \bigcup_{n} A_{\min }^{k_{0} \cdots k_{n-1}} .
$$

The variant of operation (A) found in statment (5) above is just the closed-game operation. These operations are quite powerful relative to the operation (A) (see [10]). Let $G$ be one of these operations and Iet $G[X]$ be the smallest collection containing the Borel sets and closed under $G$ and complementation. It is known (see [10]) that if $X$ is a $\Pi_{2}^{\circ}$ subspace of $\omega_{2}$ (equivalently, $X$ is a zero-dimensional Polish space, cf. [26]), then every member of $G[X]$ is "absolutely $\Delta_{2}^{1 n}$ (see [10]) and hence, almost open. In [10] Burgess showed that when $G$ is a zero-dimensional Polish space, each operation $G$ satisfies a condition analogous to (5). (He officially assumed an action but made no use of this hypothesis in his proof). It follows that, assuming $X$ and $X^{\prime}$ are topological spaces, $G$ is zero-dimensional Polish, and $J$ is continuous in each variable, $B^{*}$ is in $G[X]$ whenever $B$ is in $G\left[X^{\prime}\right]$. In view of 1.2 this remains true if we assume only that $X, X^{\prime}$ are Borel spaces and $J$ is Borel.

Every Polish space $G$ is a union of a zero-dimensional $\mathbb{\Pi}_{2}^{0}$ subspace $\hat{G}$ and a meager set (see e.g. the proof of 1.6 below). Suppose 0 is an non-empty open set in $G$ and $S$ is any subset of 0 . Then $S$ is comeager in 0 if and only if $S \cap \hat{G}$ is comeager in $0 \cap \hat{G}$. If we define $\hat{J}=J_{\Gamma} \hat{G} \times X$, it follows that $B^{* 0 J}=$ $B{ }^{*}(0 \cap \hat{G}) \hat{J}$ for every $B \in X^{\prime}$. Since $\hat{G}$ is zero-dimensional and Polish, we conclude that $B^{*} \varepsilon G[X]$, when $B \in G[X]$ assuming only that $G$ is Polish and $J$ is Borel.

The next theorem shows that when $X$ and $X^{\prime}$ are standard spaces we can drop the assumption that $G$ is Polish. In particular, since the operation $G$ preserves normal sets when $G$ is zerodimensional Polish (see [10]), it shows that each class $G[X]$ is closed under $B+B^{*}$ whenever $(G, X, J)$ is a special Borel action and X is standard.
Theorem 1.6. Assume $X$ and $X$ ' are standard Borel spaces, $J$ is Borel measurable and $H$ is a countable basis for $G$. Then there exists a zero-dimensional Polish space $\hat{G}$ with basis $\hat{H}$ and a Borel measurable function $\hat{J}: \hat{G} \times X+X^{\prime}$ such that for $B \subseteq X^{\prime}$,

In particular, $B^{* J}=B^{* \hat{J}}$ if $B$ is normal with respect to $\hat{J}$. If $X$ and $X^{\prime}$ are Polish topological spaces, then $\hat{J}$ can be assumed measurable at the same level as J .

## Proof.

We may assume that X and $\mathrm{X}^{\prime}$ are Polish topological spaces.

Suppose $H=\left\{\mathrm{U}_{1}: 1 \varepsilon \omega\right\}$. Let $G_{1}=\cap\left\{U_{i} U-\left(\bar{U}_{1}\right)\right.$ : i $\left.\varepsilon \omega\right\}$
where $\bar{U}_{1}$ is the closure of $U_{1}$. Define $V_{21}=U_{1} \cap G_{1}$, $V_{2 i+1}=-\left(\bar{U}_{1}\right) \cap G_{1}$. Note
(1) $G_{1}$ is comeager in $G$ since each $U_{i} U-\left(\bar{U}_{i}\right)$ is.
(ii) $H^{\prime}=\left\{V_{i}: i \in \omega\right\}$ is a countable basis for $G_{1}$ and each $V_{i}$ is clopen in $G_{i}$.

Let $E=\left\{\left(g_{1}, g_{2}\right) \in G_{1}{ }^{2}:(\forall i \in \omega)\left(g_{1} \in V_{i} \Leftrightarrow g_{2} \varepsilon V_{i}\right)\right\}$.
$E$ is an equivalence relation; let $G_{2}=G_{1} / E$ be the quotient topological space. Let $f: G_{2} \rightarrow 2^{\omega}$ where $f(g)(i)=1$ if and only if $g \varepsilon V_{1}$. It is easily seen that $G_{2}$ is Hausdorff and that $f$ induces a homeomorphism on $G_{2}$ to a subspace of $2^{\omega}$. (cf. Kuratowski [26] \$26.IV.2). To simplify notation we identify $G_{2}$ with $f\left(G_{2}\right) \subseteq 2^{\omega}$.

Let $g_{1}, g_{2} \in G_{1}, \quad x \in X$. If $J\left(g_{1}, x\right) \neq J\left(g_{2}, x\right)$, then, since $X^{\prime}$ is Hausdorff and $J$ is Bore, there is a Bore set $V$ in $G_{1} \times X$ such that $\left(g_{1}, x\right) \varepsilon V$ and $\left(g_{2}, x\right) \notin V$. It follows that $\left(g_{1}, g_{2}\right) \& E$. Thus, we can define a function $J_{1}: G_{2} \times X+X^{\prime}$ by the equation $\quad J_{1}\left([g]_{E}, x\right)=J_{1}(g, x)$.

Let $\bar{G}_{2}$ be the closure of $G_{2}$ in $2^{w}$. By a theorem of Lavrentiev and Kuratowski $([26] \S 35 \mathrm{VI})$, there is a Bore set $\mathrm{H} \subseteq \bar{G}_{2} \times \mathrm{X}$ and a function $J_{2}: H+X^{\prime}$ which is Bore measurable at the same level as $J$ such that $J_{2} \Gamma_{2} \times X=J_{1}$. Let $G_{3}=$
$\left\{g \in \bar{G}_{2}:(\forall x \in X)((g, x) \in \mathbb{H})\right\}$. Then $G_{2} \subseteq G_{3}$ and $G_{3} \in \mathbb{N}_{1}^{1}\left(\bar{G}_{2}\right)$. Since $\pi_{1}^{1}$ sets are almost open, there exists $\hat{G}=\mathbb{\pi}_{2}^{0}\left(\bar{G}_{2}\right) \quad$ and a meager set $\quad N \subseteq \bar{G}_{2}$ such that $\quad G_{3}=\hat{G} \cup N$.

Let $\hat{H}$ be the canonical basis for $\hat{G}$ and let $\hat{J}=J_{\hat{G} \times X}$. We will show that $\hat{G}, \hat{H}, \hat{J}$ have the required property.

Since $\hat{G}$ is a $\mathbb{\pi}_{2}^{0}$ subset of $2^{\omega}, \hat{G}$ is zero-dimensional and Polish. Clearly, $\hat{J}$ is Bore at the same level as J. Since $G_{2}$ is dense in $\bar{G}_{2}, \quad N \cap G_{2}$ is meager in $G_{2}$ (see [26] 510 Iv 2) and $\hat{G} \cap G_{2}$ is comeager in $G_{2}$. The first inclusion of the theorem is proved by the following computation:

$$
\begin{aligned}
x \in B^{* \hat{J}} & \Leftrightarrow\{g \in \hat{G}: \hat{J}(g, x) \varepsilon B\} \text { is comeager in } \hat{G} \\
& \Rightarrow\left\{g \varepsilon \hat{G} \cap G_{2}: J_{1}(g, x) \varepsilon B\right\} \text { is comeager in } G_{2} \\
& \Rightarrow\left\{g \varepsilon G_{2}: J_{1}(g, x) \varepsilon B\right\} \text { is comeager in } G_{2} \\
& \Rightarrow\left\{g \varepsilon G_{1}: J(g, x) \varepsilon B\right\} \text { is comeager in } G_{1} \\
& \Rightarrow\{g \in G: J(g, x) \varepsilon B\} \text { is comeager in } G \\
& \Leftrightarrow x \in B^{* J} .
\end{aligned}
$$

To prove the final inclusion of the theorem, note that $f$ induces a correspondence between elements $U$ of $H$ and $\hat{U}$ of $\hat{H}$. The above
computation is easily modified to show that $(-B)^{* \mathrm{UJ}} \subseteq(-B)^{\star \hat{\mathrm{U}} \mathrm{J}}$ for each $U \in H$. Then $B^{\Delta \hat{\mathrm{U}} \hat{\mathrm{J}}} \subseteq B^{\Delta U J}$ and the final inclusion follows.

Remark III: (Subactions of Polish actions).
In Burgess-M11ler [11] (4.1) it was proved that if $J$ is obtained by restricting a Polish action $\hat{J}=(\hat{G}, X, \hat{J})$ to a dense, non-meager subgroup $G$ of $\hat{G}$, then $E_{J}$ and $E_{\mathcal{G}}$ have the same invariant ${\underset{\sim}{1}}_{\perp}^{I}$ sets. In fact, the connection between $J$ and $\}$ is somewhat stronger than was indicated in [11] as shown by the following theorem.

Theorem 1.7: Suppose $\hat{J}=(\hat{G}, X, \hat{J})$ is a Polish action, $G$ is a dense non-meager subgroup of $\hat{G}$, and $J=\hat{J}_{\uparrow G \times X}$. Let $\hat{H}$ be a basis for $G$ and let $H=\{\hat{U} \cap G: \hat{U} \in \hat{H}\}$. Then for $B \subseteq X$
$\left.\left.B^{* \hat{J}} \subseteq B^{* J} \subseteq \bigcap_{\left\{B^{\Delta U}, J\right.}: U \in H\right\} \subseteq \bigcap_{\left\{B^{\Delta \hat{U}}, \hat{J}\right.}: \hat{\mathrm{U}} \in \hat{H}\right\}$.

Hence, $B^{{ }^{* \hat{J}}}=B^{* J}$ if $B$ is normal with respect to $\hat{J}$. In particular, $B^{* \hat{J}}=B^{\star J}$ if $B$ belongs to $\mathbb{K}_{1}^{1}(X)$ or even to $G[X]$ for any of the Bore game operations $G$.

Proof.
The theorem is proved by a short subcomputation of the computation
in 1.5.

$$
\begin{aligned}
x \in B^{* \hat{J}} & \Leftrightarrow\{g \varepsilon \hat{G}: g x \in B\} \text { is comeager in } \hat{G} \\
& \Leftrightarrow\{g \varepsilon G: g x \in B\} \text { is comeager in } G \\
& \Leftrightarrow x \in B^{* J} .
\end{aligned}
$$

$$
\text { So } B^{* J} \subseteq B^{* \hat{J}} \text {. }
$$

$$
\begin{aligned}
x \in-B^{\Delta \hat{U}}, \hat{J} & \Leftrightarrow\{g \varepsilon \hat{\mathrm{U}}: g \mathrm{~g} \varepsilon \mathrm{~B}\} \text { is meager in } \hat{\mathrm{U}} \\
& \Rightarrow\{g \varepsilon \hat{\mathrm{U}} \cap \mathrm{G}: g \mathrm{gX} \in \mathrm{~B}\} \text { is meager in } \hat{\mathrm{U}} \cap \mathrm{G} \\
& \Leftrightarrow \mathrm{x} \varepsilon-\mathrm{B} \Delta \hat{\mathrm{U}} \cap \mathrm{G}, \mathrm{~J} .
\end{aligned}
$$

So $B^{\Delta \hat{U} \cap G, J} \subseteq B^{\Delta \hat{U}, \hat{J}}$ and $\bigcap_{U \varepsilon H} B^{\Delta U, J} \subseteq \bigcap_{U \varepsilon \hat{H}} B^{\Delta \hat{U}, \hat{J}}$.
Remark IV. (Bases and weak bases for topological groups).
In Naught [46], Burgess-Miller [11] and Burgess [10], a number of theorems are proved under the assumption, " $G$ is a topological group with a countable weak basis." Assume $G$ is such a group with a weak basis $H=\left\{\mathrm{U}_{1}: i \varepsilon \omega\right\}$. It is easily verified that $H^{\prime}=\left\{U_{i} U_{i}^{-1}: i E \omega\right\}$ is a countable basis for the neighborhood system of the identity of G and hence, G is pseudometrizable (cf. Bourbaki [9] IX.3.1.1 and IX.1.4.2). Since G is separable, it follows that $G$ has a countable basis. Thus,

A topological group has a countable weak basis if and only if
it has a countable basis.

This fact was overlooked in the previous papers cited above. Of course it still may be useful to consider the inductive formulas for *, (such as (4)), with respect to particular weak bases for particular groups.
52. The Invariant $\mathbb{N}_{\alpha}^{0}$ Separation Principle.

Let $X$ be an arbitrary topological space in which every open set is $\sum_{2_{2}}^{0}$. Then every $\mathcal{Z}_{\alpha}^{0}$ subset of $X$ is a countable union of disjoint ${\underset{\sim}{\alpha}}_{0}^{0}$ sets, $(\alpha>1)$. It follows easily that $\Sigma_{\alpha}^{0}(\mathrm{X})$ has the reduction property and (consequently) that ${\underset{\sim}{\sim}}_{\alpha}^{0}(X)$ has the first separation property (cf. Kuratowski [26] \$30. VII).

Given an equivalence $E$ on $X$, it is natural to ask whether the E-invariant $\Sigma_{\alpha}^{0}$ sets have the reduction property. If there is a continuous selector for $E$, then $X / E$ is homeomorphic to a closed subset of $X$ (viz. the set of fixed points) and the E-invariant reduction and separation properties are immediate. This is the only positive result about invariant reduction for the Morel classes which we know. When $E$ is the canonical equivalence on the logic space $2^{\omega \times \omega}$ it is not too difficult to see that invariant reduction fails at the first possible level:

Proposition 2.1: Let $\rho$ consist of a single binary relation and let $I=I_{\rho}$ be the canonical equivalence on $X_{\rho}=2^{\omega \times \omega}$. Let $A_{0}=\{R: \quad(\exists n)(\forall m)(R(n, m)=1)\}, \quad A_{1}=\{R: \quad(\exists m)(\forall n)(R(n, m)=1)\}$. Then there is no pair of I-invariant $\mathscr{\Sigma}_{2}^{0}$ sets which reduces ( $A_{0}, A_{1}$ )..

Proof.
Choose $R_{0}$ so that ( $\omega, R_{0}$ ) is a dense linear order with left and right endpoints (i.e. an order of type $1+\eta+1$ ). Suppose $B$ is an invariant $\mathbb{M}_{2}^{0}$ set which contains $\mathbb{R}_{0}$. Then $B=\mathbb{B} \theta \mathbb{f}$ for some ${\underset{\sim}{\pi}}_{2}^{\prime 0}$ sentence $\theta$. Since $\Pi_{2}^{\prime 0}$ classes are closed under unions of chains (cf. Weinstein (47]), $B$ has members $R_{1}$ and $R_{2}$ which define orders
of type $\eta+1$ and $1+n$ respectively; hence $B$ cannot include either $-A_{0} \cap A_{1}$ or $-A_{1} \cap A_{0}$.

Suppose $\left(B_{0}, B_{1}\right)$ reduces $\left(A_{0}, A_{1}\right)$. Then, for $i=0$ or 1 , $R_{o} \varepsilon-B_{i}$ and $-A_{i} \cap A_{1-i} \subseteq-B_{i}$. By the argument of the preceding paragraph, $B_{i}$ is not invariant.

The failure of invariant ${\underset{\sim}{\sim}}_{2}^{0}$ reduction does not entail the failure of invariant $\mathbb{\Pi}_{2}^{\circ}$ separation.

Suppose $B \subseteq X$ and $B^{\#}$ is any E-invariantization of $B$, Then if $B$ separates a pair of disjoint E-invariant sets, so does $B^{\#}$. Thus, the invariant $\mathbb{I}_{2}^{0}$ separation problem is connected to the $\Delta_{2}^{\circ}$ invariantization problem: "Given $B E \Delta_{2}^{\circ}(X)$ find a $\Delta_{2}^{\circ}$ invariantization for B." Note that even when $E$ is induced by a Polish action, the transform $B \mapsto B^{*}$ does not directly solve the invariantization problem - if $B$ is $\Delta_{2}^{\circ}$, then $B^{*}$ is $\pi_{2}^{\circ}$ and $B^{\Delta}$ is ${\underset{\sim}{2}}_{2}^{\circ}$, but neither is necessarily $\dot{\Delta}_{2}^{\circ}$.

We will solve both the ${\underset{\sim}{2}}_{\circ}^{\circ}$ invariantization problem and the invariant ${\underset{\sim}{\pi}}_{2}^{0}$ separation problem for a wide class of equivalence spaces by considering a stronger version of the $\pi_{2}^{0,}$ separation theorem.

Assume that $X$ is an arbitrary set.
Suppose $\Gamma_{1}, \Gamma_{2}$ are two subclasses of $P(X)$ such that $\Gamma_{2} \subseteq \Gamma_{1}$ and $\Gamma_{2}$ is closed under complementation. We say that $\Gamma_{1}$ has the strong separation property with respect to $\Gamma_{2}$ provided that
for $A_{0}, A_{1} \& r_{1}$, if $A_{0} \cap A_{1}=\emptyset$, then there exists $B \in \Gamma_{2}$ which separates $A_{0}$ from $A_{1}$. An equivalent condition is that $\Gamma_{1}$ has the first separation property and $r_{1} \cap \stackrel{\circ}{r}_{1}=r_{2}, \quad$ (cf.
Addison [2] for a discussion of this phenomenon).
Suppose $\mathrm{C}=\left\langle\mathrm{C}_{\beta}: \beta \leq \gamma\right\rangle$ is a sequence of subsets of X . C is decreasing if $C_{\beta} \subseteq C_{\beta^{\prime}}$ whenever $\beta^{\prime}<\beta \leqslant \gamma . \quad C$ is continuous if $C_{\lambda}=\bigcap_{\beta<\lambda} c_{\beta}$ whenever $\lambda \leq \gamma$ is a limit ordinal. $e(\gamma)=\{\beta \in \gamma: \beta$ is even $\} . \quad D(C)=\bigcup\left\{C_{\beta}-C_{\beta+1}: B \in e(\gamma)\right\}$.

Let $\quad r \subseteq P(X) . C$ is suitable for $D_{\gamma}(r)$ if $\quad C \varepsilon \gamma^{+1} r$, $c$ is decreasing and continuous, $c_{0}=x$ and $c_{\gamma}=\emptyset$. We define $D_{\gamma}(\Gamma)=\left\{D(C): C\right.$ is suitable for $\left.\left.D_{\gamma}(\Gamma)\right\}, \quad D_{\gamma}(\Gamma)=U_{\left\{D_{\nu}\right.}(\Gamma): v<\gamma\right\}$, $D_{(\infty)}(\mathrm{r})=\bigcup\left(D_{\nu}(\mathrm{r}): \quad \gamma \in O N\right\} . \quad D_{\left(\omega_{1}\right)}(\mathrm{r})$ is the collection of "countable alternated unions over 「."

The important feature of alternated unions is their behavior under complementation. If $C$ is suitable for $D_{\gamma}(P(X))$ then it is easily seen (cf. [26]) that
(8) $\quad-D(C)=U\left\{C_{\beta-1}-C_{\beta}: B \varepsilon e(\gamma), \quad B\right.$ a successor $\}$.

It follows that if $\Gamma_{1}$ is a class which includes $\mathrm{r} \cup \breve{\Gamma}$ and is closed. under finite intersections and countable unions, then $D_{\left(\omega_{1}\right)}(\mathrm{r}) \subseteq r_{1} \cap \stackrel{\check{F}}{1}$.

Now suppose X is a topological space. $D_{(\infty)}\left(\mathbb{\pi}_{1}^{0}(\mathrm{X})\right)$ was known classically as the collection of resolvable sets. A result of Montgomery (cf. [26] $\$ 30 . \mathrm{X}$ ) states that $\sum_{(\infty)}\left(\mathbb{N}_{1}^{0}(\mathrm{X})\right) \subseteq \Delta_{2}^{\circ}(\mathrm{X})$ when $X$ is metrizable, (when $X$ is separable this is obvious). The basic ${\underset{\sim}{\pi}}_{2}^{\circ}$ separation theorem (9) is due to Hausdorff, (cf. [26] $\$ 34$ or reconstruct the argument by analogy with the proof of III.3.1 below).

Assume $X$ is completely metrizable. Then $\mathbb{\pi}_{2}^{0}(X)$ has the strong separation property with respect to $\mathrm{Z}_{\infty}\left(\pi_{1}^{0}(\mathrm{X})\right)$.

When $X$ is Polish, (9) can be extended to all higher levels of the Bore hierarchy.

Assume $X$ is Polish, $\alpha>1$. Then $\pi_{\alpha}^{0}(X)$ has the strong (10) separation property with respect to $D_{\left(\omega_{1}\right)}\left(\pi^{0}(\alpha)(X)\right)$.
(10) is usually proved only for successor a (cf. [26]s37. III).

For limit $a$ the situation is simpler.-- One easily shows that $\Delta_{i}^{0}(\mathrm{X})=D_{\omega}\left(\pi_{\alpha}^{0}(\mathrm{X})\right)$ and (10) follows from the first separation property for $\AA_{i}^{\circ}$.

Now fix an equivalence $E$ on $X$. In view of (9) we can solve the $\Delta_{2}^{\circ}$ invariantization problem for $X$, when $X$ is completely metrizable, by solving each $D_{\gamma}\left(\pi_{1}^{0}\right)$ invariantization problem.

Given $C_{\varepsilon}{ }^{\gamma}(P(X))$, let $\quad \varrho=\angle C_{B}^{-E} \quad B<\gamma>$.

Lemma 2.2. Assume $C$ is suitable for $D_{\gamma}(P(X))$. Then $c^{\ominus}$ is suitable for $D_{\gamma}(\operatorname{inv}(P(X)))$ and $D\left(C^{\ominus}\right)$ is an invariantization of $D(C)$.

Proof.

$$
\begin{aligned}
& \text { First note that for each } \beta<\gamma \text {, } \\
& C_{\beta}^{-}-C_{\beta+1}^{-}=C_{\beta}^{-} \cap\left(\sim C_{\beta+1}\right)^{+} \subseteq\left(C_{\beta}-C_{\beta+1}\right)^{+}
\end{aligned}
$$

It follows that
$D\left(C^{\Theta}=U\left\{C_{B}^{-}-C_{B+1}^{-}: \beta \in e(\gamma)\right\} \subseteq\right.$

$$
\begin{aligned}
& \bigcup_{\left\{\left(C_{B}-C_{B+1}\right)^{+}: B \varepsilon e(\gamma)\right\}=}=\left(U\left\{C_{\beta}-C_{\beta+1}: B \varepsilon e(\gamma)\right\}\right)^{+} \\
&=(D(C))^{+} .
\end{aligned}
$$

A similar calculation based on (8) shows that $-D\left(C^{\ominus} \subseteq(A D(C))^{+}=-\left(D(C)^{-}\right)\right.$. $D\left(C^{\ominus}\right)$ is clearly invariant, hence it is an invariantization of $D(C)$. Since the transform $C_{\beta} \not{ }^{\mapsto} C_{\beta}^{-}$preserves inclusions and commutes with intersections, $C^{\ominus}$ is suitable for $D_{\gamma}(\operatorname{inv}(P(X)))$.

Theorem 2.3. Assume $X$ is a topological space and $E$ is a lower semicontinuous equivalence on $X$.
(a) For every $\gamma \in O N, \quad \operatorname{inv}\left(D_{\gamma}\left(\mathbb{H}_{1}^{\circ}(X)\right)=D_{\gamma}\left(\operatorname{inv}\left(\mathbb{\pi}_{\sim}^{\circ}(X)\right)\right)\right.$.
(b) If $X$ is completely metrizable, then inv $\left(\pi_{2}^{0}(X)\right)$ has the strong separation property with respect to $D_{(\infty)}\left(\operatorname{inv}\left(\pi_{\sim 1}^{0}(X)\right)\right)$.

Proof.
If $B$ is closed and $E$ is lower semicontinuous, then
$B^{-} \varepsilon \operatorname{inv}\left(\mathbb{\pi}_{1}^{0}(x)\right)$. Thus, $\quad c^{\ominus} \varepsilon{ }^{\gamma+1}\left(\left(\operatorname{nv} \pi_{1}^{0}(x)\right)\right)$ when
$C \varepsilon^{\gamma+1}\left(\pi_{1}^{0}(X)\right)$. (a) follows by 2.2. Now suppose $X$ is completely
metrizable, $A_{o}, A_{1} \varepsilon$ inv $\left(\pi_{2}^{0}(X)\right)$. Applying (9), let $C$ be suitable
for $D_{\left(\omega_{1}\right)}\left(\pi_{1}^{0}(x)\right), \quad A_{0} \subseteq D(C) \subseteq-A_{1}$. Then $D\left(C C^{\Theta} \varepsilon D_{\left(\omega_{1}\right)}\left(\operatorname{inv}\left(\pi_{1}^{0}(x)\right)\right)\right.$
and $A_{0} \subseteq D\left(C^{\Theta}\right) \subseteq-A_{1}$.

Assuming a special action we can replace "-" with "*" to invariantize (10).

Suppose G, X, X', J satisfy the basic hypothesis of $\S 1$ and let $C \in{ }^{\gamma} P\left(X^{\prime}\right)$. Define $C^{*}=\left\langle C_{\beta}^{*}: B<\gamma>\right.$.

Lemma 2.4. Assume $\gamma \in \omega_{1}$ and $C$ is suitable for $D_{\gamma}\left(P\left(X^{\prime}\right)\right)$. Then is suitable for $D_{\gamma}(P(X))$ and $(D(C))^{*} \subseteq D\left(C^{*}\right) \subseteq(D(C))^{\Delta}$. Proof.

Since the intersection of a comeager subset of $G$ with a nonmeager set is non-meager, we have for each $\beta<\gamma$,

$$
C_{B}^{*}-C_{\beta+1}^{*}=c_{\beta}^{*} \cap\left(-C_{B+1}\right)^{\Delta} \subseteq\left(c_{B}-c_{\beta+1}\right)^{\Delta} .
$$

Since the transform $B \mapsto B^{\Delta}$ commutes with countable unions and the transform $B \mapsto B^{*}$ commutes with countable intersections and preserves inclusions, we may substitute " $\star$ " for $"-$ ", " $\Delta$ " for " + " in the proof of 2.2 to obtain a proof of 2.4.

Theorem 2.5. Assume that $J=(G, X, J)$ is a special action, $1<\alpha<\omega_{1}, \quad \gamma<\omega_{1}$.
(a) If $C$ is suitable for $D_{\gamma}\left(\pi_{(\alpha)}^{\circ}(X)\right)$, then $C^{\circledast}$ is suitable for $D_{\gamma}\left(\operatorname{inv}\left(\Pi_{\alpha \alpha}^{0}(X)\right)\right.$ and $D\left(C^{*}\right)$ is an invariantization of $D(C)$.
(b) $E_{J}-\operatorname{inv}\left(D_{\gamma}\left(\pi^{0}(\alpha)(X)\right)\right)=D_{\gamma}\left(E_{J}-\operatorname{inv}\left(\pi_{\sim \alpha}^{0}(X)\right)\right)$.
(c) If $X$ is Polish then $E_{J}-\operatorname{inv}\left({\underset{\sim}{\pi}}_{\alpha}^{0}(X)\right)$ has the strong separation property with respect to $\left.D_{\left(\omega_{1}\right)}\left(E_{J}-\operatorname{inv}\left(\Pi_{\sim}^{\circ}\right)(X)\right)\right)$.

Proof.
(a) follows from 2.4,
(2) and (7).
(b) follows from (a).
(c)
follows from (a) and (10).
§3. On Continuous Cross-Sections.
Let $E$ be an equivalence relation on a set $X$.
$s: X / E \rightarrow X$ is a cross-section for $E$ if $\pi \circ s$ is the identity on $X / E$, where $\pi$ is the canonical projection. An equivalent condition is that $\bar{s}=s \circ \pi$ is a selector for $E$, (as defined in I 33 ). Note also that every selector $s$ induces a cross-section $\hat{s}:[x]_{E}{ }^{+s} s(x)$. When $X$ is a topological space and $X / E$ has the quotient topological structure, it is apparent that $s$ is a continuous cross-section if and only if $s$ is a continuous selector.
(11) Suppose $s$ is a continuous selector. If $T$ is the collection of fixed points of $s$, then $T$ is closed and $\pi_{T}$ is a homeomorphism with inverse $\hat{s}$. If $P$ is any property which is hereditary with respent to closed subspaces, (e.g. "complete", "Polish"), then X/E satisfies $P$ when $X$ does. If $B$ is any set, then $B^{-} \subseteq s^{-1}(B) \subseteq B^{+}$; so $B \rightarrow s^{-1}(B)$ solves the $I$-invariantization problem for any collection $I \subseteq P(X)$ which is closed under the operation of taking inverse continuous images. In particular this is true whenever $\quad \Gamma=G\left(\varepsilon_{\sim}^{0}\right)$, where $G$ is any Boolean operation.

Given a sequence $A=\left\langle A_{i}\right.$; i\&I> $\varepsilon \quad I_{P(X)}$ and $a$ function $s: x \rightarrow x$, let $s^{-1}(A)=\left\langle s^{-1}\left(A_{i}\right):\right.$ i $\varepsilon$ I>. If $A$ and $B$ are sequences such that $B$ reduces $A$, then $s^{-1}(B)$ reduces $s^{-1}(A)$. Suppose $s$ is a continuous selector and $r$ is a class which has the reduction property and is closed under inverse continuous images. Then inv( $\Gamma$ ) has the reduction property. To see this let
$A \varepsilon{ }^{\omega}(\operatorname{inv}(\Gamma))$ and let $B \varepsilon \omega_{\Gamma}$ reduce $A$; then $s^{-1}(B) \varepsilon{ }^{\omega}(\operatorname{inv}(r))$ reduces $s^{-1}(A)=A$.

If $T$ is a collection of sequences, let $\operatorname{inv}(\Gamma)=$ $\left\{A \in \Gamma:(\forall i \varepsilon \operatorname{dom}(A))\left(A_{i}\right.\right.$ is invariant $\left.)\right\}$. A property $P\left(A_{1}, \ldots, A_{n}\right)$ of sequences is Boolean if $P\left(A_{1}, \ldots, A_{n}\right)$ implies $P\left(s^{-1}\left(A_{1}\right), \ldots, s^{-1}\left(A_{n}\right)\right)$ for any function $s$. The argument of the preceding paragraph is easily generalized to show:
(12) Suppose $X$ is a topological space, $P\left(A_{1}, \ldots, A_{n}\right)$ is a Boolean property, and $Q\left(r_{1}, \cdots, r_{n}\right)$ is defined by the equation
$Q\left(r_{1}, \ldots, r_{n}\right) \equiv\left(\forall A_{1} \varepsilon r_{1}\right)\left(\exists A_{2} \varepsilon r_{2}\right)\left(\forall A_{3} \varepsilon \Gamma_{3}\right) \ldots\left(\left(\frac{\forall}{\exists}\right) A_{n} \varepsilon r_{n}\left(P\left(A_{1}, \ldots, A_{n}\right)\right)\right.$.

Suppose for $j=1, \ldots, n, \quad r_{f}$ is a collection of sequences which is closed under $A+s^{-1}(A)$ whenever $s$ is continuous. If there exists a continuous selector for $E$, then $Q\left(r_{1}, \ldots, r_{n}\right)$ implies $Q\left(\operatorname{inv}\left(r_{1}\right), \ldots, \operatorname{inv}\left(r_{n}\right)\right)$.

In view of these strong consequences, it is important to determine just which equivalence spaces admit continuous cross-sections.

We will apply the following result (13), due to Kuratowski and Ryll-Nardzewski (see [27]) to obtain a sufficient condition for the existence of a continuous cross-section for $X / E$ when $X$ is Polish.
(13) Let $X$ be a Polish space, $Y$ an arbitrary set, and $\mathcal{L}$ a field of subsets of $Y$. Let of o be the closure of $\mathcal{L}$ under
countable unions. Suppose $F$ is a function on $Y$ to the collection of closed subsets of $X$ such that for every open set $G \subseteq x, \quad\{y: \quad F(y) \cap G \neq \emptyset\} \varepsilon \mathcal{L}_{\sigma}$. Then there exists a function $f: Y \rightarrow X$ such that
(i) $f(y) \in F(y)$ whenever $y \in Y$;
(ii) $f^{-1}(G) \varepsilon \mathcal{F}_{G}$ whenever $G$ is open in $X$.

Theorem 3.1. Let E be a lower semicontinuous (1.s.c.) equivalence on a Polish space $X$. If $X / E$ is $T_{1}$ (points are closed) and zerodimensional, then there exists a continuous cross-section for $E$.

Proof.
Let $\mathrm{Y}=\mathrm{X} / \mathrm{E}, \quad \mathcal{L}=\{0 \subseteq \mathrm{X} / \mathrm{E}: \quad \mathrm{O}$ is cloven $\}, \quad \mathrm{F}=$ the identity map $[x] \mapsto[x] . \quad X / E$ is $T_{1}$ just when each equivalence class is closed in $X$. Since $E$ is lower semicontinuous, $\pi\left(G^{+}\right)=\{y: \quad F(y) \cap G \neq \emptyset\}$ is open for every open set $G \subseteq X$. The function $f$ given by (13) is a continuous cross-section for E .

Remarks.
Assume $X$ is Polish.
V. If $X$ has a basis $H$ of clopen sets such that $B^{+E}$ is clopen for every $B \in H$, then $E$ is l.s.c. and $X / E$ is zero-dimensional. This is the case which relates to model theory (see III $\$ 6$ below).
VI. If $X$ is zero-dimensional and $E$ is both lower and upper semicontinuous, then the hypothesis of remark (V) is fulfilled. In this
case the identity function on $X / E$ to the space $2^{X}$ of closed subsets of $X$ (with the exponential topology) is continuous (see Kuratowski [26] 519.IV). The continuous section may then be obtained from a theorem of Coban (cf. Engelking, Heath, Michael [15]).

This may account for the absence of 3.1 from the extensive literature on the Kuratowski-Ry11-Nardzewski selector theorem.
VII. If a 0 -dimensional $T_{1}$ space has a countable basis, then it is metrizable (cf. [26] \$22.II.1). Thus, assuming the hypothesis of 3.1 , the conclusion " $\mathrm{X} / \mathrm{E}$ is Polish" may be derived from a classical theorem of Banach viz.: If $f$ is a continuous open map from a Polish space to a metrizable space, then the image of $f$ is Polish (cf. Sierpinski [41]p. 197).

Chapter III: SOME APPLICATIONS OF TOPOLOGICAL METHODS TO MODEL THEORY

In this chapter we will apply some of the theory developed in chapter II and in the work of previous authors to the canonical logic actions. This will yield results in the model theory of the language $L_{\omega_{1} \omega}$ and its fragments (including $L_{\omega \omega}$ ).

The first four sections are concerned primarily with the $\mathbb{N}_{\alpha}^{\prime 0}$ separation theorem and its consequences. Sections five and six contain two additional applications of Vaught's transform method.-- In 55 we apply the transform to derive a recent "Global Definability Theorem" of M. Makkai [30] from a classical theorem of Lusin; in 56 we characterize "invariant $\alpha$-Borel measurable functions" between logic spaces as the " $\Delta_{\alpha}^{\prime 0}$-definable functions", thereby extending results of Craig [13] and Lopez-Escobar [28]. In 57 we discuss consequences of the selector theorem of II $\$ 3$ and some related material.

This is a convenient point to collect some new notations and facts which we will use throughout the chapter.

Some set algebraic definitions, (e.g. of "A reduces B", "K has the first separation property," "<C ${ }_{\beta}: \beta<\gamma>$ is decreasing"), apply without modification to proper classes and will be used in this way. All of these definitions can be easily formalized, say, in Morse-Kelly set theory (cf. [24]) or translated into statements about predicates of Zermelo-Frankel set theory in the standard fashion.

Let $\rho$ be an arbitrary fixed similarity type.

Except when the contrary is explicitly stated, all equivalencetheoretic terms refer to the canonical equivalence $I_{\rho}$ when applied to subsets of $X_{\rho}$ and all action-theoretic terms refer to the canonical logic action. In particular, all uses of Vaught's *-transform refer to this action.

We will make extensive use of the definability results obtained in Vaught [46]. For many applications the basic result --
(1) $\operatorname{Inv}\left({\underset{\sim}{\pi}}_{\alpha}^{0}(\mathrm{X})\right)={\underset{\sim}{\alpha}}_{\prime o}^{(\mathrm{X})}$ for all $\alpha \geq 1$ and all invariant $\mathrm{X} \subseteq \mathrm{X}_{\rho}$ will suffice. In some contexts, notably in sections four and five, the stronger result (2) from which (1) is derived will be applied.
$n_{t}$ is the collection of all one-one functions on $n$ to $\omega$. For $s \varepsilon \stackrel{n}{\omega},[s] \subseteq \omega!$ is the set of permutations which extend $s$. For $n \varepsilon w, B \subseteq X_{p}$,

$$
B^{*_{n}}=\{(R, s): \quad s \varepsilon \underbrace{n}_{w} \quad \& \quad R \in B^{*[s]}\} .
$$

$B^{\Delta n}$ is defined dually.
Vaught ([46] 3.1) proved

For all $\alpha \geq 1, n \varepsilon \omega$, and all invariant $X \subseteq X_{\rho}$, if
(2) $B \in{\underset{\sim}{\alpha}}_{\alpha}^{o}(X)$, (respectively ${\underset{\sim}{\alpha}}_{0}^{o}(X)$ ), then $B^{*_{n}},\left(B^{\Delta n}\right)$, belongs to $\pi_{a}^{\prime o}\left(X^{(n)}\right), \quad\left(\sum_{a}^{\prime o}\left(X^{(n)}\right)\right)$.

We will at one point have use for the effective version, ([46] 5.1), of (2).

There is a prim $(\omega, p)$-function $\theta \mapsto\left\langle\theta^{n_{n}} ;\right.$ n $\left.\varepsilon \omega\right\rangle$ such that
(3) If $\theta$ is a ${\underset{\sim}{\alpha}}_{0}^{0}-\rho$-name, then for every $n, \quad \theta^{{ }^{n}} \varepsilon \Pi_{\alpha}^{\prime 0}(\rho)$
is an n -formula and $[\theta]^{{ }^{\mathrm{n}}}=\mathbb{I} \theta^{{ }^{n}(\mathrm{n})} \mathbb{I}$.

Given a similarity type $\rho$, let $\hat{\rho}$ be the result of replacing each constant symbol $\subseteq \in \rho$ by a unary predicate ${\underline{R_{c}}}^{c}=(1,((\rho, \underline{c}), 1)$. Each p-structure $O$ becomes a $\hat{p}$ structure $\hat{\theta}$ by replacing each $c^{c t}$ with $\left\{c^{M}\right\}$. The map $M+M$ carries $v_{p}$ onto the class
 is countable. $\hat{p}, \hat{c}$ are the relationalizations of $\rho$ and $\theta$. It is easily seen that
(4) There exist prim functions $\phi \mapsto \hat{\phi}, \psi \leftrightarrow \hat{\psi}$ such that for every type $\rho$ and $\phi \varepsilon L_{\omega_{1} \omega}(\rho), \psi \varepsilon I_{\omega_{1} \omega}(\hat{\rho})$
(i) $\operatorname{Mod}(\hat{\phi})=\{\hat{M}: \quad$ U $\in \operatorname{Mod}(\phi)\}, \operatorname{Mod}(\psi)=\{M: \hat{\sigma} \varepsilon \operatorname{Mod}(\psi)\}$
(ii) $(\forall \alpha \geq 1)\left[\psi \in \mathbb{K}_{\alpha}^{\prime 0}(\hat{\rho}) \quad\right.$ (resp. $\left.\quad \sum_{\alpha}^{\prime 0}(\hat{\rho})\right) \quad \Rightarrow$

$$
\left.\psi \vee{\underset{\sim}{\pi}}^{\prime o}(p) \quad\left(\sum_{\sim}^{\prime o}(p)\right)\right]
$$

(iii) $(\forall \alpha>2)\left[\left(C_{\rho}\right.\right.$ countable \& $\left.\left.\phi \varepsilon \underset{\sim}{\pi_{\alpha}^{\prime o}}\right) \Rightarrow \hat{\phi} \varepsilon \pi_{\alpha}^{0}\right]$

A formula $\phi$ is in negation normal form if the symbol $\neg$ occurs only in subformulas of the form $\neg \theta$ when $\theta$ is atomic. From the
infinitary DeMorgan laws one obtains
(5) There is a prim function $\phi H \phi^{\top}$ such that
$(\forall \rho)\left(\forall \phi \in L_{\omega_{1} \omega}(\rho)\right)(\operatorname{Mod}(\phi)=\operatorname{Mod}(\phi\urcorner) \quad \& \quad \phi^{\top}$ is in negation normal form).

If $\rho$ is countable, then so is the set of finite $\rho$-structures. It follows that every collection of finite $p$-structures is ${\underset{\sim}{\Sigma}}_{2}^{\prime 0}\left(V_{\rho}\right)$. This fact, together with the Luwenheim-Skolem theorem is aften sufficient to extend definability results for $X_{\rho}$ to corresponding results over all models. For some purposes - notably in dealing with $\mathbb{N}_{2}^{\prime 0}$ or with questions of effectiveness -- this ad hoc approach breaks down and we need to accommodate finite models in a variant of the usual logic space.

The (familiar) trick is to treat equality as a non-logical symbol so that an infinite set of natural numbers can represent a single element of a finite structure.

Assume $\rho$ has no operation symbols. Let $\approx$ be a binary relation symbol and let $\bar{\rho}=\rho+\approx$. Let $\bar{X}_{\rho} \subseteq X_{\bar{\rho}}$ be the collection of all $(S, \sim)$ such that $\sim$ is a congruence on $\omega$ for each relation in $S$ and each congruence class is infinite. Since each equality axiom is $\pi_{1}^{\prime 0}$, $\bar{X}_{\rho}$ is ${\underset{\sim}{\prime}}_{2}^{\prime o}$ in $X_{\bar{\rho}}$ when $\rho$ is countable. Given $(S, \sim) \varepsilon \bar{X}_{\rho}$, the natural quotient structure $(S, \sim) / \sim$ is a $p$-structure and it is apparent that every finite or infinite countable p-structure can be obtained as such a quotient.

Given $\phi \in L_{\omega_{1} \omega}(\rho)$ let $\bar{\phi}=\phi(\underset{\sim}{(\sim})$ be the result of substituting $\approx$ for the equality symbol $\equiv$ throughout $\phi$. Clearly $\bar{\phi}$ has the same position in the Borel' hierarchy on $\bar{\rho}$ that $\phi$ has in the hierarchy on $p$. Furthermore, if $\phi$ is an n-formula, then
$\mathbb{I} \bar{\phi}^{(n)} \eta \cap \bar{X}_{\rho}^{(n)}=\left\{\left(S, \approx, i_{1}, \ldots, i_{n}\right): \quad\left((\omega, s, \sim) / \sim_{,}\left[i_{1}\right], \ldots,\left[i_{n}\right]\right) \neq \phi\right\}$.
Here, $[i]=[1]$ is the $\sim$-orbit of 1 .
$\llbracket \phi^{-(n)} \rrbracket \cap \bar{x}_{\rho}^{(n)}$ will be denoted ${ }^{(n}{ }^{(n)} D$. As usual we drop the superscript when $n=0$. Given any class $r$ of $\rho$-formulas, we let $\bar{\Gamma}=\{\bar{\phi}: \quad \phi \in \Gamma\}$.

Since each $\sim$ is a congruence, any isomorphism between structures $(S, \sim),\left(S^{\prime}, \sim^{\prime}\right)_{\varepsilon} \bar{X}_{\rho}$ induces an isomorphism between the corresponding quotients. It follows that each class $(\phi)$ is an $I_{p}$-invariant subset of $\bar{x}_{\rho}$, and we have for each $n \in \omega$,

$$
\begin{equation*}
\bar{\pi}_{\alpha}^{\pi^{\circ}}\left(\bar{x}_{p}^{(n)}\right) \subseteq \operatorname{inv}\left(\pi_{\alpha}^{o}\left(\bar{X}_{p}^{(n)}\right)\right) . \tag{6}
\end{equation*}
$$

Since all congruence classes have the same cardinality, any isomorphism between quotient structures $(S, \sim) / \sim$ and $\left(S^{\prime}, \sim^{\prime}\right) / \sim^{\prime}$ can be Iifted to an isomorphism between the structures $(S, \sim)$ and ( $S^{\prime}, \sim^{\prime}$ ). Thus, $I_{\rho}$ is the natural equivalence on $\bar{X}_{\rho}$ to study for applications to logic.

With a slight modification of the proof, Vaught's main definability results (1)-(3) go over to the new situation. The key remark which allows this modification is
(7) Assume $C_{\rho}=\varnothing$. If $\psi$ is an m-formula of $L_{L_{1} \omega}(\overline{\rho)}$ such that the symbol $\equiv$ does not occur in $\psi$, and $n \leq m$, then

$$
\mathbb{U}\left(\exists^{\neq v_{n}} \cdots v_{\mathrm{n}-1}\right)(\psi)^{(\mathrm{n})} \mathbb{\square} \quad=\quad\left[\left(\exists \frac{v}{n}^{v_{n}} \frac{v}{\mathrm{~m}-1}\right)(\psi)^{(\mathrm{n})} \mathbb{I} .\right.
$$

The inclusion from left to right in (7) is trivial. For the reverse inclusion let $(S, \omega) \in \bar{X}_{\rho}$ and suppose $\left(\omega, S, \sim, i_{o}, \ldots, i_{m}\right) \vDash \psi$. Since each congruence class is infinite, there exist distinct numbers $i_{n}^{\prime}, \ldots, i_{m}^{\prime}$ such that $i_{j} \sim i_{j}^{\prime}$ for $j=n, \ldots, m$. Since $\sim$ is a congruence, $\left(\omega, s, \sim, 1_{0}, \ldots, i_{n-1}, i_{n}^{\prime}, \ldots, i_{m}^{\prime}\right) \vDash \psi \quad$ and $\left(S, \sim, 1_{0}, \ldots, i_{n-1}\right) \in \mathbb{I}\left(\exists^{\neq} \frac{v}{n}^{n} \underline{v}_{m}\right)(\psi)^{(n)} \mathbb{I}$ as required, establishing (7).

Proposition 0.1. Assume $C=\varnothing$.
(a) Assume $n \varepsilon \omega, a \geq 1$. If $B \in \underset{\sim}{\Pi_{\alpha}^{0}}\left(X_{\rho}^{\rho}\right)$, then $B^{* n} \cap \bar{X}_{\rho}^{(n)} \varepsilon{\overline{\pi^{\prime}}}_{\alpha}^{0}\left(\bar{X}_{\rho}^{(n)}\right)$. If $B \varepsilon{\underset{\sim}{\alpha}}_{\alpha}^{o}(X)$, then $B^{\Delta n} \cap \bar{X}_{\rho}^{(n)} \varepsilon{\overline{\Sigma_{\sim}^{\prime}}}_{\alpha}^{\prime}\left(\bar{X}_{\rho}^{(n)}\right)$.
(b) There is a prim $(\omega, \rho)$ function $\theta+<\theta^{(*) n}$ new> such that if $\theta$ is a $\pi_{a}^{0}-\vec{\rho}$-name, then for every $n, \theta^{(*)} n \in{\underset{\sim}{a}}_{a}^{\prime 0}(\rho)$ and $[\theta]^{*} \cap \bar{X}_{\rho}^{(n)}=\left(\theta^{(*) n(n)}\right)$.

Proof.
(a) Vaught's proof of (2) is easily modified using (7) to establish (a). We prove by induction that for $B \in B\left(X_{\bar{\rho}}\right)$, each $B^{{ }^{n}} \cap \bar{X}_{\rho}^{(n)}$, $B^{\Delta n} \cap \bar{X}_{\rho}^{(n)}$ has the form $\llbracket \psi^{(n)} \rrbracket \cap \bar{X}_{\rho}^{(n)}$ where $\psi \in L_{\omega_{1} \omega^{(\omega)}}(\bar{\rho})$ is of the proper form and does not contain the equality symbol. (a) then follows since $\overline{\psi(\underset{\approx}{\approx})}=\psi(\underset{\sim}{\approx})(\underset{\sim}{\approx})=\psi \quad$ if $\equiv$ does not appear in $\psi$.

Consider the initial step. Let $B$ be a basic clopen set in $X_{\bar{p}}$. Then $B=[\psi(\underline{0}, \ldots$, mi) $]$ for some basic name $\psi$ which does not involve the equality symbol. We know (e.g. from [ 46]) that $B^{\Delta n}=\mathbb{I}\left(\exists_{\sim}^{\neq}{\underset{n}{n}}_{\cdots}^{v_{M}}\right)(\psi)^{(n)} \rrbracket$. By (7),


The remaining steps are similar. At each stage we carry the additional hypothesis that the formulas defined previously do not contain \#; we use the argument from [46] to construct a new formula; then we use (7) to eliminate the equality symbol from that new formula.
(b) Just as in [46], the proof of (a) is uniform and establishes the effective result (b).

Corollary 0.2. Assume $C_{\rho}=\varnothing$. For all $\alpha \geq 1$, i $\varepsilon \omega$,

$$
\operatorname{inv}\left(\pi_{\alpha}^{o}\left(\bar{X}_{\rho}^{(n)}\right)\right)={\overline{\Pi^{\prime}}}_{\alpha}^{o}\left(\bar{X}_{\rho}^{(n)}\right)
$$

and

$$
\operatorname{inv}\left(\sum_{\sim}^{o}\left(\bar{X}_{\rho}^{(n)}\right)\right)=\overline{\sum_{\sim}^{\prime o}}\left(\bar{X}_{\rho}^{(n)}\right)
$$

Proof.
In each case the inclusion from right to left was noted in (7). The reverse inclusions follow immediately from 0.1 (a).
51. The ${\underset{\sim}{1}}_{\alpha}^{{ }^{\circ}}$ Separation Theorem

Consider the $\underset{\sim}{\underset{\sim}{1}} \underset{1}{1}$ separation theorem in topology and logic. The basic theorem -- "disjoint $\sum_{1}^{1}$ subsets of a Polish space can be separated by a Borel set" -- was obtained by Lusin in 1927 (cf. [26]). In 1957, W. Craig proved an analogous fact in logic -- "Disjoint $\exists_{1}^{1}(\rho)$ classes can be separated by an $L_{\omega \omega}(\rho)$ elementary class." Several years later, noting the analogy between these results, D. Scott conjectured that a similar result held for $L_{\omega_{1} \omega^{*}}$. This was established by E. G. K. LopezEscobar in 1965 ([28]). At about the same time, J. Keisler [22] developed a theory of finitary approximations to infinitary formulas (which will be summarized below) which allows one to dervie Craig's theorem from Lopez-Escobar's. Finally, Vaught showed in [46] how to obtain LopezEscobar's theorem from Lusin's classical result.

Thus, we can derive Craig's theorem from that of Lusin as follows: Given mutually inconsistent $\exists_{1}^{1}$ sentences $\theta_{1}, \theta_{2}$ of type $\rho$ ( $\rho$ necessarfly countable), note that $\llbracket \theta_{1} \rrbracket$ and $\llbracket \theta_{2} \rrbracket$ are disjoint ${\underset{\sim}{\Sigma}}_{1}^{1}$ subsets of the Polish space $X_{\rho}$. By Lusin's theorem, there is a Borel set $B$ which separates them. By Vaught's results, the Borel set $B^{*}$ also separates them and $B^{*}=\llbracket \phi \rrbracket$ for some $\phi \in L_{\omega_{I} \omega}(\rho)$. By the LowenheimSkolem theorem, $\operatorname{Mod}(\phi)$ separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{2}\right)$ over infinite models. Since every collection of finite models is definable in $L_{\omega_{I^{\omega}}}(\rho)$, there is a variant $\phi^{\prime} \varepsilon I_{\omega_{I} \omega}(\rho)$ such that $\operatorname{Mod}\left(\phi^{\prime}\right)$ separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{2}\right)$ over all models. By Keisler's results, the same is true of some $\sigma \in L_{\omega \omega}(p)$ which "approximates" $\phi^{\prime}$.

In this section we will see that the Shoenfield $\forall_{n}^{0}$ separation theorem has an analogous relation to the Hausdorff-Kuratowski $\Pi_{\sim}^{o}$ separation theorem.

The principle $" \underset{\sim}{\forall}{\underset{n}{0}}_{0}^{\left(V_{\rho}\right)} \quad(\mathrm{n}>1)$ has the first separation property" was conjectured by Addison (see [2 ]) based on the analogy between logic and descriptive set theory. This conjecture was established in a strong form by Shoenfield, (cf. [2]).

Theorem 1.2 below is the intermediate step in a derivation of Shoenfields's theorem from Hausdorff's.

Remark I. In his dissertation [37], Myers proved a separation theorem for multiplicative classes in the $L_{\omega_{1}} \omega$ hierarchy based on quantifier depth (without regard to infinite conjunction and disjunction). Myers' result also yields Shoenfield's via the approximation theory, but it is much less natural topologically. We do not know a topological theorem about logic spaces from which Myers' result can be obtained.

Let $K$ be a collection of $p$-structures and suppose $\phi=$ $<\phi_{\beta}: \beta \leq \gamma>$ is a sequence of $\rho$-sentences. We say $\Phi$ is decreasing, (respectively continuous), over $K$ provided $<\operatorname{Mod}\left(\phi_{\beta}\right) \cap K: \beta \leq \gamma>$ is decreasing, (continuous). $D(\phi)=\underset{\sim}{V}\left\{\phi_{B} \wedge 7 \phi_{B+1}: \beta \in e(\gamma)\right\}$.

Let $\Omega \subseteq L_{\omega_{1} \omega}(\rho)$. $\phi$ is suitable for $D_{\gamma}^{K}(\Omega)$ if $\Phi \varepsilon^{\gamma+1} \Omega$, $\phi$ is
decreasing and continuous over $K, \operatorname{Mod}\left(\phi_{0}\right) \cap \mathrm{K}=\mathrm{K}$ and
$\operatorname{Mod}\left(\phi_{Y}\right) \cap \mathrm{K}=\emptyset$. We define $\quad D_{\gamma}^{K}(\Omega)=\{D(\phi): \phi$ is suitable for $\left.D_{\gamma}^{\mathrm{K}}(\Omega)\right\}, \quad D_{(\gamma)}^{\mathrm{K}}(\Omega)=U\left\{D_{\beta}^{\mathrm{K}}(\Omega): \quad B<\gamma\right\}$. When $\mathrm{K}=\nabla_{\rho}$, we omit the superscript.

Note that under over convention $" \Omega(K)=\{\operatorname{Mod}(\phi) \cap K: \phi \varepsilon \Omega\}$ "

$$
D_{\gamma}^{\mathrm{K}}(\Omega)(\mathrm{K})=D_{\gamma}(\Omega(\mathrm{K}))
$$

(where $D_{\gamma}(\Omega(K))$ is interpreted with respect to the "universe" K). In view of this identity we could state most of our results without defining the syntactical classes $D_{\gamma}^{\mathrm{K}}(\Omega)$. This would have the effect of making some results (e.g. I.1) appear to have less syntactical content. When discussing syntactical notions, such as effectiveness and finite approximations, the syntactical classes $D_{\gamma}(\Omega)$ seem to be indispensible.

In chapter II we solved the invariantization problem for each class $D_{\gamma}\left(\pi_{\alpha}^{0}(X)\right)$ in any Polish action. In the canonical logic actions we can combine this with Vaught's characterization (1) of the invariant ${\underset{\sim}{\sim}}_{\alpha}^{\circ}$ sets to obtain an analogous result for the "small Bore classes" $D_{\gamma}\left(\pi_{\sim}^{0}\left(X_{p}\right)\right)$.

Theorem 1.1. Assume $\rho$ is an arbitary similarity type, $\gamma<\omega_{1}$, and $1<\alpha<\omega_{1}$.
(a) If $X$ is any invariant subspace of $X_{\rho}$, then

$$
\operatorname{inv}\left(D_{\gamma}\left(\pi_{(\alpha)}^{0}(X)\right)=D_{\gamma}^{X}\left(\mathbb{\pi}_{\alpha}^{\prime o}\right)(X)\right.
$$

(b) If $\rho$ is countable, then

$$
\operatorname{Inv}\left(\Delta_{\alpha}^{0}\left(X_{\rho}\right)\right)=\underset{\left(\omega_{1}\right)}{D_{\sim}^{X_{p}}}\left(\pi_{\alpha}^{0}\right)\left(X_{p}\right) .
$$

Assume $C_{\rho}=\emptyset$. Then
(c) $\quad \operatorname{inv}\left(D_{\gamma}\left(\mathbb{\pi}_{(\alpha)}^{0}\left(\bar{X}_{\rho}\right)\right)\right)=\overline{D_{\gamma}\left(\pi_{\sim}^{\prime}{ }_{(\alpha)}\right)}\left(\bar{X}_{\rho}\right)$.
(d) If $\rho$ is countable, then

$$
\operatorname{inv}\left(\Delta_{\sim}^{0}\left(\bar{x}_{\rho}\right)\right)=\overline{D_{\left(\omega_{1}\right)}\left(\pi_{\sim}^{\prime}(\alpha)\right.}\left(\bar{x}_{\rho}\right) .
$$

Proof.
(a) By II.2.5(a), inv $\left.\left(\pi_{\gamma \alpha)}^{0}(\mathrm{x})\right)\right)=D_{\gamma}$ (inv $\left.\left(\pi_{(a)}^{0}(\mathrm{X})\right)\right) . \quad$ By (1), $\operatorname{inv}\left(\pi_{(\alpha)}^{0}(X)\right)={\underset{\sim}{\prime}}^{\prime 0}(\alpha)(X)$, so $\quad D_{\gamma}\left(\operatorname{inv}\left(\pi_{q \alpha)}^{0}(X)\right)=D_{\gamma}\left(\underset{\sim}{\pi^{\prime}(\alpha)}(X)\right)=D_{\gamma}^{X}\left(\pi_{\sim}^{\prime}(\alpha)\right)(X)\right.$.
(b) If $\rho$ is countable, then $\left.\Delta_{\alpha}^{0}\left(X_{p}\right)=D_{\left(\omega_{1}\right)}\left(\pi_{(a)}^{0}\right)\left(X_{\rho}\right)\right)$, so (b)
follows from (a).
(c) (c) follows from 0.2, II. 2.5 (a) and the fact that a sequence $\left\langle\phi_{\beta}: \beta \leq \gamma\right\rangle$ of $L_{\omega_{1} \omega}(\rho)$ sentences is decreasing or continuous over $V_{\rho}$ if and only if $\left\langle\phi_{\beta} D: \beta \leq \gamma>\right.$ is decreasing or continuous.
(d) (d) follows from (c) and the invariant separation
theorem II.2.5(c). Note that when $\rho$ is countable, $\bar{X}_{\rho}$ is a $\mathbb{\pi}_{2}^{\circ}$ subspace of the Polish space $X_{\bar{p}}$ and the restriction of the canonical action to $\bar{X}_{\rho}$ is still Polish.

Theorem 1.2. Let $\rho$ be a countable similarity type and let $a \geq 2$. Then the collection ${\underset{\sim}{\prime}}_{\alpha}^{\prime o}\left(V_{p}\right)$ has the strong separation property with respect to $D_{\left(\omega_{1}\right)}\left(\pi_{\sim}^{\prime}(\alpha)\left(V_{\rho}\right)\right.$.
Proof.
First assume $\rho$ contains no operation symbols. Let $\operatorname{Mod}\left(\theta_{1}\right)$, $\operatorname{Mod}\left(\theta_{2}\right)$ be disjoint $\Pi_{\alpha}^{\prime 0}$ classes. Then $\left(\theta_{1}\right),\left(\theta_{2}\right)$ are disjoint invariant $\mathbb{Z}_{\alpha}^{0}$ subsets of $X_{\vec{p}}$. By II. 2.5 there is a set
 $D \cap \bar{X}_{\rho}=(\phi\rangle$ for some $\phi \in 0_{\left(\omega_{1}\right)}\left(\pi_{\sim}^{\prime}(\alpha)(\rho)\right)$.

Clearly $\operatorname{Mod}(\phi)$ separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{2}\right)$ over countable models and by the Löwenheim-Skolem theorem for $L_{\omega_{1}}(\rho)$, $\operatorname{Mod}(\phi)$ separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{2}\right)$ over all models.

Now let $\rho$ be arbitrary. Given $\theta_{1}, \theta_{2}$ as above, pass to the relationalizations $\hat{\theta}_{1}, \hat{\theta}_{2}$. Since $\alpha \geqslant 2, \hat{\theta}_{1}, \hat{\theta}_{2} \varepsilon{\underset{\sim}{r}}_{\alpha}^{\prime o}(\hat{\rho})$. Choose $\phi \varepsilon \sum_{\left(\omega_{1}\right)}\left(\pi^{\prime} \sim(\alpha)(\hat{\rho})\right)$ as in the previous paragraph. Then $\left.\check{\phi} \varepsilon D_{\left(\omega_{1}\right)} \pi_{\sim \alpha}^{\prime}{ }^{\prime o}(\rho)\right)$ is easily seen to have the required property.

Next we will apply Keisler's theory of finite approximations to derive Shoenfield's separation theorem from 1.3 (and by the transitivity of "derive", from Hausdorff's separation theorem).

The approximation theory applies to a wide class of languages (see [22]). We summarize that part which we will apply. Fixing $\rho$, the set $A(\phi)$ of finite approximations to $\phi$ is defined, for every formula $\phi$ of $L_{\omega_{1} \omega}(\rho)$ which is in negation normal form, by the recurside conditions:
(8) (i) If $\phi \in L_{w \omega}$, then $A(\phi)=\{\phi\}$
(ii) If $\phi=\widehat{\sim}$, then $A(\phi)=\left\{\wedge\left\{\sigma_{0}, \ldots, \sigma_{n}\right\}:\right.$ n $\varepsilon \omega$ and for some distinct $\theta_{0}, \ldots, \theta_{n} \varepsilon \theta$, for every $\left.i \leq n, \sigma_{i} \in A\left(\theta_{i}\right)\right\}$.
 $\left.\theta_{0}, \ldots, \theta_{n} \in A(\psi)\right\}$.
(iv) If $\phi=V_{\sim} e$ or $(\underset{\sim}{\mid} v)(\psi)$ then $A(\phi)$ is obtained by the dual condition to (ii) or (iii) (replace $\underset{\sim}{\sim}$ by $\underset{\sim}{V}$ and $\underset{\sim}{\forall}$ by $\underset{\sim}{\exists}$ ).
$A^{C}(\phi)^{-}$is the closure of $A(\phi)$ under finite conjunction and disjunction.
In [22] (Cor. 3.4) Keisler showed
(9) Suppose $\theta_{1}, \theta_{2} \varepsilon L_{\omega \omega}(p), \phi \in L_{\omega_{1} \omega}(p), \phi$ is in negation normal form, and $\operatorname{Mod}(\phi)$ separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{2}\right)$. Then there is an approximation $\sigma \in A^{C}(\phi)$ such that $\operatorname{Mod}(\sigma)$ also separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{2}\right)$.
$B_{n}^{0}(\rho)$ is the closure of $\forall_{n}^{0}(\rho) \cup{\underset{\sim}{n}}_{0}^{0}(\rho)$ under finite conjunctions and disjunctions. Induction on subformulas shows
(10) If $\phi \in{\underset{\sim}{\mid r}}_{n}^{\prime 0}$, (resp. ${\underset{\sim}{\sim}}_{n}^{\prime 0}$ ), and $\psi \in A^{C}\left(\phi^{7}\right)$ then $\operatorname{Mod}(\psi) \varepsilon \underset{\sim}{\forall}{ }_{n}^{0}\left(V_{p}\right), \quad\left(\underset{\sim}{n}{ }_{n}^{0}\left(V_{p}\right)\right)$.

It follows immediately from (9) and the definition (7) that (11) If $\phi \in \sum_{\left(\omega_{1}\right)}\left(\pi_{n}^{\prime 0}\right)$ and $\psi \in A^{c}\left(\psi^{7}\right)$, then $\operatorname{Mod}(\psi) \in B_{n}^{0}\left(\nabla_{\rho}\right)$.

Corollary 1.3. Assume $p$ is countable and $n \geq 2$.
(a) $\Delta_{\mathrm{n}}^{0}\left(\overline{\mathrm{X}}_{\rho}\right) \cap \overline{\mathrm{L}}_{\omega \omega}\left(\overline{\mathrm{X}}_{\rho}\right)=={\overrightarrow{B_{n-1}^{0}}}^{\left(\overline{\mathrm{X}}_{\rho}\right)}$.
(b) The collection $\underset{\sim}{\forall}{ }_{n}^{o}\left(V_{\rho}\right)$ has the strong separation property with respect to $B_{n-1}^{o}\left(V_{p}\right)$.

Proof.
(a) The inclusion in (a) from right to left is trivial. For the reverse inclusion, suppose $B \in \Delta_{n}^{o}\left(\bar{X}_{\rho}\right) \cap \bar{L}_{\omega \omega}\left(\bar{X}_{\rho}\right)$, say $B=(\theta)$ for $\theta \in I_{\text {wow }}(\rho)$. By 1.1(d). $B=(\phi)$ for some $\phi \in D_{\left(\omega_{1}\right)}\left(\pi_{n-1}^{\prime o}(\rho)\right)$.
It follows from the Löwenheim-Skolem theorem that $\operatorname{Mod}(\phi)=\operatorname{Mod}(\theta)$.
By (9), $\operatorname{Mod}(\theta)=\operatorname{Mod}(\sigma)$ for some $\sigma \in A^{c}\left(\phi^{7}\right)$. By (11), $(\sigma 0) \in \bar{B}_{n}^{0}\left(\bar{X}_{\rho}\right)$.
(b) Let $\theta_{1}, \theta_{2}$ be mutually inconsistent members of $\forall_{n}^{\circ}(\rho)$. By 1.2 , there exists $\phi \in D_{\left(\omega_{1}\right)}\left(\pi_{\mathrm{n}-1}^{\prime 0}(\rho)\right)$ such that $\operatorname{Mod}(\phi)$ separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{2}\right)$. By (9), the same is true of some $\sigma \in A^{c}\left(\phi^{\top}\right)$. $B y(11), \quad \operatorname{Mod}(\sigma) \in B_{n}^{o}\left(V_{p}\right)$.

Remarks.
II. After proving 1.2 we learned from Myers that, (at least for successor a and over infinite models), it was an unpublished result of G. E. Reyes. He apparently derived the case $\alpha=2$ from Hausdorff's proof and the fact that the closure of any invariant subset of $X_{p}$ is closed', and then translated the result to other successor a using Skolem predicates (presumably by the argument of remark IV, compare also our proof of $\$ 3.1$ below).
III. The utility of Keisler's approximations for results like 1.3 was pointed out to the author by W. Wadge. Wadge had proved the identities ${\underset{\sim}{n}}_{\mathrm{n}}^{0}\left(\mathrm{X}_{\rho}\right) \cap I_{\omega \omega}\left(\mathrm{X}_{\rho}\right)=\underset{\sim}{\underset{\sim}{n}}{ }_{\mathrm{n}}^{0}\left(\mathrm{x}_{\rho}\right), \quad \mathrm{n} \geq 1$. Upon learning of Vaught's result (1) he remarked that his result followed from (1) via (9).
IV. The $\pi_{\sim}^{r}{ }_{\alpha}^{0}$ separation theorem for successor $\alpha>2$ can be reduced to the case $\alpha=2$ by the following method. The method seems to be essential for the effective theorem of $\mathbf{3} 2$. It shows that the *-transform can be avoided in deriving 1.3 for successor $\alpha$ (though apparently not for linit $\alpha$, nor for definability results such as 1.1 ).

Let $\rho$ be countable and suppose $K_{o}, K_{1} \in{\underset{\sim}{0}+1}_{\pi_{0}^{0}}^{\left(V_{\rho}\right)}$ are disjoint,

 fragment of $L_{\omega_{1} \omega}(\rho)$ which contains each $\theta_{\mathrm{nm}}^{i}$. Let $\rho^{i /}=\rho^{\| L}$ be the similarity type which contains an n-ary predicate $\mathbb{R}_{\phi, n}$ for each
n. $\omega$ and each $n$-formula $\phi \in L$. Given $O \subset \in V_{\rho}^{(n)}, \psi \in L_{\omega_{1} \omega}(\rho)$, let $U^{\#} \in \nabla_{\rho^{\#}}^{(n)}$ be the canonical expansion of $G$, and let $\operatorname{Mod}^{I f(n)}(\psi)=\left\{0 \prod^{\text {I }} ; \quad O\left\{\varepsilon \operatorname{Mod}^{(n)}(\psi)\right\}\right.$.

Let $V_{\rho}^{\#}=\left\{0 \mathbb{O}^{\#}: O \mathcal{O} V_{\rho}\right\}$. Note that
(12) Each $\operatorname{Mod}{ }^{\#\left(k_{n m}^{i}+1\right)}\left(\theta_{n m}^{i}\right) \varepsilon \underset{\sim}{\underset{\sim}{\prime}}{ }_{I}^{0}\left(\nabla_{\rho}^{\eta\left(k_{n m}^{i}+1\right)}\right)$, hence each $\operatorname{Mod}^{\# \prime}\left(\theta_{1}\right) \in \underset{\sim}{\pi}{ }_{2}^{\prime}\left(V_{\rho}^{f \prime}\right)$.
 $\psi \in \underset{\sim}{\pi}{ }_{\beta}^{\prime 0}(\rho)$.

By (12) and the $\underset{\sim}{H_{2}^{\prime}}{ }_{2}$ separation theorem for $p^{\#}$, there exists $\phi \in D_{\left(\omega_{1}\right)}\left(\Pi_{1}^{\prime}{ }_{1}^{o}\left(\rho^{\#}\right)\right)$ such that $\operatorname{Mod}(\phi)$ separates $\operatorname{Mod}^{\#}\left(\theta_{1}\right)$ from $\operatorname{Mod}^{\#}\left(\theta_{0}\right)$. By (13), $\operatorname{Mod}(\phi) \cap v_{p}^{\#}=\operatorname{Mod}^{\#}(\psi)$ for some $\psi \in D_{\left(\omega_{1}\right)}\left(\pi_{\beta}^{\circ}(\rho)\right)$. Then $\operatorname{Mod}(\phi)$ separates $\operatorname{Mod}\left(\theta_{1}\right)$ from $\operatorname{Mod}\left(\theta_{0}\right)$.
\$2. $\pi_{\sim}^{\prime 0}$ Separation and the Problem of Effectiveness.

The main result of this section, (2.2), is an "admissible" version of the ${\underset{\sim}{\sim}}_{\sim}^{0}\left(X_{\rho}\right)$ separation theorem for $\rho \varepsilon H C$ and $\alpha \geq 2$, a successor ordinal. Since the construction used in 1.2 is highly effective, we will obtain a corresponding $\Pi_{a}^{\prime 0}$ separation theorem for certain admissible languages as a corollary.

The following lemma is an effective version of the classical method of generalized homeomorphisms (i.e. the classical method of Skolem predicates). It will be used to reduce the general case of the $\underset{\sim}{\sim_{\alpha+1}}{ }^{\circ}$ separation theorem to the case $\alpha=1$.

Given $p, \alpha, \phi$, let $\mathbb{I}_{\alpha}^{0}(\rho)$ be the set of $\mathbb{N}_{\alpha}^{0}-\rho$-names and recall that $a t(p)$ is the set of atomic $p$-names, $\operatorname{sub}(\phi)$ is the set of subnames of $\phi$. Let ${\underset{\sim}{(\alpha)}}_{0}^{0}(\rho)=\bigcup \underset{\sim}{{\underset{\sim}{\beta}}_{0}^{0}}(\rho): \beta<\alpha\}$.

Lemma 2.1. Let $a \subseteq H C$ be prim-closed, $\omega, \rho \in a, \quad 1<a<\omega_{1}$. Suppose $\theta \in a,{ }^{Q} \subseteq \mathbb{Z}_{(\alpha)}^{0}(\rho)$. Then there exist $\rho_{1}, \psi, F_{0}, F_{1} \in a$, $g: X_{\rho} \rightarrow X_{\rho_{1}}$ such that
(i) $\rho_{1}$ contains only 0 -ary relation symbols (i.e., $\rho_{1}$ is propositional).
(ii) $\psi$ is a $\mathbb{H}_{2}^{\circ}-\rho_{1}$-name and $g$ is a $(1, \alpha)$-generalized homeomorphism on $X_{p}$ onto [ $\left.\Psi\right]$.
(iii) $F_{0}:$ at $\left(\rho_{1}\right)+\sum_{\sim}^{0}(\rho), \quad F_{1}: \theta+a t\left(\rho_{1}\right)$ are functions such that for $\psi \varepsilon$ at $\left(\rho_{1}\right), \theta \in \otimes, \quad\left[F_{o}(\psi)\right]=g^{-1}([\psi])$, and $\left[F_{1}(\theta)\right] \cap[\psi]=g([\theta])$.

Proof.
Let $L=\{a t(\rho)\} U\{\operatorname{sub}(\theta): \theta \varepsilon 9\}$. Let $\rho_{1}$ be the similarity type with a 0 -arr relation symbol $\frac{p_{\phi}}{}=(1,((L, \phi), 0))$ for each $\phi \varepsilon L$. Let $\Psi \in A$ be a $\pi_{2}^{o}-\rho_{1}$-name for $B_{1} \cap B_{2}$ where

$$
\begin{aligned}
& B_{1}=\bigcap_{\underline{c} \varepsilon C_{\rho}}\left(\left(\bigcup_{i \varepsilon \omega}\left[\underline{p_{\underline{c}=1}}\right]\right) \cap \bigcap_{i \neq j}\left[\underline{p}_{\underline{c}=1}+\neg \underline{p_{c=1}}\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
& \cap \bigcap_{\Delta \Gamma \in L}\left[\underline{P}_{\sim}^{\lambda \Gamma}<\bigwedge_{\gamma \in \Gamma} \underline{P}_{\gamma}\right]
\end{aligned}
$$

Let $L: L+\sum_{i}^{0}(\rho)$ be a prim function such that for every $\phi \in L, \quad[L(\phi)]=[\phi]$. Define $F_{0}=\left\{\left(P_{\phi}, L(\phi): \phi \varepsilon L\right\}\right.$, $F_{1}=\left\{\left(\theta, P_{\theta}\right): \theta \in \theta\right\}$. For $R \varepsilon X_{\rho}$, set $g(R)\left(\underline{P}_{\phi}\right)=1$ if $R \varepsilon[\phi]$, 0 otherwise. It is easily checked that $\rho_{1}, \Psi, g, F_{0}, F_{1}$ have the required properties.

Given a sequence $\phi=\left\langle\phi_{\beta}\right.$ : $\left.\beta<\gamma\right\rangle$ of $p$-names, let $[\phi]=$ $\left\langle\phi_{\beta}\right]: \beta<\gamma>$.

Theorem 2.2. Assume $a \subseteq H C$ is admissible, $\omega \in Q, 1 \leq \mu<\omega_{1}$. Suppose that $\theta_{1}, \theta_{2} \in a$ are $\mathbb{I}_{\mu+1}^{0}-\rho$-names for disjoint subsets of $\dot{X}_{\rho}$ and that $a$ contains a well-ordering of $T C\left(\theta_{1}, \theta_{2}, 0\right)$. Then there exists $\delta \varepsilon \omega_{1}$, and a $\delta$-sequence $\Phi$ of $\mathbb{\pi}_{\mu}^{0}$-p-names, such that $\phi \varepsilon a$,
[ $\phi$ ] is suitable for $D_{\delta}\left(\pi_{\mu}^{0}\left(x_{\rho}\right)\right)$, and

$$
\left[\theta_{1}\right] \subseteq D([\phi]) \subseteq-\left[\theta_{2}\right]
$$

Proof.
We consider two cases.

Case 1. $\mu=1$ and $\rho$ is propositional.
Since $a$ is prim-closed and contains a well-ordering of $\operatorname{TC}\left(\theta_{1}, \theta_{2}, \rho\right)$, there is some $\gamma \varepsilon Q \cap \omega_{1}$ and a sequence $\theta=<\theta_{\alpha \beta}: \quad(\alpha, \beta) \varepsilon \gamma^{2}>\varepsilon a \quad$ of Basic $\rho$-names such that

$$
\begin{aligned}
& {\left[\theta_{1}\right]=\left[\wedge\left\{\underset{\sim}{\bigvee}\left\{\theta_{\alpha \beta}: \beta \varepsilon \gamma\right\}: \quad \alpha \varepsilon o(\gamma)\right\}\right]} \\
& {\left[\theta_{2}\right]=\left[\bigwedge\left\{\underset{\sim}{V}\left\{\theta_{\alpha \beta}: \beta \varepsilon \gamma\right\}: \quad \alpha \varepsilon e(\gamma)\right\}\right] .}
\end{aligned}
$$

$o(\gamma)$ and $e(\gamma)$ are respectively the sets of odd and even members of $\gamma$. We may further assume that for some $\gamma^{\prime} \leq \gamma$, there is an enumeration $P=\left\langle{\underset{\sim}{\alpha}}: \alpha \in \gamma^{\prime}\right\rangle \varepsilon a$ such that $\rho=\left\{\underline{P}_{\alpha}: a \varepsilon \gamma^{\prime}\right\}$. Extend $P$ to $\bar{p}: \quad \gamma \rightarrow \rho$ by setting ${\underset{\sim}{p}}^{\alpha}=\underline{P}_{0}$ for $\alpha \geq \gamma^{\prime}$.

Since $\left[\theta_{1}\right] \cap\left[\theta_{2}\right]=\emptyset, \quad-\left[\theta_{1}\right] U-\left[\theta_{2}\right]=X_{\rho}$ and we have

$$
\begin{equation*}
\left(\forall x \in X_{p}\right)\left(\forall f \in \gamma_{\gamma}\right)(\exists \alpha)\left(x \notin\left[\theta_{\alpha f(\alpha)}\right]\right) . \tag{14}
\end{equation*}
$$

Let $d$ range over $P_{(\omega)}(\gamma)$. Let $\sigma, \tau$ range over the set $T$ of finite functions with domain, range included in $\gamma$ (i.e. "partial Skolem functions"). Let $s$, $t$ range over the collection $r$ of finite sets of subbasic $p$-names (i.e. "partial elements of $X_{\rho} "$ ).

Each $\theta_{\alpha \beta}$ is a finite conjunction of subbasic names, say
$\theta_{\alpha \beta}=\Delta t_{\alpha \beta}$. Given $\sigma \in T$, let $t^{\sigma}=\bigcup\left\{t_{\alpha \sigma(\alpha)}: \alpha \varepsilon \operatorname{dom}(\sigma)\right\}$,
$\theta^{\sigma}=\Lambda t^{\sigma}, \quad\left[\theta^{\sigma}\right]=\bigcap_{\alpha \varepsilon d o m(\sigma)}\left[\theta_{\alpha \sigma(\alpha)}\right]$.

Choose a set $\infty \notin$ oNUs. Define $\mathrm{Rk}: \mathrm{T} \times \mathrm{T}+\mathrm{On} \mathrm{U}\{\infty\}$ by the conditions:

$$
\begin{align*}
& \operatorname{Rk}(s, \sigma) \geqslant 1 \text { if }[\wedge s] \cap\left[\theta^{\sigma}\right] \neq \emptyset  \tag{15}\\
& \operatorname{Rk}(s, \sigma) \geq \alpha+1 \text { if }(\forall \beta \in \gamma)(\exists(t, \tau) \varepsilon \Gamma \times T) \\
& {\left[s \subseteq t \quad \& \quad \alpha \leq \tau \quad \& \quad\left({\underset{\beta}{\beta}} \in t \text { or } \mathcal{T P}_{\beta} \in t\right) \quad \&\right.} \\
& B \in \operatorname{dom}(\tau) \& \operatorname{Rk}(t, \tau) \geq \alpha] \\
& \operatorname{Rk}(s, \sigma) \geq \lambda \text { if } \operatorname{Rk}(s, \sigma) \geq \beta \text { for every } \beta<\lambda \\
& \mathrm{Rk}(s, \sigma)=\left\{\begin{array}{l}
\text { the smallest } \alpha \text { such that } \mathrm{Rk}(s, \sigma) \nmid \alpha+1 \text { if such exists, } \\
\infty \text { otherwise. }
\end{array}\right.
\end{align*}
$$

Note $\left[\Lambda_{\sim} s\right] \cap\left[\theta^{\sigma}\right]=\emptyset \quad$ if and only if

Thus, the relation on $s, \sigma: \quad$ "Pk $(s, \sigma) \geq 1 "$ is definable by a $\Delta_{0}$ formula in the parameters $r, T, \gamma, \bar{p} \in Q$. It follows from the form of (15) that the relation on $s, \sigma, \alpha: \quad$ " $R k(s, \sigma) \geq \alpha$ " is primitive recursive in parameters $r, T, Y, \bar{P}$, hence $R k \cap Q^{3}$ is $\underset{\sim}{ } \Delta$-definable on a. We claim $R k \in a$.

Let us postpone verification of (18) and proceed. Let $\xi(\alpha, \beta, s, \sigma)$ be the relation:

$$
\begin{array}{r}
(\forall(t, \tau) \in \Gamma \times T)\left[\left(s \subseteq t \& \quad \sigma \subseteq \tau \quad \& \quad\left(P_{\beta} \in t \text { or } \underset{-}{P} \in t\right) \&\right.\right. \\
\beta \in \operatorname{dom}(\tau)) \Rightarrow \operatorname{Rk}(t, \tau)<\alpha] .
\end{array}
$$

Then $\operatorname{Rk}(s, \sigma)<\alpha+1$ implies $(\exists \beta \in \gamma)(\xi(\alpha, \beta, s, \sigma))$.
Let $\alpha_{0}=1$ mage (iRk) and let $<_{\ell}$ be the lexicographic order on $\alpha_{0} \times \gamma$. Let $\delta$ be the ordinal of $<_{\ell}$ and let i: $\left(\alpha_{0} \times \gamma,<_{\ell}\right) \rightarrow(\delta, \varepsilon)$ be the unique isomorphism. Define $R: \Gamma \times T \rightarrow \delta$ by the equation

$$
\begin{gathered}
R(s, \sigma)=\min \left\{\eta \varepsilon \delta: \quad\left(\exists(\alpha, \beta) \varepsilon \alpha_{0} \times \gamma\right)(R k(s, \sigma)=a \quad \xi(\alpha, \beta, s, \sigma)\right. \\
\& \quad n=1(\alpha, \beta)\} .
\end{gathered}
$$

Note $R$ is primitive recursive in parameters from $a$ and $\operatorname{dom}(R) \varepsilon a$, so $R \varepsilon a$.

$$
\text { For } s \in r, \text { let } \tilde{s}=\{\neg \underline{P}: \underline{p} \varepsilon s\} \cup\{\underline{p}: \neg \underline{P} \varepsilon s\} \text {. }
$$

$$
\text { For } n \leq \delta \text { define } p_{n}=\left\{\underline{V}\left(\breve{t}^{\sigma} \cup \stackrel{\breve{s}}{ }\right):(s, \sigma) \& \Gamma \times T \quad \& \quad R(s, \sigma)<n\right\} \text {, }
$$ $\phi_{\eta}=\bigwedge_{P_{n}}$. Let $\phi=\left\langle\phi_{\eta}: \eta \leq \delta\right\rangle$. is primitive recursive in parameters from $a$, $\operatorname{dom}(\phi) \varepsilon a$, so $\phi \varepsilon a$. The sequence $\left\langle p_{\eta}\right.$; $\left.n \varepsilon \delta\right\rangle$ is increasing, so $[\phi]$ is decreasing. Clearly, $[\phi]$ is continuous. $p_{0}=\emptyset$ so $\left[\phi_{0}\right]=\left[\wedge_{\sim} \phi\right]=X_{\rho}$. Since $R(\phi, \phi)<\delta, \quad \bigvee \varnothing \varepsilon \quad P_{\delta}$ and $\left[\phi_{\delta}\right]=\phi$. Thus, $[\phi]$ is suitable for $D_{\delta}\left(\pi_{1}^{0}\left(X_{\rho}\right)\right)$. We claim

$$
\begin{equation*}
\left[\theta_{1}\right] \subseteq D([\phi]) \subseteq-\left[\theta_{2}\right] \tag{19}
\end{equation*}
$$

To establish (19), suppose $x \in X_{\rho}$. Let $\Pi_{x}=\min \{R(s, \sigma)$; $\left.x \varepsilon[\wedge s] \cap\left[\theta^{\sigma}\right]\right\}$, and choose $s, \sigma$ such that $x \in[\wedge s] \cap\left[\theta^{\sigma}\right]$ and $\eta_{x}=R(s, \sigma)$. Suppose $\eta_{x}=i(\alpha, \beta)$ and let

$$
s^{\prime}=\left\{\begin{array}{l}
s \cup\left\{\underline{P}_{\beta}\right\} \text { if } x \in\left[\frac{\left.P_{\beta}\right]}{s \cup\left\{\frac{P_{\beta}}{\beta}\right\} \text { otherwise } .}\right.
\end{array}\right.
$$

Since $R(s, \sigma)=i(\alpha, \beta), \xi(s, \sigma, \alpha, \beta)$ holds and we have

$$
(\forall \tau \supseteq \sigma)\left(\beta \varepsilon \operatorname{dom}(\tau) \Rightarrow \operatorname{Rk}\left(s^{\prime}, \tau\right)<\alpha\right) .
$$

By the minimality property of $\eta_{x}$, it follows that
$x \notin U\left\{\left[\theta_{B \zeta}\right]: \zeta \varepsilon \gamma\right\}$. If $x \varepsilon\left[\theta_{1}\right]$, then $B$ must be even, hence $\pi_{x}$ is even; if $x \varepsilon\left[\theta_{2}\right]$, then $\pi_{x}$ is odd. Using the minimality property again, if $R\left(s^{\prime}, \sigma^{\prime}\right)<\eta_{x}$, then $x \varepsilon-\left(\left[/ \sim s^{\prime}\right] \cap\left[\theta^{\sigma^{\prime}}\right]\right)=$ $\left.\left[V_{\sim}^{\left(s^{\prime}\right.} \cup \dot{t}^{\prime} \sigma^{\prime}\right)\right]$. Thus $x \in\left[\phi_{n_{x}}\right]-\left[\phi_{n_{x}}+1\right.$. (19) follows.

It remains to prove (18). We first show

$$
\begin{equation*}
\text { Image }(\mathrm{Rk}) \subseteq \text { oN. } \tag{17}
\end{equation*}
$$

Since $\Gamma \times T$ is countable, there exists $\alpha<\omega_{1}$ such that

$$
(\forall s, \sigma)[\operatorname{Rk}(s, \sigma) \geq a \Rightarrow \operatorname{Rk}(s, \sigma) \geq a+1] .
$$

Let $j: \omega \rightarrow \gamma$ be a bijection. If $\operatorname{Rk}(\phi, \phi) \geqslant \alpha$, then also
$\operatorname{Rk}(\phi, \phi) \geq \alpha+1$ and for some $t_{0}, \tau_{0}$

$$
\left(\mathcal{P}_{1(0)} \varepsilon t_{0} \text { or } \mathcal{P}_{i}(0) \varepsilon t_{0}\right) \& i(0) \varepsilon \operatorname{dom}\left(\tau_{0}\right) \& R k\left(t_{0}, \tau_{0}\right) \geq \alpha .
$$

We may proceed inductively to define $t_{n}, \tau_{n}$ for each $n \varepsilon \omega$ such that


$$
\left.i(n) \varepsilon \operatorname{dom}\left(\tau_{n}\right) \quad \& \quad \operatorname{Rk}\left(t_{n}, \tau_{n}\right) \geq \alpha\right] .
$$

Let $x$ be the unique member of $\left[~ \Lambda \cup \cup\left\{t_{n} ; n \in \omega\right\}\right]$. If $x \notin\left[\theta^{{ }^{\top} n}\right]$, then since $-\left[\theta^{{ }^{\top} n}\right]$ is open, for some $m>n$

$$
\left[\wedge_{\sim} t_{I I}\right] \subseteq-\left[\theta^{\tau_{\Pi_{1}}}\right] \subseteq-\left[\theta^{\tau_{m}}\right],
$$

and hence, $\operatorname{Rk}\left(t_{m}, \tau_{m}\right)=0$. This contradicts (16) and shows $x \in \bigcap_{n}\left[\theta_{j(n)} \tau_{n}(j(n))\right]$. This in turn contradicts (14), so $\mathrm{Rk}(\phi, \emptyset)<\alpha$ and (17) follows.

If $\operatorname{Rk}(\phi, \emptyset) \notin Q$, then for some $s, \sigma, R(s, \sigma)=\omega_{1} \cap Q$ and
$(a, t) \vDash(\underset{\sim}{\forall}(t, \tau) \varepsilon \Gamma \times T)[(s \subseteq t \wedge \sigma \leq \tau)+(\underset{\sim}{\exists} \alpha)(\alpha \varepsilon O N \wedge R k(t, \tau)<\alpha)]$.
Applying $\sum$-reflection, we obtain $\omega_{1} \cap a \in a$, a contradiction which establishes (18) and completes the proof of case 1 .

Case 2. $\mu \geq 1$, $\rho$ arbitrary.
Let $\theta_{1}, \theta_{2}$ be as in 2.2 and suppose $\theta_{i}=\bigwedge_{j \varepsilon J_{i}} \bigvee_{k \in R_{i}} \theta_{j k}$, $1=1,2$ where each $\theta_{j k} \varepsilon{\underset{M}{\mu} \mu)}_{0}^{(\rho)}$. Let $a=$ $\left\{\theta_{j k} ;(j, k) \in J_{1} \times K_{1} \cup J_{2} \times K_{2}\right\}$ and choose $\rho_{1}, \psi, F_{o,}, F_{1} \in Q$ as given by 2.1. Let $\theta_{j}^{i}=\Psi \wedge \bigwedge_{j \varepsilon J_{i}} V_{k \varepsilon K_{i}} F_{1}\left(\theta_{j k}\right), i=1,2$. Then $\theta_{1}^{\prime}, \theta_{2}^{\prime}, \rho_{1}$ satisfy the hypothesis of case 1 of 2.2 . Let $\phi^{\prime}=$ $<\phi_{\beta}^{\prime}: \beta<\delta>\varepsilon Q$ be a sequence of $\tilde{\sim}_{1}^{o}-p_{1}$-names given by case 1 such that $\left[\theta_{1}^{\prime}\right] \subseteq D\left(\left[\phi^{\prime}\right]\right) \subseteq-\left[\theta_{2}^{\prime}\right]$. Let $\hat{F}_{o}^{\left(\phi_{\beta}^{\prime}\right)}$ be the result of replacing in $\phi_{B}$ each $\underline{P} \varepsilon \rho_{1}$ by $F_{0}(\underline{p})$. Let $\phi=\left\langle\hat{F}_{0}\left(\phi_{B}^{\prime}\right): \beta<\delta\right\rangle$. As in Remark IV, it is easily checked that $\phi$ satisfies the requirements of 2.2. The proof of 2.2 is complete.
$a \subseteq \mathrm{HC}$ satisfies the axiom of choice if for every $x \in a$, $a$ contains a well-ordering of $x$. Let $D_{[a]}\left(g_{\alpha}^{0}\left(x_{\rho}\right)\right)=$ $\left\{D([\phi]):(\exists \gamma)\left(\phi \in Q \cap \gamma_{\pi_{\alpha}^{0}}(\rho) \&[\phi]\right.\right.$ is suitable for $\left.\left.D_{\gamma}\left(\pi_{\alpha}^{0}\left(X_{\rho}\right)\right)\right)\right\}$.
$D_{[a]}\left(\pi_{\alpha}^{\prime O}\left(V_{\rho}\right)\right)$ has the obvious analogous definition.

Corollary 2.3. Assume $Q \subseteq H C$ is admissible and satisfies the axiom of choice, $\omega, p \varepsilon a, I \leq a<\omega_{1}$. Then
(a) $\pi_{\alpha+1}^{0}[Q]\left(X_{p}\right)$ has the strong separation property with respect to $D_{[a]}\left(\mathbb{T}_{\alpha}^{0}\left(X_{p}\right)\right)$.
(b) ${\underset{\sim}{\sim}}_{\pi+1}^{\prime 0}[a]\left(V_{p}\right)$ has the strong separation property with respect to $D_{[\alpha]}\left(\pi_{\alpha}^{\prime o}\left(V_{\rho}\right)\right)$.

Proof.
It is apparent from the form of II (8) that

$$
D_{[a]}\left(\pi_{\gamma}^{0}\left(x_{p}\right)\right) \subseteq{\underset{\sim}{\pi}}_{\gamma}^{o}[a]\left(x_{p}\right) \cap \sum_{\sim \gamma}^{0}[a]\left(x_{p}\right)
$$

whenever $Q \subseteq H C$ is prim-closed. Thus, (a) is immediate from 2.2 . Using $0.1(b)$, our proof of 1.2 is easily made effective, giving (b) as a consequence of (a).

## Remarks

V. The rank function used in the proof of 2.2 is based on a similar rank function used by D. A. Martin in [31] to prove the ordinary (boldface) $\pi_{n}^{0}$ separation theorems for $2^{\omega}$. The classical argument could not be used here because we have no effective way of obtaining from a ${\underset{\sim}{4}}_{2}^{\circ}$-name $\phi$, a ${\underset{\sim}{1}}_{1}^{\circ}$-name for the closure of $[\phi]$.
VI. Every admissible set of the form $L_{\alpha}[x]$ (the $\alpha$ th level of the constructive hierarchy built over $x), x \in X_{\rho}, p$ finite,
satisfies the axiom of choice. A much stronger hypothesis is that of local countability. $Q$ is locally countable if for every $x \in Q$, $a$ contains a map of $\omega$ onto $x$. If $a$ is locally countable and prim $(\omega)$-closed, then the standard proof of $\sum_{\sim}^{0}-$-reduction shows that $\sum_{\sim}^{\sum}[a]\left(x_{p}\right)$ has the reduction property and hence ${\underset{\sim}{\mu}}_{0}^{0}[a]\left(x_{p}\right)$ has the weak first separation property $(\mu>1, \rho \varepsilon Q)$. We doubt that ${\underset{\sim}{\mu}}_{\mu}^{0}[a]$-reduction holds when $a$ is not locally countable.
VII. Before we obtained 2.2 Richard Haas considered a variant (call it r ) of the difference hierarchy on $\Pi_{1}^{0}$ (lightface) and proved that $\Pi_{2}^{0}\left({ }^{\omega} \omega\right)$ has the strong separation property with respect to $r$. If his result can be shown to relativize to arbitrary parameters or to extend to higher levels of the hyperarithmetical hierarchy it would improve the result one obtains from 2.2 in these cases (where $a=L_{\omega_{1}} x[x], \quad x \in 2^{(\omega)}$ by avoiding the introduction of hyperarithmetic parameters.
§3. Hausdorff' and Sierpinski': Proofs Derived from Topology

In this section we carry Addison's "method of analogies" and Vaught's "topology prime" notation to their natural extreme and constrict two proofs by the following recipe:
"Take a theorem and its proof from classical descriptive set theory. Give model theoretic interpretation to all the terms used in the proof in such a way that the arguments remain valid. The result is a theorem of model theory."

We will apply the recipe to the Hausdorff proof of the $\mathbb{N}_{2}^{0}$ separation theorem, and to the Sierpinski proof of the theorem "Operation (A) preserves the Bare property in separable spaces." The results are new proofs of the $\mathbb{H}_{2}^{\prime 0}$ separation theorem, and of the fact "The game quantifier preserves the Baire' property for countable p." Vaught (see [46]) had earlier applied the recipe to derive this second Szailrijn-Marstardi fact (for arbitrary $\rho$ ) from the Kuratowski proof that "Operation (A) preserves the Baire property in arbitrary spaces." Sierpinski's argument is considerably shorter than Kuratowski's for the cases it covers, and our proof is similarly shorter than Naught's original argument.

The following definitions are mainly from Naught [46]. Let $\rho$ be arbitrary and $K_{1} \subseteq K^{(n)} \subseteq V_{\rho}^{(n)} . K_{1}$ is meager' (relative to

 almost' open' if the symmetric difference $K_{1} \Delta \operatorname{Mod}^{X^{(n)}}(\phi)$ is meager' for
some $\phi \in \sum_{\sim}^{\prime}{ }_{1}^{\prime 0}(\rho)$. The Tarski closure $c\left(K_{1}\right)$ of $K_{1}$ is the intersection of all the closed' classes which include $K_{1}$. Note that
(20) $\mathrm{K}_{1}$ is meager' (resp. almost' open') in $\mathrm{K}_{2}$ if and only if $K_{1}$ is meager (almost' open') in $c\left(K_{2}\right)$.
$K_{1}$ is dense ${ }^{\text {i }} K_{2}$ if $K_{2} \subseteq c\left(K_{1}\right)$. Also note that $c(K) \varepsilon \Pi_{1}^{\prime 0}\left(V_{\rho}\right)$ for any $K$.

Assume for the remainder of $\$ 3$ that $\rho$ is countable.
(21) and (22) list the model theoretic translation of the basic topological facts used by Hausdorff and Sierpinski.
(21) Let $K \subseteq \nabla_{\rho}^{(n)}$, n $\varepsilon \omega$.
(i) Every disjoint collection of $\sum_{1}^{\prime 0}(\mathrm{~K})$ classes is countable.
(ii) Every strictly decreasing collection of $\pi_{1}^{\circ}{ }_{1}^{o}(\mathrm{~K})$ classes is countable.
(iii) If $K$ is non-empty and $\mathbb{H}_{2}^{\prime 0}(V)$, then $K$ is not meager ${ }^{\prime}$ in itself.

Proof.
(i) and (ii) are fmmediate from the countability of the set of basic' $\rho$-formulas. (iii) is a variant of the well-known omitting types theorem and has a long history (cf. [46]). It is most efficiently derived from the Löwenheim-Skolem theorem and the Baire category theorem, (see [46] but substitute ${\overline{X_{\hat{\rho}}}}^{\text {for }} X_{\rho}$ to get an argument which is valid when $K$ contains no infinite models).

In complete analogy with the topological situation (cf. [26]
524), 21 (i) and (iii) and (20) imply
(22) Let $K \subseteq V_{\rho}^{(n)}$, $n \varepsilon \omega$. Every disjoint collection of Baire', non-meager' (relative to $K$ ) classes is countable.

Theorem 3.1. ( 1.2 revisited) Assume $\rho$ is countable. The collection $\left.\Pi_{\sim}^{\prime}{ }_{2}^{( } V_{\rho}\right)$ has the strong first separation property with respect to $P_{o_{1}}\left(\mathbb{\pi}^{\prime}{ }_{1}\right)\left(v_{\rho}\right)$.

Proof.
Let $K_{1}, K_{2} \in{\underset{\sim}{\pi}}_{2}^{\prime 0}\left(v_{\rho}\right)$ be disjoint. Recursively define $\mathbb{N}_{1}^{\prime 0}$ classes $C_{\alpha}, \quad \propto \varepsilon \omega_{1}$ by the conditions:

$$
c_{0}=c\left(K_{1}\right)
$$

$$
c_{A}=\bigcap_{\beta<\lambda} c_{\beta}
$$

$$
c_{\lambda+2 n+1}=c\left(K_{2} \cap c_{\lambda+2 n}\right), \quad c_{\lambda+2 n+2}=c\left(K_{1} \cap c_{\lambda+2 n+2}\right)
$$

It follows from 21 (ii) that for some $\gamma \varepsilon \omega_{1}, C_{\gamma}=C_{\eta}$ for all $\eta \geq \delta$. Then $c_{\delta}=c\left(c_{8} \cap K_{1}\right)=c\left(c_{\delta} \cap K_{2}\right)$. Thus, $c_{\delta} \cap K_{1}, \quad c_{\delta} \cap K_{2}$ are disjoint $\underset{\sim}{\boldsymbol{T}_{2}^{\prime \prime}}$ classes, each of which is dense' in $C_{6}$. It follows that $C_{\delta}$ is meager in itself, hence empty. Then

$$
K_{1} \subseteq U\left\{C_{\alpha}-C_{\alpha+1}: \alpha \varepsilon e(\gamma)\right\} \subseteq-K_{2}
$$

and the proof is complete.

For finite $\rho$ it is well-known that $c(K)=\{O \mathcal{O}$ every finite substructure of $O\{$ can be embedded in a member of $K$ \}. We can combine
this observation with a variant of the last proof to give an algebraic characterization of the $\underset{\sim}{\pi^{\prime}}{ }_{2}^{\circ}$ classes which contain only finite models.

The use of a substructure chain argument in place of the Baire category theorem is not new - see e.g. Addison [3].

Theorem 3.2. Assume $\rho$ is finite and $K$ is a collection of finite $p$-structures. The following are equivalent.
(i) $K \in D_{\left(\omega_{1}\right)}\left(\pi_{1}^{\prime \prime}\left(V_{p}\right)\right)$
(ii) $K \in \mathbb{H}_{2}^{\prime O}\left(V_{\rho}\right)$
(iii) $K$ includes no infinite substructure chain.

Proof.
(i) implies (ii) trivially. Since ${\underset{\sim}{1}}_{2}^{\circ}$ classes are closed under unions of chains, (ii) implies (iii).

Now assume (iii). Define $C_{\alpha}$ for $a \varepsilon \omega_{1}$ as in the proof of 3.1 with $K_{0}=K, \quad K_{1}=V_{\rho}-K$, and let $\delta \varepsilon \omega_{1}$ be such that $C_{\delta}=C_{\delta+1}$. Just as in 3.1 , it suffices to show $C_{\delta}$ is empty.

Suppose it is not.
Let $G \in C_{\delta}$. Since $C_{\delta}=c\left(C_{\delta} \cap K\right)$, there exists $O_{0} \varepsilon C_{\delta} \cap K$. Since $\mathscr{T}_{0}$ is finite and $C_{\delta}=c\left(C_{\delta}-K\right)$, $O$ has an extension (necessarily a proper extension) $\mathscr{L}_{0} \in C_{f} \sim K$. Let $b \varepsilon\left|\mathcal{K}_{0}\right|-\left|\mathcal{C}_{0}\right|$ and let ( $\mathcal{F}_{0}$ be the substructure of $\mathcal{F}_{0}$ generated by $\{b\} \cup|\mathcal{C}|$. Since ${\underset{\sim}{H}}_{1}^{\prime 0}$ classes are closed under substructures, $\mathcal{S}_{0} \varepsilon C_{\delta}$ and since $c_{\delta}=c\left(c_{\delta} \cap K\right), \tilde{b}_{0}$ has an extension $\sigma_{1} \in c_{\delta} \cap \mathrm{K} .{\Lambda_{1}}$ is a proper
extension of $\sigma_{0}$, and the process may be continued to inductively define an infinite substructure chain $\left\{\mathscr{q}_{1}\right.$ : i $\left.\varepsilon \omega\right\} \subseteq c_{\delta} \cap K \subseteq K$ in contradiction to (iii).

Next we give model theoretic interpretation to Sierpinski's theory of approximation to the operation (A).

The following definitions are due to Naught. Let $\rho$ be arbitrary. Let $S$ be the set of all finite sequences from $\omega$ of even length, and suppose we are given
(23) $K=\left\{\mathrm{K}_{\mathrm{s}}: s \in \mathrm{~s}\right\}$, with each $\mathrm{K}_{1_{1} \ldots \mathrm{i}_{2 \mathrm{n}}} \varepsilon \mathrm{V}_{\rho}^{(2 \mathrm{n})}$.

The class $G(K) \subseteq \nabla_{\rho}$ is defined by the condition

$$
a=(A, R) \in G(K) \Longleftrightarrow\left(\forall I_{1} \varepsilon \omega\right)\left(\forall a_{1} \varepsilon A\right)\left(\exists i_{2} \in \omega\right)\left(\exists a_{2} \varepsilon A\right)
$$

$$
\left(\forall i_{3} \varepsilon \omega\right)\left(\forall a_{3} \varepsilon A\right) \ldots \bigwedge_{n \varepsilon \omega}\left(M, a_{1}, \ldots, a_{2 n}\right) \in K_{i_{1}, \ldots i_{2 n}} .
$$

The set $\left\{\left(\delta_{s}^{\alpha}, \tau_{s}^{\alpha}\right)\right.$ : $\left.\alpha \varepsilon O N, s \varepsilon S\right\}$ of approximations for $G(K)$ is defined recursively by the conditions
(i) $\left(07, a_{1}, \ldots, a_{2 n}\right) \in \delta_{1_{1}, \ldots 1_{2 n}}^{o} \Leftrightarrow(\forall m \leq n)\left(\left(O\left(, a_{1}, \ldots, a_{2 m}\right) \in K_{i_{1}} \ldots i_{2 m}\right)\right.$
(ii) $\left(o\left(, a_{1}, \ldots, a_{2 n}\right) \varepsilon \delta_{i_{1}}^{a+1} \cdots i_{2 n}\right.$

$$
\left(\forall i_{n+1} \varepsilon \omega\right)\left(\forall a_{n+1} \varepsilon A\right)\left(\exists i_{n+2} \varepsilon \omega\right)\left(\exists a_{n+2} \varepsilon A\right)\left[\left(C, a_{1}, \ldots, a_{2 n+2}\right) \varepsilon\right.
$$

$$
\left.\delta_{i_{0}}^{\alpha} \ldots i_{2 n+2}\right]
$$

(iii) $\left(\mathcal{C}, a_{1}, \ldots, a_{2 n}\right) \varepsilon \hat{j}_{i_{1}}^{\lambda} \ldots i_{2 n} \Leftrightarrow(\forall \alpha<\lambda)\left(\left(O\left(, a_{1}, \ldots, a_{2 n}\right) \varepsilon\right.\right.$

$$
\left.\delta_{i_{1}}^{a} \ldots i_{2 n}\right)
$$

(iv) $\tau_{s}^{\alpha}=\delta_{s}^{\alpha}-s_{s}^{\alpha+1}$.

We set $\delta^{\alpha}=\delta_{\emptyset}^{\alpha}$ and define $\tau^{\alpha}$ by the condition
$a \varepsilon \tau^{\alpha} \Longleftrightarrow(\exists n)\left(\exists s \varepsilon^{2 n}(\omega)\left(\exists a \varepsilon^{2 n} A\right)\left((a, u) \varepsilon \tau_{s}^{\alpha}\right)\right.$.
It is known (cf. Vaught [44]) that

$$
\begin{equation*}
(\forall \alpha \varepsilon O N) \quad \delta^{\alpha}-\tau^{\alpha} \subseteq G(K) \subseteq \delta^{\alpha} . \tag{24}
\end{equation*}
$$

Theorem 3.4. Assume $p$ is countable and $K \subseteq V_{\rho}$ is arbitrary. Suppose $K$ is a collection as in (23), such that each $X_{s} \subseteq K$ and is almost' open' in $\mathrm{K}^{\text {(lengt h(s)) }}$. Then
(a) For some $\alpha_{0}<\omega_{1}, \tau^{\alpha_{0}}$ is meager' in $K$
(b) (Vaught) $G(K)$ is almost' open' in $K$.

Proof.
(a) Fix $s \varepsilon^{2 n}$. Then $\left\{\tau_{s}^{\alpha}: \alpha<\omega_{1}\right\}$ is a disjoint collection of almost' open' subclasses of $K^{(2 n)}$. By (22) we can find $\alpha(s)<\omega_{1}$ such that for every $\alpha \geq \alpha(s), \quad \tau_{s}^{\alpha}$ is meager', say $\tau_{s}^{\alpha} \subseteq B_{s}^{\alpha}$ where $B_{s}^{\alpha}=\operatorname{Mod}^{K^{(2 n)}}\left(\phi_{s}^{\alpha}\left(v_{0}, \cdots, \underline{v}_{2 n-1}\right)\right)$ is meager, $\Sigma_{2}^{\prime o}\left(K^{(2 n)}\right)$. Let
 hence $\tau^{\alpha_{0}}$ is meager' in $K$.
(b) It is easily seen that the collection of almost' open' classes is closed under complementation, countable union, cylindrification $\left(\mathbb{K} \mapsto \mathbb{K}^{(n)}\right)$, and projection $\left(K^{(n)}+K\right)$. Hence $\tau^{\alpha}$ and $\delta^{\alpha}$ are almost ${ }^{\prime}$ open' in $K$ for each $a<\omega_{1}$. Since $\delta^{\alpha_{0}}-G(K)$ is meager' by (a), $G(K)$ is almost' open'.

## §4. Remarks on Orbits

Let $\rho$ be a fixed countable similarity type.
Given $n \varepsilon \omega$ and an $n$-formula $\phi=\phi\left(\underline{v}_{0}, \ldots, \underline{v}_{n-1}\right) \in L_{\omega_{1} \omega}(0)$, define $\left.\Gamma_{\phi}\right\rceil=\left\{R \in X_{\rho}:(\omega, R, 0, \ldots, n-1) \vDash \phi\right\}$. Let $L$ be a countable fragment of $L_{\omega_{1}}(\rho)$ which is closed under quantification and let $X^{L}$ be the topological space formed on the set $\left|X_{\rho}\right|$ by taking $\{\Gamma \phi\urcorner: \phi \in L\}$ as a basis.

Given $R_{\varepsilon} X^{L}$, identify $R$ with $(\omega, R)$ and let $[R]$ be the orbit of $R$ under the canonical action. Then $[R]$ is Borel, and in general, there will be orbits of arbitrarily high Borel rank. In [8] M. Benda proved a result relating a model theoretic condition on $R$ to the topological complexity of $[R]$ in $X^{L_{\omega \omega}} ;$ viz.
(25) If $R$ is saturated and $T(R)$ is not $\omega$-categorical, then
[R] is not ${\underset{Z}{2}}_{0}^{\circ}$ in $X^{L} \omega \omega$.
Topological questions about orbits in $\mathrm{X}^{\mathrm{L}_{(\omega \omega}}$ were also considered briefly by Suzuki in [43].

In this section we will obtain further results of this kind, mainly as an application of the invariant $\mathbb{D}_{\alpha}^{0}$ separation theorem. In particular, both 4.2 and 4.5 will improve (25). For definitions and basic results about elementary types, etc. see [12].

Let $\rho^{\text {触 }}$ be the similarity type with a Skolem predicate $\frac{p}{p_{\phi}}$ for each formula $\phi \in L$. Then the canonical embedding $J: R \mapsto R^{f / \mathrm{L}}$
of $X^{L}$ into $X_{\rho} \|^{L}$ defines a homeomorphism of $X^{L}$ with an invariant $\Pi_{2}^{\circ}$ subset of $X_{\rho}$ 价. It follows that $X^{L}$ is Polish. Moreover, since the canonical embedding commutes with the canonical actions on $X_{\rho}$ and $X_{\rho} /{ }^{\prime} L$, Vaught's result ( 1 ) can be translated into a definability result for $X^{L}$. The definition of the classes $I-\sum_{\sim}, 0$,

 the definition of $\sum_{i}^{\prime}{ }_{1}$, by the condition "each $M_{n} \varepsilon L^{\prime \prime}$, to define $L-\Sigma_{\sim}^{\prime 0}$; and then proceeding as before.

We have
(26) For $\alpha \geq 1$, invariant $\sum_{\alpha}^{0}\left(X^{L}\right)=L-\Sigma_{\alpha}^{, 0}\left(X_{\rho}\right)$.

## Proof.

Inclusion from right to left is trivial. To go from left to right assume $B \in \operatorname{inv}\left(\sum_{\alpha}^{o}\left(X^{L}\right)\right)$; then $J(B) \varepsilon \operatorname{inv}\left(\sum_{\alpha}^{o}\left(J\left(X^{L}\right)\right)\right.$ ). By (1) $J(B)=\llbracket \phi \rrbracket \cap J\left(X^{L}\right)$ for some $\theta \in \underset{\sim}{\Sigma_{\alpha}^{\prime O}}\left(\rho^{4 L}\right)$. Let $\psi$ be the result of replacing each atomic subformula of $\theta$ by the corresponding formula of $L$. Then $\psi$ is $L-\sum_{\sim}^{\prime} \frac{0}{\alpha}$ and $B=\mathbb{I} \psi \mathbb{I}$.

Our first result provides the second half of the "inverse" to Suzuki's observation ([43] Thm. 2) that the orbit of a prime model R is a comeager $\Pi_{2}^{0}$ subset of $\left.\mathbb{\sim} \wedge_{\sim} T h(R)\right] \subseteq X^{L}$. ([43] Thu. 3 is the first half. Suzuki worked with $L=I_{\omega \omega}$ but his arguments work in the general context considered here.)

Proposition 4.1. If $[R] \varepsilon \pi_{2}^{0}\left(X^{L}\right)$, then $(\omega, R)$ is L-atomic (every finite sequence from $\omega$ realizes a principle L-type in ( $\omega, R$ )).

Proof.

where each $\phi_{n m}$ is an $n$-formula of $L$. Let $\Delta_{n}=$
 $\mathrm{n} \varepsilon \omega\}$. If R realized a non-principle type $\Sigma$, we could find $S$ which omits $\{\Sigma\} \cup\left\{\Delta_{n}: \quad n \varepsilon \omega\right\}$. But then $S \varepsilon[R]$ and $S \neq R$, a contradiction.

Note that $\llbracket \wedge T h(R) \rrbracket$ is the closure of $[R]$ in $X^{L}$, hence
(27) [R] is closed if and only if $T h(R)$ is $\omega$-categorical.

In view of the intrinsic invariance of the Botel classes (cf. Kuratowski [26] 535), for every $\alpha,[R]$ is a $\sum_{\alpha}^{0}$ (or ${\underset{\sim}{M}}_{\alpha}^{0}$ ) subset of $X^{L}$ if and only if $[R]$ is a $\sum_{\alpha}^{0}\left(\mathbb{I}_{\alpha}^{0}\right)$ subset of $\mathbb{I} \wedge$ Th (R) II. In view of this fact, and of (27), we lose no information by studying the complexity of orbits relative to $\mathbb{I} \wedge T \mathbb{T}$ where T is a complete $\mathrm{L}-$ theory which is not $\omega$-categorical:

For the remainder of 54 we assume $T$ is a fixed, complete not $\omega$-categorical theory of $L_{\omega \omega}$ and $X=X^{T}=\Pi \Lambda T I$ with the relative topology from $X^{L_{\text {wi }}}$.
$X$ is exactly the space $\underset{\sim}{S}$ studied in [8].


#### Abstract

Following Bend [8] we say $R$ is full (weakly saturated) if every elementary type over $T$ is realized in $R$. An elementary type $\Delta$ is powerful if every model of $T$ which realizes $\Delta$ is full.


Theorem 4.2. No orbit is $\Sigma_{2}^{0}$.

Proof.
 for some collection $\left\{\phi_{\mathrm{nm}}: n\right.$,m $\left.\varepsilon \omega\right\}$ such that each $\phi_{\mathrm{nm}}$ is an $\mathrm{n}-$ formula of $L_{\omega \omega}$. Since $[R]$ is minimal invariant, there is some $n_{0}$ such that

$$
[R]=\mathbb{I} \exists \underline{v}_{0} \cdots v_{n-1} \bigwedge_{\text {mi }} \phi_{n_{0} m} \mathbb{I}
$$

ie.

$$
[R]=\{S: \Delta \text { is realized in } S\}
$$

where $\Delta$ is the $n_{0}$-type $\left\{\phi_{n_{0}}\right.$ : me $\left.\omega\right\}$.
If $R$ is not full, let $\Sigma$ be a complete type over $T$ which is omitted by $R$, and let $S$ realize both $\Delta$ and $\varepsilon$. Then $S \varepsilon[R]$ and $S \neq R$, a contradiction.

If $R$ is full, then $\Delta$ is powerful and, since $T$ is not $\omega$ categorical, there are both saturated and non-saturated models which realize $\Delta$, again contradicting the fact that $[R]$ is an orbit. $\square$

Lemma 4.3. If $R$ is full and $G$ is an invariant $\Pi_{2}^{0}$ set which contains $R$, then $G=X$.

Proof.
 each $\phi_{m} \varepsilon L_{\omega \omega}$, since every invariant $\Pi_{2}^{\circ}$ set is an intersection of sets of this form. Let $\Delta=\left\{7 \phi_{\mathrm{m}}: m \in \omega\right\}$. Then $G=$ \{S: $S$ omits $\Delta\}$. Since $R$ is full, $\Delta$ is powerful and every model of $T$ omits $\Delta$.

Theorem 4.4. No full model has a $\quad \AA_{3}^{0}$ orbit.

Proof.
Suppose $R$ is full and $[R] \varepsilon \underset{\sim}{\Delta}{\underset{3}{0}}_{0}^{0}$. Then $[R] \& D_{\left(0_{1}\right)}\left(\operatorname{inv}\left(\pi_{2}^{\circ}(X)\right)\right)$
and since $[R]$ is minimal invariant, $[R]=G_{1}-G_{2}$ for some invariant $\mathbb{H}_{2}^{0}$ sets $G_{1}, G_{2}$. By $4.3 \quad G_{1}=X$ and $[R]=-G_{2}$ contradicting 4.2.

Corollary 4.5.
(i) If $R$ is saturated, then $[R] \varepsilon \Pi_{3}^{0}(X)-\Sigma_{3}^{0}(X)$.
(ii) If $\Delta$ is a powerful $n$-type and $\left(\omega, s, i_{0}, \ldots, i_{n-1}\right)$ is a prime model of a complete extension of
$\Delta\left(\begin{array}{l}\underline{v_{0}} \cdots \underline{v}_{n-1} \\ \underline{0} \cdots \underline{n-1}\end{array} \subseteq L_{\omega \omega}(\rho \cup \underline{0}, \ldots, \underline{n-1}\}\right)$, then $[s]$ ع
${ }_{\sim}^{\sum}{ }_{3}^{0}(\mathrm{x})-\mathrm{H}_{3}^{0}(\mathrm{x})$.

Proof.
It is easy (see $[8]$ ) to see that $R$, $S$ belong to ${\underset{\sim}{j}}_{3}^{0}, \quad \Pi_{3}^{0}$ respectively. The conclusion then follows by 4.4 .

We have a partial converse to $4.5(1)$.

Theorem 4.6. Assume $R$ is fuil and $[R] \in \mathbb{I}_{3}^{\circ}$. Then $R$ is saturated.

## Proof.

Suppose $R$ is not saturated.

Since $R$ is full, $T$ has a countable saturated model $S$. Then [R] and [S] are disjoint minimal invariant ${\underset{\sim}{3}}_{3}^{0}$ sets. It follows from the invariant ${\underset{\sim}{3}}_{0}^{0}$ separation theorem that there are invariant ${ }_{\sim}^{\Pi}{ }_{2}^{0}$ sets $G_{1}, G_{2}$ such that $[R] \subseteq G_{1}-G_{2} \subseteq-[S]$. Since $R$ is full, it follows from 4.3 that $G_{1}=X$. Then $[S] \subseteq G_{2}$, and since $S$ is full, $G_{2}=X$ and $[R] \Rightarrow \oint_{,}$a contradiction.

The invariant $\mathbb{\pi}_{\alpha}^{0}$ separation principle appears to be a useful tool for attacking general classification problems in descriptive set theory. For example, consider the following proof of one of the first results in the subject (cf. Addison [4] or Lusin [29]).
(28) (Baire 1906) The set $A=\left\{R \in 2^{\omega \times \omega}\right.$ : ( $R$ defines a function $\mathrm{f}: \omega+\omega) \&(\forall \mathrm{n})\left(\mathrm{f}^{-1}\{\mathrm{n}\}\right.$ is finite $\left.)\right\}$ belongs to $\pi_{3}^{0}\left(2^{\omega^{2}}\right)-\sum_{3}^{0}\left(2^{\omega^{2}}\right)$.

## Proof.

A is obviously invariant $\Pi_{3}^{0}$. If A were $\sum_{3}^{\circ}$ then $A$ would be an alternated union of invariant $\mathbb{H}_{2}^{\circ}$ sets. Such sets cannot separate structures which satisfy the same $\frac{\mathbb{I}^{\prime}}{2}$ sentences (i.e. which realize the same types of $\underset{\sim}{\forall} \underset{1}{0}$ formulas). It is easy to show that $A$ can.

Consider, for example, the functions $f_{0}, f_{1}$ defined as follows,
(i) If $\mathrm{j}=\mathrm{p}^{\mathrm{n}}$ where p is the fth odd prime, and $1 \leq \mathrm{n} \leq i$, then $f_{1}(j)=p ;$ otherwise $f_{1}(j)=j$.
(ii) If $j$ is odd, then $f_{2}(j)=f_{1}(j)$; if $f$ is even, then $f_{2}(j)=0$.

Let $R_{i}$ be the characteristic function of $f_{i}, i=1,2$. Then $R_{1} \& A, \quad R_{2} \not \ddagger A$ and it is a straightforward exercise to show that $\left(\omega, R_{1}\right),\left(\omega, R_{2}\right)$ realize the same types of $\forall_{1}^{0}$ formulas.
§5. On Theorems of Lusin and Makkai
In this section we will use the transform method to derive a recent "Global Definability Theorem" of M. Makkai, (see [30]) from the following classical theorem of Lusin (cf. [26] $\$ 39$ VII Cor. 5).
(29) If $£$ is a continuous function defined on a lusin space $X$ such that the preimage of every point in $f(X)$ is countable, then there is a collection $B=\left\{B_{i}\right.$ : i $\left.\varepsilon \omega\right\}$ of Borel sets such that $X=U_{B}$ and each $f_{B_{i}}$ is one-one.

Theorem 5.1. (Makkai) Let $\rho$ be a countable similarity type. Let $\underline{P}$ be an n-ary relation symbol not in $\rho$ and let $\sigma$ be a sentence of $L_{\omega_{1} \omega}(\rho \cup\{\underline{P}\})$. For $\mathscr{O} \in V_{\rho}$ let $M_{\sigma}(O)=\left\{P \subseteq\left|O I^{11}:(O T, P)\right|=\sigma\right\}$. Then the following are equivalent:
(i) For every countable of $\varepsilon V_{\rho}, M_{\sigma}(\sigma)$ is countable.
 such that
$\sigma \vDash \bigvee_{i \varepsilon \omega} \underset{\sim}{\exists} \frac{v_{n}}{n} \cdots v_{n+k_{i}} \forall v_{0} \cdots v_{n-1}\left(\frac{P}{v_{0}}\left(v_{0}, \ldots, \frac{v_{n-1}}{n}\right) \leftrightarrow \phi_{1}\right)$.

Proof.
(ii) $\Rightarrow$ (i) is obvious. Now assume (i).

Since the set of isomorphism types of finite $\rho \cup\{\underline{P}\}$ structures is countable and every finite isomorphism type is definable, we may assume that all models of $\sigma$ are infinite.

Let $X=\mathbb{I} \sigma \mathbb{I} \subseteq X_{\rho \cup\{\underline{P}\}}$, and let $\pi: \mathbb{I} \sigma \mathbb{I}+X_{\rho}$ be the canonical projection $(R, P) \mapsto(R)$. By assumption, for each $R \in X_{\rho}, \quad \pi^{-I}(\{R\})=M_{\sigma}(R)$
is countable. By (29) there exists $B=\left\{B_{i}: 1 \varepsilon w\right\}$ such that $\llbracket \sigma \rrbracket=U B$, each $B_{i} \varepsilon B\left(X_{\rho} \cup\{\underline{p}\}\right)$, and each $\left.{ }^{\pi}\right|_{B_{i}}$ is one-one. Since $\llbracket \sigma \rrbracket$ is invariant, $\llbracket \sigma \rrbracket=\llbracket \sigma \rrbracket^{\Delta}=\left(U_{B}\right)^{\Delta}=\bigcup_{i \varepsilon \omega^{i}}{ }^{\Delta}=$ $\bigcup_{i \varepsilon \omega} \bigcup_{n \varepsilon \omega} \bigcup_{s \varepsilon^{n} \omega} B_{i}^{*[s]}$. By Naught's basic result (2), there is a set $\Psi=\left\{\psi_{\text {fm }}\left(v_{0} \cdots v_{m-1}\right): i\right.$,m $\left.\varepsilon \omega\right\}$ such that for each $m, i \varepsilon \omega, \quad(R, P) \varepsilon$ $X_{\rho U\{\underline{P}\}}, s \varepsilon \sum_{\omega}^{m}$,

 We claim that for every 1 , m $\varepsilon \omega, \quad s \varepsilon$ min $_{\omega}, \quad R \in X_{\rho}, \quad P_{1}, P_{2} \varepsilon 2^{\omega^{n}}$

$$
\begin{equation*}
\left[\left(\omega, R, P_{I}, s\right)=\psi_{\text {in }} \quad \& \quad\left(\omega, R, P_{2}, s\right)=\psi_{i m}\right] \Rightarrow P_{I}=P_{2} . \tag{30}
\end{equation*}
$$

This suffices since (ii) then follows by the infinitary analogue of the Beth definability theorem.

The following computation verifies (30):

$$
\begin{aligned}
\left(R, P_{1}\right),\left(R, P_{2}\right) & \varepsilon B_{i}^{*[s] \Rightarrow B_{i}\left(R, P_{1}\right) \cap B_{i}\left(R, P_{2}\right) \cap[s] \text { is comeager in }[s]} \\
& \Rightarrow(\exists g \varepsilon \omega!)\left[\left(g R, g P_{1}\right),\left(g R, g P_{2}\right) \in B_{i}\right] \\
& \Rightarrow(\exists g \varepsilon \omega!)\left[g P_{1}=g P_{2}\right] \\
& \Rightarrow P_{1}=P_{2} .
\end{aligned}
$$

Note that the finitary Chang-Makkai theorem (cf. Chang-Keisler [12]
5.3.6) follows from 5.1 via Keisler's approximations. Thus, 5.1 is the Intermediate step in a derivation of the Chang-Makkai theorem from (29).

```
Note also that, since each \(M_{\sigma}((\omega, R))\) is a \(\sum_{1}^{1}\) subset of \(2^{\omega^{n}}\), condition (i) of 5.1 is equivalent to
```

(i) For every $R \in X_{\rho}, \quad M_{\sigma}((\omega, R))$ does not contain a perfect subset.

Cf. [26] §36.v.
56. On $\mathrm{L}_{\omega_{1} \omega}$ Definability and Invariant Sets

In this section we collect some further applications of the $*$ transform in logic. The first result refines and extends a theorem of Lopez-Escobar on the explicit definability of invariant Borel functions between logic spaces. The remainder of the section is concerned with some recent results on definability due to $V$. Harnik [17] and [18]. These results were orginally obtained by a "forcing in model theory" construction which was derived from Vaught's method. We show that the same facts can be obtained directly from the method of [46].

Let $\rho$ be arbitrary and let $1 \leq \alpha<\omega_{1}$. A function $F: X_{\rho}+2^{\omega / \pi}$ is invariant if its graph is an invariant subset of $X_{\rho} \times 2^{i 0^{n}}$. An equivalent condition is that $g F(R)=F(g R)$ for every $R \in X_{\rho}$.

Given $K \subseteq X_{\rho}^{(n)}$, we define $F_{K}: X_{\rho}+2^{\omega^{n}}$ by setting $F_{K}(R)\left(1_{1}, \ldots, 1_{n}\right)=1 \Longleftrightarrow\left(\omega, R, 1_{1}, \ldots, i_{n}\right) \varepsilon K$.

F: $X_{\rho}+2^{\omega^{n}}$ is said to be elementary, (respectively a-elementary), proviced $F=F_{K}$ for some $K \varepsilon L_{\omega_{1} \omega}\left(X_{\rho}^{(n)}\right),\left({\underset{\sim}{\Delta}}_{\alpha}^{o}\left(X_{\rho}^{(n)}\right)\right.$. It is apparent that
(31) Every a-elementary function is invariant and $\alpha$-Bore.

The 1-elementary functions were introduced by Craig in [13] where the converse of (31) was proved for $a=I$, $\rho$ finite, relational. In [28] Lopez-Escobar applied his infinitary version of Beth definability to prove, for countable $\rho$, that every invariant Bore function is elementary.

Theorem 6.1. Let $\rho$ be arbitrary and let $1 \leq \alpha<\omega_{1}$, n $\varepsilon \omega$, F: $X_{\rho}+2^{\omega^{I I}}$. Then $F$ is invariant and $\alpha-$ Borel if and only if $F$ is $\alpha$-elementary.

## Proof.

The "if" part is (31). For the "only if" part of the theorem assume $F$ is $\alpha$-Borel and invariant.

Let $K=\left\{\left(R, i_{1}, \ldots, i_{n}\right): F(R)\left(i_{1}, \ldots, i_{n}\right)=1\right\}$. The invariance of $F$ implies that $K$ is an invariant subset of $X_{\rho} \times \omega^{n}$. Since $K=$ $\left.\bigcup\left\{F^{-1}([(s, 1)]) \times\{s]: s \varepsilon^{n} \omega\right\},=-\bigcup_{\left\{F^{-1}\right.}([(s, 0)]) \times\{s\}: s \varepsilon^{n}{ }_{\omega}\right\}$ where $[(s, i)]=\left\{x: \quad x: n_{\omega}+2 \quad \& \quad x(s)=1\right\}, \quad K$ is $\Delta_{\alpha}^{0}$.

It follows from (2) that there is a ${\underset{\sim}{c}}^{\prime 0}$ formula $\phi$ and a ${\underset{\sim}{\sim}}_{\alpha}^{\prime 0}$ formula $\phi$ such that $K=\llbracket_{\phi}{ }^{(n)} \rrbracket=\llbracket \psi^{(n)} \rrbracket$. 6.1 follows immediately since $F=F_{K}$.

We turn to a discussion of Harnik's definability results. A key lemma is an observation regarding the behavior of equivalence relations under *:
(32) Assume the basic hypothesis of chapter II concering ( $G, X, X^{\dagger}, J$ ). Let $B \subseteq X^{\prime}$ and suppose $E$ is an equivalence on $X$ such that $(\forall x, y)\left(x E y \Rightarrow(\exists \pi)\left(\pi\right.\right.$ is an autohomeomorphism of $G$ \& $\left.\pi B^{x}=B^{y}\right)$.

Then $B^{* J}$ is E-invariant.
(32) follows immediately from the definitions of $B^{*}$ and the fact that meagerness is a topological property. It has the following
corollary：
（33）Suppose that $J_{1}=\left(G, X_{1}, J_{1}\right), J_{2}=\left(G, X_{2}, J_{2}\right)$ are actions， and $B \subseteq X_{1} \times X_{2}$ is $E_{J_{1} \times J_{2}}$－invariant．Assume further that $X_{1}$ is a Baire topological space and that each $J_{1}^{g}: x+J_{1}(g, x)$ is continuous．Let $I$ ：$X_{1} \times X_{2}+X_{1} \times X_{2}$ be the identity function．Then $B^{* I}$ is $E_{J_{2}}$－invariant．

Consider the following case of（33）：Let $p$ be a countable similarity type，$\theta$ a sentence of $L_{\omega_{I} \omega}(\rho)$ which has an infinite model，and $L$ a countable fragment which contains $\theta$ ．Let $X_{1}=$【日】 with the relative topology as a subspace of $X^{L}$ ．Let $X_{2}=X_{\rho_{1}}$ ， $\rho_{1}$ arbitrary，$J_{1}, J_{2}$ the canonical actions of $\omega t$ on $X_{1}, X_{2}$ ．If $\psi$ is a sentence of $L_{\omega_{1} \omega}\left(\rho+\rho_{1}\right)$ then $\llbracket \psi \rrbracket$ satisfies the assumptions made on $B$ in（33），hence $[\psi]^{\star I}$ is an invariant Bored subset of $X_{\rho_{1}}$ and

$$
-\pi_{2}(-\mathbb{[} \theta \wedge \psi \mathbb{D}) \subseteq \mathbb{U} \psi \mathbb{D}^{* I} \subseteq \pi_{2}(\mathbb{I} \theta \wedge \psi \mathbb{D}) .
$$

From（1）we conclude：
（34）（Harnik）Under the assumptions of the proceeding paragraph，for

$$
\begin{aligned}
& \text { every sentence } \psi \varepsilon L_{\omega_{1} \omega^{\omega}}\left(\rho+\rho_{1}\right) \text { there exists } \psi^{\prime} \in L_{\omega_{1}}\left(\rho_{1}\right) \\
& \text { such that for every }(A, S) \varepsilon V_{\rho_{1}} \\
& \begin{aligned}
(\forall R)((A, R, S) \vDash \theta \wedge \psi) \Rightarrow q \vDash \psi^{\prime} & \text { and } \\
\alpha & \Rightarrow \psi^{\prime} \quad \Rightarrow(\exists R)\left((A, R, S) \vDash \phi \wedge \psi^{\prime}\right)
\end{aligned}
\end{aligned}
$$

Remarks.
VIII. Let $\Gamma$ be $L_{\omega_{1}} G$ or any of the stronger languages $L_{\alpha}, L_{\omega_{1}} f$ studied in [10]. Using the techniques of [46] and [10], both (34) and (36), below, may be extended to analogous results where $\psi$ \& F . Also, as Harnik observed, the passage from $K$ to the ( $L_{\omega_{1}}$-definable) orbit of a countably infinite member of $K$ shows that $\theta$ can be replaced by any class $K \subseteq V_{p}$ which contains a countable model, (if $K$ contains finite model everything becomes trivial). As Vaught first observed, this passage allows one to derive (34) even more directly form the results in $[46]$ - Let $R_{o} \varepsilon X_{\rho} \cap K$. Given $\psi$, let $\llbracket \psi \rrbracket^{R_{0}}=\left\{S: \quad\left(R_{o}, S\right) \in \mathbb{I} \psi \mathbb{I} \in B\left(X_{\rho_{1}}\right)\right.$ and define $\llbracket \psi \rrbracket^{\prime}=\left(\mathbb{I} \psi \rrbracket^{R_{o}}\right)^{* I_{\rho}} 1$. It follows from (I), and the invariance of $6, \psi$ under isomorphism, that $\llbracket \psi \rrbracket^{\prime}=\llbracket \psi^{\prime} \rrbracket$ for some $\psi^{\prime} \in L_{\omega_{1} \omega^{\omega}}\left(\rho_{1}\right)$ having the required property. This argument gives a slightly stronger result than (34) in that $\rho$ need not be assumed countable. On the other hand, the argument used to prove (34) can be carried out over any prim $(\omega)$-closed set.
IX. In [18] Harnik showed that a weak version of (34) is valid if $\theta$ is allowed to be any sentence of $L_{\omega_{1} \omega}\left(\rho+\rho_{1}\right)$ such that $\left(\forall S \in X_{\rho_{1}}\right)\left(\exists R \in X_{\rho}\right)((R, S) \in \mathbb{R} \|)-$ in this case one can find a suitable $\psi^{\prime}$ in the infinitary game language $L_{\omega_{1} G}\left(\rho_{1}\right)$ (though not necessarily in $L_{\omega_{1}}\left(\rho_{1}\right)$ ). This version can be proved like (34) by considering a modified *-transform. In the modified transform, one
considers spaces $G, X, X^{\prime}$ and a map $J$ as before, but, instead of assuming $G$ is a Baire space, one associates to each $X \in X$ a subspace, $G \subseteq G$, which is a relative Baire space. One then defines, for $U \in \sum_{i}^{0}(G), B^{* U}=\left\{x: U \cap_{G_{x}} \neq \emptyset \quad \& \quad B^{x} U U \cap G_{x}\right.$ is comeager in U $\left.\cap G_{x}\right\}$.

The inductive clauses (II (2)-(4)) go over with slight modification allowing one to show:
(35) If every Borel set $B$ is normal, ( $B^{X} \cap G_{x}$ is almost open in $G$ for all $x$ ), and $H$ is a countable weak basis for $G$, then $B^{*}$ belongs to the $\sigma$-algebra generated by $\left\{C^{* U}: C \varepsilon \pi_{1}^{\circ}\left(X^{\prime}\right), U \varepsilon H\right\}$ whenever $B$ is Borel in $X^{\prime}$.

In the applications to the results in [18], one easily shows that the normality condition holds, that each $C^{* \mathrm{U}}$ is $\Sigma_{1}^{1}$, and that the inductive proof of (35) yields a definability result analogous to (2). For example, in the case at hand, we would let $L$ be a countable fragment of $L_{\omega_{1} \omega}\left(\rho+\rho_{1}\right)$ which contained $\theta$, and for each $S \in X_{\rho_{1}}$ define $G_{S}=$ the cross section at $S$ of the space $\llbracket \theta \rrbracket \subseteq X^{\perp}, G=$ the disjoint union of the spaces $G_{S}, S \in X_{\rho_{I}} ; J(R)=(R, S)$ if $R \in G_{S}$, otherwise $J(R)$ arbitrary.

Now suppose $\rho=\left\{\rho_{i}: i \varepsilon \omega\right\}$ is a disjoint collection of purely relational similarity types. A $\rho$-sentence is a sentence $\phi$ of $L_{\omega_{1} \omega}\left(U_{0}\right)$, such that, for each atomic subformula $\left.\frac{R\left(v_{i_{I}}\right.}{}, \ldots, \underline{v}_{i_{n}}\right)$ of $\phi$, if
$\underline{R} \varepsilon \rho_{\text {min }}$, then each $i_{1}, \ldots, i_{n}$ is a power of the moth prime. Let $\rho^{\prime}=U_{\rho}, \rho^{\prime \prime}$ an arbitrary relational type. $M$, $\mathcal{F}_{\varepsilon} \nabla_{\rho^{\prime}+\rho^{\prime \prime}}$ are said to be $p$-isomorphic $(\pi \approx \mathcal{L})$ if $(\forall 1 \varepsilon \omega)\left(\not \tilde{p}_{\rho_{\rho_{i}}}=\mathcal{L} \rho_{\rho_{1}}\right)$.
(36) (Harnik) With the definitions of the preceding paragraph and $1 \leq a<\omega_{1}$, $\psi \varepsilon{\underset{\sim}{\pi_{\alpha}^{\prime}}}_{\alpha^{\prime}}\left(\rho^{\prime}+p^{\prime \prime}\right)$, there is a $p$-sentence $\psi^{\prime} \varepsilon \pi_{\alpha}^{\prime o}\left(\rho^{\prime}\right)$ such that
$(\forall K)(G \tilde{\rho} \approx \mathscr{L} \& \mathscr{a} \vDash \psi) \Rightarrow \mathscr{L} F \psi^{\circ} \quad$ and $\mathcal{L}=\psi^{\prime} \Rightarrow(\exists H)(\pi \bar{p} \neq \& \sigma \vDash \psi)$.
Proof.
Let $X_{1}=X_{2}=\bar{x}_{\rho^{\prime}+\rho^{\prime \prime \prime}} \quad G=\omega t^{\omega \omega} \times X_{\rho}{ }^{\prime \prime \prime}, \quad J: \quad\left(\left(\left\langle g_{i}: \quad i \varepsilon \omega\right\rangle, S\right),\left(R, S_{1}\right)\right)$
$\mapsto\left(\left\langle g_{i} R_{i}\right.\right.$ : i $\left.\left.\varepsilon \omega\right\rangle, S\right)$.
As a basis for $G$ we may take the sets of the form
$\left[s_{0}, \ldots, s_{n-1}\right] \times[\psi]$, where $n \varepsilon \omega, s_{0}, \ldots, s_{n-1} \varepsilon{ }^{n} \omega, \psi$ is a basic $\bar{\rho}^{\prime \prime}$-name and $\left[s_{0}, \ldots, s_{n-1}\right]=\left\{\left\langle g_{i}: i \varepsilon \omega>\varepsilon \underset{i \varepsilon \omega}{\pi} \omega!: \quad(\forall i<n)\left(g_{i} \varepsilon\left[s_{i}\right]\right)\right\}\right.$. For $B \subseteq \bar{X}_{\rho}, \quad$ n $\varepsilon \omega, \quad \phi$ a basic $\rho^{\prime \prime}$-name, let $B^{*} n \psi=\left\{\left(R, s_{0}, \ldots, s_{n-1}\right): R_{\varepsilon} B^{*\left[s_{0}, \ldots, s_{n-1}\right]}\right\} \subseteq \bar{X}_{0}^{\left(n^{2}\right)}$. An argument analogous to the proof of 0.1 (a) establishes the fact that $B^{*^{n}}$ is $\operatorname{Mod}{ }^{\left(\mathrm{n}^{2}\right)}(\bar{\phi}) \cap \overline{\mathrm{X}}_{\rho}^{\left(\mathrm{n}^{2}\right)}$ for some $\rho$-formula $\phi \varepsilon \mathbb{Z}_{\alpha}^{\prime o}\left(\rho^{\prime}\right)$ whenever $B \varepsilon \mathbb{Z}_{\alpha}^{0}\left(\bar{X}_{\rho}\right)$. (36) then follows by the Löwenheim-Skolem theorem.

## 57. A Selector for Elementary Equivalence

Let $L$ be a countable fragment of $L_{\omega_{1} \omega^{\omega}}(\rho)$ which is closed under quantification, and let $S(L)$ be the set of sentences of $L$. Assume for convenience that $C_{\rho}=\emptyset$. A p-sentence $\theta$ is propositional over $L$, ( $\theta \varepsilon \mathrm{P}(\mathrm{L})$ ), if every subformula of $\theta$ which begins with a quantifier belongs to $L$.

Let $\overline{\overline{\mathrm{L}}}$ be the relation of L-elementary equivalence between $\rho^{-}$ structures, and let $E_{L} \subseteq \bar{X}_{\rho}^{2}$ be $\left\{\left(\left(S_{1}, \sim_{1}\right),\left(S_{2}, \sim_{2}\right)\right): S_{1} / \sim_{1} \overline{\bar{E}} S_{2} / \sim_{2}\right.$. Given an n-formula $\phi \in \mathrm{L}$, let $\quad(\phi)=\left\{(S,-) \varepsilon \overline{X_{\rho}}:(S, 0, \ldots, n-1) / \sim\right.$ 伸 $\}$, and let $\vec{X}^{2}$ be the topological space formed over the set $\bar{X}_{p}$ by taking. $\{(\phi): \phi \varepsilon$ L\} as a basis. Observe that if $\phi \in L$ is an n-formula, then

$$
\begin{equation*}
\left(\left(_{\phi}\right)+I_{\rho} \subseteq\left(\frac{c_{\phi}}{}\right)+\mathrm{E}_{\mathrm{L}}, \quad \text { and } \quad(\phi)+I_{\rho}=\left(\exists v_{0} \cdots v_{\mathrm{n}-1} \phi\right\rangle\right. \text {, } \tag{37}
\end{equation*}
$$

$$
\text { so } r_{\phi}+\mathbb{E}_{L}={\underset{\sim}{\sim}}_{\underset{\sim}{v}}^{v_{0}}, \ldots, v_{n-1} \phi \emptyset \text { also. Thus, }\left({ }_{\phi}\right)+\mathbb{E}_{L} \text { is clopen in } \bar{X}^{L}
$$ for every $\phi \in L_{\text {; }}$, and the set $\left((\theta) / E_{L}: \theta \in S(L)\right\}$ forms a basis for

 Now $[S]_{F_{L}}=\left(\wedge \mathrm{Th}^{\mathrm{L}}(\overrightarrow{\mathrm{S}})\right)$ and for $\theta \in \mathrm{S}(\mathrm{L}), \quad[\mathrm{S}]_{\mathrm{E}_{L}} \in(\theta) / E_{L}$ if and only if $\theta \in \operatorname{Th}^{L}(\tilde{S})$. It follows that $\overline{\mathrm{X}} / \mathrm{E}_{\mathrm{L}}$ is just the usual Stone space
$S(L)$ associated with $L$. Since we have verified the hypothesis of
II. 3.1 , we may conclude

Theorem 7.1. Assume $L$ is a countable fragment of $L_{\omega_{I} \omega}$ which is closed under quantification. Then there exists a continuous selector for $E_{L}$, $s: \bar{X}^{L}+\bar{X}^{L}$.

From 7.1 we conclude that all of the remarks of paragraphs
(11) and (12) of II 53 apply with $E=E_{L}, X=\bar{X}$. For example,
$S(L)$ is Polish.
(39) $\mathcal{E}_{L}-\operatorname{inv}\left({\underset{\sim}{\alpha}}_{0}^{0}\left(\bar{X}^{L}\right)\right)$ has the reduction property for each $\alpha<\omega_{1}$.
(40) $E_{L}-\operatorname{inv}\left(O\left(\Delta_{1}^{0}\left(\overline{\mathrm{X}}^{\mathrm{L}}\right)\right)=O\left(\overline{\mathrm{~L}}-\mathrm{A}_{1}^{\prime 0}\left(\overline{\mathrm{X}}^{\mathrm{L}}\right)\right)\right.$ for every Boolean operation 0 .

In (40) we have implicitly used the fact (Immediate from (37) and the continuity of $s$ ) that
(41) $s^{-1}(B)=(\phi)$ for some $L-{\underset{\sim}{2}}_{1}^{\prime}{ }_{1}^{0}$ sentence $\phi$ whenever $B$ is open in $\bar{X}^{\mathrm{L}}$.

Let $\Gamma$ be $\Sigma_{\alpha}^{0}, \pi_{\alpha}^{0}$ or any of the Kolmogorov classes $B\left(r_{\alpha}\right)$ or Bore game classes $B\left(G \Gamma_{\delta}\right)$ studied in $[10]$, and let $r^{\prime}$ be the corresponding collection of formulas ( $L-\sum_{\sim}^{\prime}{ }_{a}^{0}, L-\pi_{\alpha}^{\prime}{ }_{a}^{0}, L_{a}, L_{\omega_{1} f}$ ). A straightforward Induction based on (41) shows

$$
\begin{equation*}
\text { If } B \in \subset \Gamma\left(\overline{X^{2}}\right) \text { then } s^{-1}(B)=(\phi) \text { for some } \phi \in P(L) \cap \Gamma \text {. } \tag{42}
\end{equation*}
$$

Corollary 7.2. Let $\Gamma^{\prime}$ be as in (42). For every $\phi \in \Gamma^{\prime}$ there exists $\phi^{*} \varepsilon P(L) \cap r^{\prime}$ such that for every $O \varepsilon \nabla_{\rho}$,


Proof.

$$
a k \phi^{*} \quad \Rightarrow \quad(\exists \mathcal{L})\left(\mathcal{L}_{\mathrm{L}} \equiv \sigma \text { \& ff } k \phi\right) \text {. }
$$

Given $\phi$ let $B=\left\{(R, z) \varepsilon \bar{X}^{L}: R / z=\phi\right\}$. Let $\phi^{*} \varepsilon P(L) \cap \Gamma^{\prime}$ be such that $\left(\phi^{*}\right)=s^{-1}(B)$. Then, since $s^{-1}(B)$ is an $\mathcal{F}_{L}$-invariantizatron of $B$ and the Löwenheim-Skolem theorem holds for $\Gamma, \phi^{\star}$ has the required property.

Remarks.
X. 7.2 extends 4.1 of Harnik [17]. The list of languages in 7.2 is not exhaustive. For example, the method of 7.2 applies to each level of the hierarchies on $L_{\alpha}$, $L_{\omega_{1} f}$ implicit in their constructions by iterations of operations. It appears to be rather difficult to make an exhaustive list.
XI. For $L=L_{\omega \omega}$, (38) is well-known. It was first proved for the larger fragments studied here by M. Morley in [33] using an infinitary Henkin construction. In fact, the Henkin method is essentially similar to the argument establishing the Kuratowski-Ryll-Nardzewski selector theorem. The proof in [27] of the selector theorem (couched in terms of our special case) proceeds by considering a countable dense subset $R=\left(r_{1}, r_{2}, \ldots\right)$, of $\overline{\mathrm{X}}$, defining a convergent sequence of functions
$f_{i}: \bar{X}^{L} / E_{L} \rightarrow R$ and then setting $s=1 i m<f_{i}: i \varepsilon \omega>$. The argument is changed in no essential way if instead of considering $R$, we look at a basis $C$ for $\bar{X}^{2}$ consisting of clopen sets $C_{i j}, i, j \in w$ such that under some complete metric on $\overline{\mathrm{X}}$ we have

$$
(\forall i, j, k)\left(r_{i} \in C_{i j} \quad \& \quad \text { diameter }\left(C_{i j}\right)<2^{-j} \&\left(j<k \Rightarrow C_{i k} \subseteq C_{i j}\right)\right) .
$$

The construction then proceeds by specifying for each $T \varepsilon \bar{X} / E_{L}$ and each $n$, a set $C(n, T) \in C$ in such a way that for each $S$, the sequence $\left\langle C(n, T): n \in \omega>\right.$ is decreasing, and $(\forall n, S)\left(d i a m(C(n, T))<2^{-n}\right)$, and $C(n, T) \cap \pi^{-1}(\{T\}) \neq 0$; then defining $s(T)=$ the unique member of $\cap \mathrm{C}(\mathrm{n}, \mathrm{T})$ (cf. Bourbaki [9] IX 56.8 where a nearly identical argun
ment is given along these lines).
Let $\left\langle{\underset{i}{i}}^{i}\right.$ i $\varepsilon \omega>$ be an enumeration of the atomic $\bar{\rho}$-names. Then the canonical metric on $\frac{X}{\bar{p}}$ is such that the clopen sets of diameter $2^{-n}$ have the form $[/ 0]$ where $\theta$ is a finite set of subbasic names and $(\forall 1<n)\left(\underline{P}_{1} \in \emptyset\right.$ or $\left.\mathcal{F}_{\mathcal{P}} \in \emptyset\right)$. Let $\left\{B_{i}: 1 \varepsilon \omega\right\}$ be the Skolem conditions such that $\bar{X}^{L}=\left[\wedge_{B_{i}}\right]$. The canonical metric on $X=\left[\bigwedge_{B_{1}}\right]$ is such that clopen sets of diameter less than $2^{-n}$ have the form $[\Omega \phi] \cap \mathrm{x}$ where $\phi$ is a collection of basic names such that $[\Omega \varnothing]$ is a cloven set in $\frac{X_{\bar{\rho}}}{}$ with diameter less than $2^{-n}$ and [ $\bigwedge \sim 1$ ] is disjoint from $\left[\bigvee_{i<n} 7 B_{i}\right]$. Since each $B_{i}$ has one of the forms
 of the last paragraph may be recongnized as the familiar Henkin construetron. Clearly, 7.1 is also closely related to the known fact: "Every
recursive complete theory has a recursively presented model" (cf. [19]).

Note also that the collection $\quad\left\{\begin{array}{l}\underline{v_{0}}, \cdots, \underline{v}_{n-1} \\ \underline{0}, \cdots, \underline{n-1}\end{array}\right): \phi$ is an $n$-formula of $L\}$ generates a fragment $L^{(n)}$ such that $S\left(L^{(n)}\right)$ is exactly the space $S^{n}(L)$ of n-types for $L$. Thus, the fact that $S(L)$ is Polish for each fragment $L$, implies that $S^{(n)}(L)$ is Polish for each $L$ and every $n \varepsilon \omega$.
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